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ABSTRACT

Polymer—introduced porous hydroxyapatite (HAp) is developed for a substituting material of human bones.
Firstly, Methylmethacrylate monomer containing polymerization initiator is introduced into the open pores
in the HAp ceramics under a reduced pressure. The monomer is polymerized inside the pore by heating it at
60°C for 48 hours. By using the above process, the polymethylmethacrylate, often used as a biocompatible
polymer because of its stability in body fluids, well fills the pore of the porous HAp ceramics. ALP activity
test and inplant test in rabbit bone show good biocompatibility of above HAp/PMMA composite. The effect
of the molecular weight of PMMA polymer on the fracture toughness is studied by using compact tension
(CT) test method. The toughness is improved by the introduction of the PMMA polymer into the pore
compared to that of pure HAp ceramic. A large inelastic deformation is observed in the CT test before final
failure. The toughness has not clear tendency about the molecular weight of the polymer. The toughening
mechanism by introducing the compliant polymer is proposed. The estimated toughness agrees well with
the toughness of the present composite.
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Introduction

Hydroxyapatite (HAp) ceramic material attracts great attention as a bone substitute for its good
biocompatibility, because it is same material as animal bone major ingredient. However, the properties of the
HAp ceramic is not sufficient to use as bone substitute because of its high elastic modulus as well as low
fracture toughness compared to the bone. If the high toughness and lower elastic modulus without loss of
biocompatibility is attained, it will be a promising material for human artificial bone. Bonfield[1] developed



a polyethylene containing HAp particles and Kikuchi [2] proposed TCP/copoly-L-lactide composite.

By introducing biocompatible polymer into the porous HAp ceramic developed by Aizawa et al.[3],
the tougher and more compliant composite was proposed[4]. In the present paper, the toughness measured is
reported and the toughening mechanism is proposed.

Fabrication of HAp/PMMA composites

After formed to arbitrary shape by a pressure of 30~40MPa at a room temperature, the fibrous HAp particles
was sintered to fabricate porous HAp ceramic at 1200°C for 5 hours. MMA monomer containing azobis
(isobutyronitrile) (AIBN) was repeatedly introduced in the open pores of the HAp ceramic in Nitrogen gas
condition. The introduced PMMA was polymerized inside the pores by heating at 60°C for 48 hours. The
PMMA polymer filled well the pore as shown in Fig.1. The molecular weight of the PMMA was controlled
by changing the amount of AIBN from 1/100 to 1/10000 to investigate the effect of the introduced polymer.

Fig.1 HAp/PMMA composite.
Experiment

The fracture toughness of the HAp/PMMA composite was measured following a standard test method
(ASTM E399). A specimen for the fracture toughness test is shown in Fig.2. A relationship between the load
and displacement is shown in Fig.3. There exists a quite large inelastic deformation before the final failure.
The toughness was estimated by using maximum load and the original crack length following the equation
given by the ASTM standard. It may underestimate real fracture toughness of the present material. The
toughness obtained is plotted against the molecular weight of PMMA in Fig.4. The measured values are
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Fig.2 Test specimen (ASTM-E399)



about 1.5 MPam'? throughout the molecular weight region tested. The results do not show evident
dependence on the molecular weight.
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Fig.3 The relationship between the applied load and the displacement

Toughening mechanism and Toughness of HAp/PMMA composite

By introducing PMMA polymer in the open pores of the HAp ceramic, the composite becomes quite tough
compared with the pure HAp ceramic. The material properties of HAp ceramic, PMMA polymer and present
composite are shown in Table 1. The PMMA is very tough compared with the HAp ceramic with respect to
the energy release rate. It is very important to clarify the toughening mechanism of the composite to improve
the toughness.
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Fig.4 The toughness of HAp/PMMA composite and molecular weight of PMMA

polymer.
Table 1
Material properties of HAp ceramics, PMMA polymer and HAp/PMMA composite
HAp | PMma | MAPPM

Young’s Modulus(GPa) 100 2.7~34 ~50
Gc (Jm?) 10 300~400 | ~45
K: (M Pa'?) 1 0.9~1.4 ~1.6

Strength (MPa) - 500~750

Elongation (%) - 2~10




First, we assume that the both materials absorb the mechanical energy at the fracture surface as they
exist independently. This assumption corresponds to the case that the polymer size is sufficiently large
compared to the inelastic region in the polymer just ahead of the crack tip as shown in Fig.5. In this case the
absorbing energy may satisfy the rule of mixture and be expressed as

(Gc )composnc = (GC )HAp Viap + (Gc )pMMA Vemma ey

where Vhap and Vemma are volume fractions of HAp and PMMA, respectively. G, is critical energy release
rate. If the PMMA is perfectly introduced into the pore, Viap+Vpmma=1. The Young’s modulus is assumed to
be expressed the following expression, which is based on the assumption that the cubic polymer is uniformly
distributed in the HAp ceramic.

HAp

Fig.5 A failure model when the pour size is large compared with the inelastic region
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The estimate of Young’s modulus is more accurate than the simple rule of mixture. K;. can be obtained from

the critical energy release rate G value and Young’s modulus E.
K. =\EG, 3)

The estimated toughness and Young’s modulus are plotted against the volume fraction of the HAp Vi, in
Fig.6. The estimated Young’s modulus agrees well with the experimental results. However, the toughness is
well below the estimated value, which might be thought to be a rough estimate of its lower bound because it
is obtained without any consideration of complex coupling of the polymer and HAp ceramic in fracture
process.

When the pore size is small and the polymer is ductile, the polymer bridges the crack surface as shown
in Fig.7, because the strongly deformed region in front of the crack tip is larger than the pore size. The
possible energy absorbed by a unit volume polymer is
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Fig.6 The estimated material properties with respect to volume fraction Vyap.

U= [™ode (4)

The average volume of a strongly deformed region of a bridging polymer may be written as
v=kdxmd® /4 =knd’ /4 ®)
where 7d*/4 and kd are the area and the length of the strongly deformed region of the polymer cut by the

propagating crack as illustrated in Fig.7. The factor £ may be a function of interface strength and size and
shape of microstructure. The expected number of the bridging polymer may be given as

Vp
md* /4 ©)

The expected energy possible to be absorbed at the crack surface is given as

G, =Gy Vi + MU =GV, +V, kdU (7)
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Fig.7 A Failure model with bridging polymers.



From the strength and elongation of the PMMA shown in Table 1, the energy absorbed by a unit
volume U is estimated to be about 5x10°. As the shape of the polymer filling the pore is not circle, size of
the pore is difficult to say. Most of the polymer sizes in the SEM micrograph of Fig.1 are among 1~5um.
The estimated toughness by using the value U=5x10° is plotted in Fig.8 against the polymer size d. Though
the toughness of the present HAp composite 1.5~2 MPa/m'? is a little higher than the estimated value, this
theory well predicts the toughness of the HAp composite.
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Fig.8 Effect of the size of the bridging polymer on the toughness

SUMMARY

A tough, low modulus and biocompatible composite material (1.5~2 MPam'”, about 50 GPa) is fabricated
by introducing polymer into the open pores of porous hydroxyapatite. A toughening mechanism is proposed
and the toughness estimated well agrees with the experimental results. The possibility of more toughening
by increasing the pore size is suggested from the present theoretical .
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ABSTRACT

For structural applications of aluminium foams, besides tensile and compressive behaviour, fatigue and
energy absorbing the fracture mechanic behaviour is important. Fracture mechanic tests were performed on
compact tension (CT) specimens of sizes from W=50 mm to W=300 mm made of ALPORAS® foams with
different densities. In addition to standard tests, in-situ fracture experiments in a scanning electron
microscope were performed. Besides the load and the load line displacement also crack extension via a
potential drop technique, crack tip opening displacement and local deformations were measured. The
deformation is strongly localized on different length scales. In front of the notch root a fracture process zone
with concentrated deformation develops. The crack propagates through the foam building many secondary
cracks and crack bridges. The determination of fracture toughness values in terms of stress intensity factor
K, J-integral and crack tip opening displacement is discussed. The comparison of the K vs. Aa (crack
extension), J vs. Aa and COD vs. Aa with the actual fracture processes at the crack tip and load displacement
response reveals that CODs gives the most reliable values to characterize the fracture toughness. The critical
values for CODs range from 0.35 mm to 1.0 mm depending on the relative density of the foam.
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INTRODUCTION

In the last few years metallic foams, e.g. made of aluminium or magnesium alloys, have become
commercially available due to improvements in the manufacturing processes. This new class of materials
exhibits partly unusual mechanical properties compared to common metals. For successful design of load
bearing structural elements, besides the well-investigated compression and energy absorbing behaviour [1-
4], also the fracture behaviour and fracture toughness values are needed. Until now only a limited number of
publications [5-7] addressing this topic are available. The aim of this investigation is to provide a closer look
at fracture processes and the determination of fracture toughness values for these foams. Thus, standard
fracture mechanic tests and additionally in-situ fracture tests in the scanning electron microscope were
performed do determine fracture processes and fracture toughness values. For the tests, an ALPORAS®
aluminium foam, which is commercially available, with different densities was used. Standard fracture
mechanic parameters, like stress intensity factor K, J-integral and crack opening displacement COD, were



determined. All investigations were accompanied with local surface strain measurements, which show the
development of the fracture process zone during crack initiation and crack propagation.

EXPERIMENTAL SETUP

Specimen preparation

All investigations were carried out on ALPORAS® aluminium foams with two densities, 0.25 g/cm’ and
0.40 g/cm’. Chemical composition, production route and material properties of these foams are described in
[8]. Standard compact tension (CT) specimens with a size range of W=50 mm to W=300 mm and a thickness
of B=30 mm were used. The specimens were machined with a diamond wire saw to avoid damage of the
foam. All specimens had an open surface, whereby the average cell size of the foam was about 3.5 mm. For
the pre-crack a diamond wire saw cut with a notch tip radius of about 150 um was used, which gave
undistinguishable experimental results compared to specimens pre-cracked in fatigue (see also [9]).

Standard fracture mechanic tests

Standard fracture mechanic tests were carried out on a displacement controlled universal mechanic testing
machine at room temperature and at a cross-head speed of 0.2 mm/min for specimen sizes W<100 mm and
0.5 mm/min for W>100 mm. The load and the load line displacement were measured with a standard load
cell and a clip gauge, respectively. Additionally, the crack or notch opening displacement (COD) was
determined with a videoextensiometer 5 mm behind the initial crack tip. The crack extension was monitored
by a potential drop technique and was verified by optical observations. Images from the foam surface were
taken at different load line displacements with a CCD-camera at a resolution of 1528x1146 pixels and were
used for local surface deformation measurements and for documentation of the crack extension,
subsequently. The procedure for local deformation measurements is described in detail in [10].

In-situ experiments

In order to investigate crack initiation, crack propagation and local deformations during crack growth, in-situ
fracture tests in the scanning electron microscope (SEM) were performed. Due to the restricted space inside
the SEM the specimen size is limited to W=50 mm and B=25 mm. A small in-situ loading device, with a
displacement rate of 0.15 mm/min, was used to fracture the CT-specimens. In order to assign the different
stages of the fracture process to the load versus load line displacement curve, the load and the displacement
were measured too. Images from the foam surface, containing 1 to 6 cells, with a resolution up to 4000x3200
pixels were taken at different load line displacements. Subsequently, these images were analysed to measure
crack extension, local deformations and to identify the fracture processes.

RESULTS AND DISCUSSION

Standard fracture mechanic tests

Due to the somewhat unusual mechanical behaviour of ductile metallic foams, e.g. a marked stress plateau in
compression, a deformation dependence of the Young’s modulus or strain localisation during deformation,
also in the fracture mechanics tests some atypical effects can be expected. Fig. 1 shows a typical load F and
crack extension Aa versus load line displacement vy p curve and a corresponding surface deformation map
for a foam with a density of 0.40 g/cm’. It is evident from the load curve that these foams reveal only a very
small linear elastic stage, followed by an extended plastic regime. The plastic deformation is strongly
localised in a fracture process zone (FPZ), which can bee seen in the surface strain maps and can result in
micro cracking of some high strained cell walls. In the region of the peak load a main crack starts from the
notch root and propagates in a relatively large FPZ through the specimen, whereby the load decreases. This
is usually accompanied with a characteristic kink in the crack extension curve, followed by a regime of
larger crack growth rate. Both, the load and the crack extension curve, show in the region of stable crack
growth a certain waviness, which is related to the inhomogeneous structure of the foam and results in a
variation in the local crack growth resistance.
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Figure 1 Load and crack extension versus load line displacement curve (left image) and corresponding
surface strain map at a crack extension of 5 mm (right image, e=x100%) for an ALPORAS® aluminium
foam CT-specimen with a density of 0.40 g/cm’, W=100 mm and B=30 mm.

Because of the wide plastic regime in the load versus load line displacement curve no valid fracture
toughness values in terms of the critical stress intensity factor Kjc according to ASTM E399 could be
obtained with the specimen sizes used in this investigation. The calculated Kq values are relatively low and
vary between 0.35 to 1.0 MPa'm'? depending on the density of the foam. Fig. 2 shows K versus crack
extension Aa curves for two foams with different densities. Both foams reveal an increase of the fracture
toughness with crack propagation up to a crack extension of about 5 mm (it looks like a R-curve behaviour).
This toughness enhancement with increasing Aa is caused by plasticity, but also toughening mechanisms like
crack bridging [6] and the formation of a FPZ containing localised yielding and micro cracking may
contribute. In the region of larger crack extensions a decrease of K can be observed, which is dramatically in
the case of the lower density foam. The “softening mechanisms” that are causing this drop in K (and also in
the plastic limit load ratio F/Fy) are not clear until now.
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Figure 2 Stress intensity factor K versus crack extension Aa curve for two foams with a density of 0.25
g/em’ (left image) and 0.40 g/cm’ (right image). CT-specimens with W=290 mm and B=30 mm were used.

Fig. 3 shows the load - plastic limit load ratio versus load line displacement plots for the same two foams as
depicted in Fig. 2. Also in the load - plastic limit load ratio F/Fy (load divided by the corresponding plastic
limit load) curves a significant drop in the region of larger crack extensions (or larger load line
displacements) can be observed. Especially the lower density foam (0.25 g/cm’) reveals a dramatically drop
in the plastic limit load ratio. It seems that both foams do not reach the stage of full plastification (F/Fy=1).
But due to the very small linear elastic regime of these foams it is difficult to measure the yield stress oy. So



the absolute values of the F/Fy ratios depend on the chosen yield stress and may differ slightly, if 6y 1, 69, or
0.5 are used for the yield strength.
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Figure 3 Plastic limit load ratio F/Fy versus load line displacement curves for the two foams, which are
depicted in Fig. 2. Left image shows the foam with the density of 0.25 g/cm® and the right image the foam
with 0.40 g/cm”.

Since valid fracture toughness values based on Kjc could not be obtained in these tests, single specimen J-
integral determinations according to ASTM standard E813 and E1152 were performed. Fig. 4 shows J-
integral versus crack extension plots for different specimen sizes and different foam densities. Although in
all J-integral tests the specimen size criterion was fulfilled, a certain size dependence of the initial J-value
Jo2 and the J-curve can be observed. Furthermore, the initial part of the J-integral curves shows an atypical
shape and a large scatter, which makes the determination of initial J-values, like J; or Jy2, according to the
standards difficult or impossible. A typical plateau in the J-integral curves that is associated with a steady
state J-value Jsg, as reported in [6], cannot be observed in all samples. For the foams with lower densities a
decrease in the J-integral curve at large crack extensions is evident. This is in agreement with the previous
observations in the K vs. Aa and F/Fy vs. viip curves. In general, the application of ASTM standards (E813,
E1152), which are designed for solid metals, to metallic foams is problematic. Due to their special
mechanical behaviour, metallic foams exhibit a different response in the fracture mechanic tests as assumed
in common standards.
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Figure 4 J-integral versus crack extension plots for different specimen sizes and at a constant density of 0.25
g/em’ (left image) and for different densities at constant specimen size (right image).

The described methods calculate from the global mechanical response the fracture toughness values (stress
intensity factor K, J-integral). A more direct method is provided by the crack opening displacement (COD)
concept. In this investigation the CODs value is used, which is measured 5 mm behind the initial crack tip or



notch root [11]. Fig. 5 shows CODs and CTOD (crack “tip” opening displacement, which is determined 5
mm behind the actual crack tip; in our case this corresponds to 1.5 times the mean cell diameter) versus
crack extension curves for two foams with different densities. It was found that the CODs5 curves show a
characteristic kink at low crack extensions (about '2 of the mean cell diameter), which can be associated with
an “initial” fracture toughness value. The CTOD curves that deliver an actual fracture toughness value did
not show a decrease at larger crack extensions, which is in contrast to the K vs. Aa and J vs. Aa curves. It
seems that the possible softening mechanisms do not influence the resistance against crack propagation in
terms of CTOD or crack tip opening angle, but have an impact on the general mechanical behaviour of the
CT-specimens. Further detailed investigations are needed to identify the softening mechanisms and to find
an approbate method for the determination of fracture toughness values in terms of J.
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Figure 5 CODs and CTOD versus crack extension curves for two foams with different densities, 0.25 g/cm3
(left image) and 0.40 g/cm’ (right image).
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Figure 6 SEM micrograph from the region in front of the notch root of an in-situ cracked CT-specimen after
a crack extension of about 6 mm (left image) and local in-cell-wall strain map from the first cell in front of
the notch root at crack initiation, showing the plastic zone (right image, 4000 pixels are equivalent 3.3 mm).
Strains are given in loading direction, e=x100%, and the black lines mark the boundaries of the cells.

In-situ fracture tests

With a small loading device in-situ fracture tests in the scanning electron microscope (SEM) were performed
to investigate the fracture processes. Loading of the specimen results in a very early, inhomogeneous plastic
deformation of the foam. The strains are localised on different length scales. On the lower level, the cell
walls, only some small regions in the walls are deformed, whereby the rest remains nearly undeformed. An



example is depicted in Fig. 6. On the higher length scale, the cell structure, only few weaker cells show
larger deformations (see Fig. 1). With increasing load a fracture process zone develops in front of the notch
root, which contains localised plastic yielding and micro cracking. At about 80% of the peak load a main
crack starts from the notch root to propagate through the foam structure. This is accompanied by building of
crack bridges up to 1 - 3 cell sizes behind the crack tip and by micro cracking of cell walls in the FPZ (see
Fig. 6). The crack follows the path of lowest fracture resistance, which is in general the path with the
thinnest cell walls.

CONCLUSION

Standard fracture mechanic tests based on the stress intensity factor, the J-integral and the COD concept
were performed on ALPORAS® aluminium foams with different densities. Additionally, in-situ fracture
tests in the SEM and local surface deformation measurements were carried out. The surface strain
measurements reveal a very localised deformation of the foam on different length scales. During the crack
growth a large fracture process zone develops, which contains localised plastic yielding and micro cracking
of several cell walls. Due to the very small linear elastic part in the load versus load line displacement curve
no valid Kjc values according to ASTM E399 could be obtained. Although all performed J-integral tests
were valid, the standard determination of fracture toughness values in terms of an initial J-value is not
useful. The ASTM standards are optimised for solid metals and their application to ductile metallic foams is
usually not possible and they should be adapted to the special properties of the foams. It was found that
measurements of crack opening displacement in terms of CODs gives a better approach to useful fracture
toughness values.
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ABSTRACT

Since pressure vessels for petroleum use are operated at high temperature high pressure hydrogen gas, it is a
special concern whether a crack at a stressed region grow by internal hydrogen embrittement (I.H.E.)
mechanism during shutdown low to temperature ambience. In this study, fracture mechanics tests were
conducted to clarify how hydrogen assisted crack of 2.25Cr-1Mo steels grows under [.LH.E. condition.
Hydrogen was pre-charged inside of the steel by high pressure, high temperature hydrogen autoclave and tests
were conducted at room temperature air ambience. As a result, for the majority of steels tested, the stress
intensity factor at hydrogen crack growths by ILH.E. mechanism were very low at initiation
(=K1H~3OMPa-m1/ %)) and grows faster if an active, rising load was applied. The old 60's made generation steel,
which has higher temper embrittlment susceptibility, exhibited a higher crack velocity and resulted in fast
fracture (Kic.i) during rising loading. On the contrary, if a load was applied for a static, fixed crack mouth
displacement manner (i.e. falling load condition), the crack velocity significantly decreased and finally
stopped to give a higher threshold stress intensity factor (=K ) except for higher strength steel. Higher strength
steel (; Enhanced 2.25Cr-1Mo grade material) tended to continue to propagate despite under fixed
displacement condition and falls on to a very low Kq.

KEYWORDS
[.H.E., Hydrogen charging, 2.25Cr-1Mo steel, Ky, Kic.i, Kin

INTRODUCTION
In the pressure vessel with overlay or attachment of stainless steel inside of the wall, a high stress may be

arised at discontinuous and complex structure area due to thermal expansion mismatch between stainless steel



(SS) and base Cr-Mo steel. Furthermore, when pressure vessel cooled down to ambient temperature, hydrogen
atoms absorbed inside of the Cr-Mo steel rather accumulates between interface of SS and Cr-Mo steel than
degassing outside of the wall which may cause disbonding or initiation of hydrogen embrittled cracking.
Figure 1 shows the calculation example of shutdown procedure. It is shown from the analysis that the crack at
welded structure driving force arises at stainless structure welded area. Therefore, special attention should be
paid whether the crack at the interface of stainless steel and Cr-Mo base initiates and penetrates through wall,
which may cause final collapse of the entire vessel. In this study, fracture mechanics tests were conducted to
investigate how hydrogen assisted cracking of 2.25Cr-1Mo steels grows by [.LH.E. mechanisms examining

loading method, materials toughness level and steel strength.

NOMENCLATURE
RL :Rising load
CD :Constant Displacement
Ky :Stress intensity for onset of subcritical crack growth
K :the threshold intensity factor for hydrogen charging environment.

Kjc:material toughness measured in the hydrogen charging environment.

MATERIALS

Table 1 shows chemical composition of steels tested. Impurities Si, P and Sn were intentionally added to
simulate the old temper embrittled steel controlling J-factor=(Si+Mn)x(P+Sn)x10* wt% level. After hot
rolling, those heats were subjected to the quenched and tempered heat treatment + PWHT at 690°C for 8hrs.
followed by step cooling. Table 2 shows mechanical properties. Low J steel is the new generation made steel
with high fracture toughness at room temperature. Mid J and High J steels were temper embrittled by step
cooling. The compact tension specimen were machined and Ni/Au were plated to prevent hydrogen
degassing from inside of the steel. Hydrogen were charged in autoclave at 420°C, 12MPa for 48hrs followed
by water quenching to room temperature and preserved in liquid nitrogen container until fracture mechanics

test in air environment.

CRACK GROWTH BEHAVIOR
Effect of loading condition

Slow rising load (:RL) and constant displacement(:CD)loading method (Figure 2) were applied on hydrogen
crack growth testing. Load was controlled by Crack Mouth Opening Displacement(CMOD) with a speed of
0.00003mm/sec. efficacious for hydrogen embrittlement . Crack was monitored by D.C. potential drop
method. Figure 3 shows typical result of RL+CD test. Crack initiation was occurred after 3hrs of a rising load
test. Continuous propagation was observed during rising load applied. After CMOD kept constant, the crack
growth rate decreased and finally stopped after 12hrs.. Figure 4 shows the repetitional RL and CD test.
Subsequent imposing of rising load obviously enhances crack growth, whereas crack growth was deactivated
by keeping CMOD constant. Finally, a remarkable increase in crack growth observed in the later RL stage and

resulted in fast fracture.



K and da/dt relation

Typical relationship between K and crack growth rate (da/dt) for 610MPa tensile strength steel is shown in
Figure 5. Under RL condition, crack start to grow rapidly at low initiation point Ky, and continue to propagate
at relatively constant speed of 10*mm/sec order of magnitude for K; level ranging from 30 to 80OMPa-m'? .
After CMOD kept constant, K; and da/dt relationship can be drawn as steeper falling line, which finally
reaches threshold slightly decreasing from holded K;. Since repetitional RL+CD result indicate that crack
stops at any holded K; level (<Kjc.i), threshold Ky, may exist in between Ky and Ky affected by the holded

CMOD value.

Effect of temper embrittlement

K were measured by RL condition for a temper embrittled old and newer high toughness heats and were
plotted as a function of its material’s FATT in Figure 6. Regardless of FATT of its heat, majority of steels
exhibits low initiation sensitivity of cracking; Kiy=30MPa-m"?. K-curves for Low J and Mid T steels are
compared in Figure7. Initiation occur at low Kj point in two heats, but cracking resistibility is higher for low
J steel, whereas Mid J steel cracking propagates in low K; and led to K;c.i. Fracture appearances are compared
in Figure 8. Intergranular cracking was dominant in Mid J steel whereas Lowl] steel heat exhibits almost
quasi-cleavage with some intergranular fracture surfaces. Although difference in fracture surfaces recognized,

the role of hydrogen on the initiation kinetics should still to have to be studied.

Effect steel strength level

Crack growth measurement of RL+CD tests were conducted for enhanced and annealed heat and results are
shown together in Figure 9. Three heats show entirely different cracking characteristics respectively where the
enhanced heat exhibited a very aggressive propagation under long term CD condition, on the other hand, the
only little cracking was observed in the annealed heat. These tendency indicates that the higher strength steel
is susceptible to delayed type cracking under static CD condition falls on to lower Ky, and lower strength steel

as well as was already suggested by the previous studies.”

SUMMARY
Crack growth characteristics for a variety of 2.25Cr-1Mo steels were clarified and summarized. Schematic

illustration of K and da/dt relationship is shown in Figure 10.

1. Imposing of active rising load obviously enhances crack initiation and growth rate, whereas crack growth
was deactivated by keeping CMOD constant.

2. Crack start to grow rapidly at low initiation point Ky, and continue to propagate at relatively constant
speed and as K; level increases, fast fracture occurs at Kyc.p.

3. Initiation of cracking KIH did not make much difference in temper embrittled and new high toughness
steel. But cracking resistibility is higher for low J steel, whereas Mid J steel propagates cracking in low
K; and reached Kjc.p.

4. The higher strength steel is susceptible to delayed type cracking under static CD condition falling on to

lower Ky, and lower strength steel as well as was already suggested by the previous studies.
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Tablel Chemical compositions(wt%) and mechanical properties of steels tested

Steel | ¢ | si|m | P S cr | Mo | sn Sb | Jfactor | FATT| TS
C MPa
LowJ | 0.14 | 0.08| 0.55 |0.005| 0.0007 | 2.42 | 1.08 |0.010 | 0.0011 | 95 | -76 | 613

MidJ | 0.15| 0.25 | 0.55 |0.015| 0.0013 | 2.39 [ 1.03 | 0.024 | 0.0009 312 6 623

Annealed| 0.15| 0.24 | 0.53 |0.013| 0.0013 | 2.45 [ 1.02 [ 0.022 | 0.0006 270 7 552

Enhanced| 0.16 | 0.28 | 0.40 |0.009| 0.0150 | 2.16 [ 1.01 [0.004 | 0.001 88 4 668

J-factor=(Si+Mn)X(P+Sn)x10*
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ABSTRACT

Fracture locus or envelope under a mixed-mode I-II loading can be obtained by plotting the
normalized mode-II versus mode-I fracture toughness values. The envelope obtained can be used as
a criterion for fracture failure for that material. However, testing conditions have a strong impact on
that envelope. The objective of this paper is to present some results of an experimental program that
was made to obtain fracture toughness envelope for a limestone rock from Saudi Arabia. Brazilian
disks with an inclined central notch were tested under diametral compression, to get variety of
mixed mode I-1I fracture cases. Tests were conducted using disks with different sizes, and different
notch type. Tests were made at different confining pressure from O to 28 MPa, and different
temperature from 27 to 116°C. Fracture toughness envelopes for the tested rock were obtained for
both positive and negative regions (opening and closing of the crack) and at various environmental
conditions. A quadratic equation, which fit the experimental results more satisfactory, were
proposed as a failure criteria. One of the major contributions of this paper is the effect of high
confining pressure and temperature on the fracture toughness envelopes of rocks.

KEY WORDS

Rock fracture, mixed Mode I-II, fracture envelope, high temperature and pressure.

INTRODUCTION

Studying the fracture toughness of rocks at elevated temperatures and confining pressures is
valuable for a number of practical situations such as hydraulic fracturing used to enhance oil and
gas recovery from a reservoir, and the disposal or safe storage of radioactive waste in underground
cavities. Based on the loading type, there are three basic crack propagation modes in a fracture
process, namely: Mode 1 (extension, opening), Mode II (shear, sliding), and Mode III (shear,
tearing). Any combination of these modes can occur as a mixed-mode. Most, if not all, studies in
the past have focused on fracture toughness determination under confining pressures only for
Mode-I failure conditions. Nevertheless, due to randomly oriented cracks in rocks and/or in-situ
stress conditions, cracks tend to propagate under the influence of a combined action of the basic



failure modes called mixed mode [1,2]. In the case of rocks, the combination of Mode-I and Mode-
II (mixed Mode I-11) failure is more common. Therefore, consideration of mixed Mode I-II loading
in addition to pure Mode-I becomes important in fracture toughness investigation.

Due to this mixed mode failure pattern, in addition to mode-I, fracture toughness under mode-II
becomes important to be considered. When Brazilian disks with an inclined central notch are tested
under diametral compression (Figure 1), a variety of mixed mode I-II fracture cases are obtained.
For a particular material, a fracture locus or envelope can be obtained by plotting normalized mode-
IT versus mode-I fracture toughness. The envelope obtained could be used as a failure criterion in
fracture toughness study for a particular material and testing condition in a way similar to the use of
Mohr-Coulomb failure envelope for strength.

Usually, the fracture toughness of rock is determined at ambient conditions. However, under
varying temperatures and confining pressures, the measured fracture toughness has been shown to
vary. The fracture toughness behavior of a deep-seated rock formation requires the testing to be
conducted in a manner that simulates the in-sifu conditions such as temperature and confining
pressure.

THEORETICAL BACKGROUND

Facture Toughness

When a notched rock specimen is subjected to an externally applied load, stress concentrates in the
vicinity of the crack tip. When this concentrated stress reaches a critical value, failure occurs due to
propagation of the preexisting crack. The fracture toughness is then calculated in terms of the stress
intensity factor (SIF). In this paper, a circular Brazilian disk with a central notch under diametrical
compression (Figure 1) was used to investigate fracture toughness. The following mathematical
expressions, proposed by Atkinson et al. [3], were used for the fracture toughness calculation:
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where, K; is Mode-I stress intensity factor; Ky is Mode-II stress intensity factor; R is radius of the
Brazilian disk; B is thickness of the disk; P is compressive load at failure; a is half crack length; and
N; and Ny are non-dimensional coefficients which depend on a/R and the orientation angle (f) of
the notch with the direction of loading. For linear elastic fracture mechanics (LEFM), the small
crack approximation proposed by Atkinson et al. [3] can be used to determine the values of N; and
Ny for half crack to radius ratio (a/R <0.3), as follows:

KII
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Fracture toughness for pure Mode-I ( #= 0) is taken as Kjc; and that for pure Mode-II ( B~ 29°) is
taken as Kjjc.



Figure 1: A schematic for Brazilian disk under diametrical compression

Failure Theories

There are numerous failure criteria for crack initiation and propagation under mixed mode I-II
loading condition. The most popular ones are: (1) the maximum tangential stress (o) criterion, (2)
the maximum energy release rate (G) criterion, and (3) the minimum strain energy density (S)
criterion. The available experimental data shows that no distinct theoretical failure criterion is
applicable to all cases. Also, these criteria imply that Kjc is larger than Ky, while experimental
data show the opposite. Moreover, due to the fact that the existing failure criteria were developed
based on the tensile loading rather than the compressive, they hold good only in the positive region
(crack opening) and cannot predict the fracture behavior in the negative zone (crack opening)

Many researchers have recommended using empirical relations for practical applications. Huang
and Wang [4] and Sun [5] have used one of three empirical equations of straight line, ellipse, and
homogenous quadratic to fit the experimental fracture toughness data in the (Ky/ Kic)-(Ki/ Kic)
plane. Also, an exponential relationship was used [6,7].

EXPERIMENTAL PROGRAM

Sample Preparation

Rock blocks were collected from a limestone rock formation outcropping in the Central Province of
Saudi Arabia. Cores were obtained from these blocks using 98 mm and 84 mm coring tube pits.
Cores were sliced into circular disks using a high-speed circular saw. The thickness (B) of the sliced
disks was in the range of 20-24 mm. A notch was machined in the center of the disks. Straight notch
was made using a 0.25 mm diamond-impregnated wire saw, while chevron notch was made using a
slow-speed circular saw. The notch making process is explained in more details elsewhere [8].

Rock properties

The investigated limestone rock was beige in color. Its physical properties included a dry density of
2.586 gm/cm’, a specific gravity of 2.737, and porosity of 5.4%. The mechanical characteristics
included a uniaxial unconfined compressive strength of 105 MPa, a tensile strength of 2.31 MPa, a
modulus of elasticity of 54 GPa, and a Poisson’s ratio of 0.276.



Testing

A strain-controlled loading frame having a capacity of 100 KN was used for the load application
with a strain rate of 0.08 mm/min. Disk specimens were diametrically loaded with different values
of the crack inclination angle (/) ranging from 0° to 75° with a 15° increment. The applied load and
load-point displacement were acquired using a computerized data logger. Tests were made at
ambient conditions, at high confining pressure o3) of 28 MPa, and at high temperature of 116°. The
details of the experimental program can be found elsewhere [9].

RESULTS AND DISCUSSIONS

The values for mode I and mode II fracture toughness (K;) and (Ky) were determined using
equations 1 to 4. Table 1 summarizes the values of Kjc and Kyjc at different conditions for straight
notch. For all conditions, K¢ is smaller than Kjc, in contrary to the values provided by the famous
failure theories. Figure 2-a shows the variation of K; and Ky with B for D = 98 mm, at different
conditions. It can be seen that the high confining pressure has a tremendous impact on the fracture
toughness, while the effect of high temperature has a minor effect.

The normalized fracture toughness values of (Ki/Kjc) and (Ky/Kyc) were determine for various
cases. The plot of (Ky/Kyc) vs. (Ki/Kjc) is named the fracture toughness envelope, which is the
fracture locus for the general mixed-mode I-II loading. Crack initiates when a point ((Ky/Kjc),
(Ki/Kic)) falls on the envelope. Figure 2-b gives a comparison between fracture toughness
envelopes at different conditions (ambient, 63 = 28 MPa, and T = 116 °C). Figure 3-a shows
fracture toughness envelopes for D = 98 and 84 mm, at both positive region (crack opening) and
negative region (crack closing). Also, Figure 3-b shows similar results for straight and Chevron
notches. A second-degree polynomial was used to fit the experimental data at various conditions,
and at both positive and negative region, Figures 2 to 3. The general form of the fitting is:

(KII/KHC): A+B (KI/KIC) +C (K1/K1c)2 (5)

where, 4, B, and C are the coefficient for the second order polynomial used for the regression. The
values of 4, B, and C for various experimental conditions are tabulated in Table 2.

It can be seen from Figure 6 that the results for all three conditions fall into a relatively close bound
in the positive zone; however, distinct regions of data exist in the negative side. Note that the results
for the specimens tested at high temperature fall close to the data for ambient conditions in the
negative zone revealing that the fracture toughness is not very much affected by the temperature
used in this study. However, fracture toughness envelope at high confining pressure, in the negative
region, is extremely lower than that at ambient condition.

TABLE 1
COMPARISON BETWEEN K¢, Ky, AND THEIR RATIO AT VARIOUS CONDITIONS
.. Diameter Kic Kiic
Condition (mm) (Mpa m' 2y (Mpa m'?) Kuc/Kic
98 0.42 0.92 2.19
Ambient
&4 0.35 0.75 2.14
&4 1.19 1.49 1.25
0y =28 MPa 98 1.57 2.18 1.39
T=116°C 98 0.52 1.00 1.92
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Figure 3: Fracture envelopes for Brazilian disks with (a) different D, (b) different notches

TABLE 2

REGRESSION PARAMETERS FOR VARIOUS CONDITIONS

Condition Notch D Positive Region Negative Region
Type (mm) | 4 B C A B C
Chevron | 98 [0.9589| 1.2436 | —2.1709 | 0.9811 | —0.1746 | —0.0799
Ambient | Straight | 84 |0.8664 | —0.9402 | 0.0928 | 1.0797 | 0.1162 | —0.0203
Straight | 98 |1.0891 | —0.3701 | —0.7584 | 1.0779 | —0.3120 | —0.1616
03=28 MPa | graioht | 98 | 1.0290 | 0.0461 | —1.1663 | 1.0399 | —0.0670 | —0.1779
T=116°C | Straight | 98 |1.1046 | 0.6635 | —1.7977 | 1.0759 | —0.0882 | —0.0661




CONCLUSIONS

For the investigated limestone rock, the effect of confining pressure on K;c and K¢ is much more
significant than the effect of temperature. Kjc increased by 274% under o3 = 28 MPa, but the
corresponding value at T = 116°C was 24%. Kjc increased by 137% under o3 = 28 MPa, but the
corresponding value at T = 116°C was only 9%. Also, the effect of confining pressure on Kjc is
much more significant than its effect on K;c. The above observations lead to the conclusion that
the Mode-II component may be the most critical mode controlling failure at high values of
temperature and confining pressure.
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ABSTRACT

High strength pearlitic steel wire, typically used as tyre bead, can fail during production due to the propagation
of naturally occurring longitudinal and transverse flaws. These can lead to failure when the wire is deformed
and straightened to produce the desired cast for ease of coiling. The wire has had significant processing costs
added to it at this stage, and the prevention of this type of failure is of concern to the wire drawing industry.
At the present time, there is no understanding of the influence of process variables, such as flaw size and the
amount of deformation that is induced for straightening.

The fracture toughness of this grade of wire was unknown, and could not be determined by standard test
techniques due to the small dimensions of the wire (1.83mm diameter). Small transverse flaws were produced
by fatigue crack propagation from spark-eroded notches. Compliance measurements and the direct-current
potential drop method were used to demonstrate stable crack propagation before unstable failure. The
measured fracture toughness (Ji¢ =18kJm™) was consistent with the toughness of steels with coarser pearlite
microstructures (an interlamellar spacing of 0.15um, as opposed to 0.003uum), measured in conventional test
specimens with long cracks [5]. The measured toughness has been used to predict the behaviour of
longitudinal flaws during the wire straightening process. This paper reports part of a project which aims to
produce a process control model.

KEYWORDS

Wire, Steel, High-Strength, Toughness, Fracture, J-Integral, and Potential Drop Technique

INTRODUCTION

The material being investigated was hard-drawn pearlitic steel wire, 1.83mm diameter, 0.8 wt.% carbon, with
a tensile strength of 2.1GPa, and a yield strength of 1.8GPa. Analysis of the fracture performance of this wire
requires a better understanding of the failure mechanism of the wire, and also the development of techniques
to detect and monitor crack growth in small samples. A method to test wire containing transverse flaws
(which are not usually the cause of failures) was simpler, so was investigated first. With the knowledge



gathered from these tests, failure originating from longitudinal flaws (which usually cause failures) will be
investigated in future work. Figure 1 identifies the crack planes, Y-Z is termed longitudinal, and X-Z 1s

termed transverse.
X
M
v/

Figure 1. Crack plane identification

X-Z

Cracked samples were produced by growing a fatigue crack from a spark eroded notch in the wire. To control
the fatigue crack growth it was necessary to know the stress intensity (K) at the crack tip. Stress intensity
factors for cracks (of length, a) in round bars (of diameter, D) were developed by James and Mills [1] and
were suitable to use to calculate the required load (proportional to stress, o) and subsequent stress intensity
during sample preparation. Shorter cracks (less than S00pm) tended to have a semi-circular crack front for
which the following equation was used;

2 3 4
K 09261771 & |+ 264210 & | 78481 L | +87.011[ & (1)
oma D D D D

Longer cracks tend to have a straight crack front, producing higher stress intensities. Forman and Shivkumar
[2] produced a closed form expression that fits well for cracks shorter than 1100um, see Eqns. 2 and 3.
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Once the samples were produced, fracture tests were carried out on them. Analysis of the test data, using
elastic-plastic fracture mechanics, was performed using the J-integral, following the original methods of
Begley and Landes [3]. The J-integral can be viewed as the potential energy difference between two
identically loaded specimens with different crack lengths. It measures the work available to drive crack
growth and is analogous to strain energy release rate (G). Failure occurs when J reaches some critical value
(J1c), which is equivalent to Gy..

METHODOLOGY

The philosophy behind the tests was to produce a set of samples containing a range of flaw sizes (150 —
1250um). These were then pulled in tension and the load-deflection data was recorded. This data and the



fracture surfaces were then analysed using fracture mechanics relationships to determine a fracture toughness
value.

The samples were prepared by spark eroding a notch to a depth of either 100um or 200um (the former being
used to produce cracks shorter than 450um) using thin copper foil (50um) at a low voltage (100V). A fatigue
crack was grown from this notch, its length was monitored using a calibrated potential drop technique. The
cracks were grown in stages, and the load was reduced as the crack grew progressively longer, to minimise the
effect of plastic zone on the toughness measurements. The initial load range was 1200N (R = 0.1), decreasing
to 250N. The maximum stress intensity factor at the end of pre-cracking was approximately 10MPavm.

Fracture tests were carried out by pulling the samples in tension at 1mm per minute. The British Standard for
fracture testing [4] was followed as closely as possible. The load and deflection data were recorded using a
load cell and an extensometer (gauge length 10mm), both of which were calibrated. Previous work on similar
wire by Gasterich et al. [5] suggested that monitoring the change in compliance (associated with crack growth)
as a way of determining the point of failure might give a large amount of scatter. If this was found to be the
case an alternative method, the direct current potential drop technique, would be investigated hopefully to give
a more accurate result.

The fracture surfaces were then cleaned in an ultrasonic bath using acetone and mounted on scanning electron
microscope stubs. The fracture surfaces were investigated, and crack lengths recorded. The surfaces were
expected to consist of 3 regions; spark eroded notch, fatigue pre-crack, and unstable crack growth. The
interrupted fracture samples were expected to consist of 5 regions; spark eroded notch, fatigue pre-crack,
ductile crack growth, post fracture-test fatigue crack, and unstable crack growth.

RESULTS

All the fracture surfaces were analysed using a field emission gun scanning electron microscope and the crack
lengths recorded. Distortions of the images at low magnification were accounted for in the measurements.
The surfaces showed the different regions of crack growth as expected. Figure 2 is an image of a typical
sample. Picture (a) shows the point at which the crack length was measured, images (b) and (c) show the
different regions seen on the fracture surface.

S K eroded:
hotch ™S

Fatigue

Figure 2. (a) Measurement of crack length, (b) Appearance of (right to left) spark eroded notch,
fatigue crack and crack growth. (c) Close-up of fatigue/ductile failure interface.

Analysis of the test data using the compliance based method to determine the point of failure gave a large
degree of scatter, and a higher than expected value of J;.. Therefore the crack lengths were monitored using
the calibrated direct-current potential drop technique used to monitor the fatigue pre-crack length. The point



at which the crack length grew was taken as the point of failure and the sample was then pulled to failure.
Interrupted fracture tests were performed to verify that the direct-current potential drop technique was
accurately detecting the onset of crack growth (and, therefore, measuring Ji.). These involved stopping the
fracture test when crack growth was detected and then growing the crack to failure under fatigue conditions.

Fracture surface analysis

Crack growth was predicted to occur when the voltage driving the current through the wire changed from
increasing linearly with strain (corresponding to the change in cross-sectional area as the wire was pulled), to
non-linearly (figure 3).

Linear change in voltage
corresponding to a
decrease in wire cross-

section area i
Voltage Onset of ductile crack

growth, accompanied by a
non-linear increase in voltage

Time/Strain

Figure 3. Generic Voltage versus Time/Strain plot produced using a direct current potential
drop technique to monitor crack growth.

Analysis of the interrupted fracture samples using a scanning electron microscope show that this change in
gradient of the voltage does correspond to crack growth (figure 4).

Fatigue pre-crack

Post-fracture test Ductile crack growth
fatigue growth (during fracture test)

Figure 4. Interrupted fracture test sample. Image ¢ shows the fatigue pre-crack, ductile crack,
then post fracture test fatigue crack, that prove that the potential drop technique does detect the onset
of crack growth.

The spark-eroded notch is a crescent, of approximate length 200um. From this notch a fatigue pre-crack was
grown, the striations of which could barely be resolved (approximately 1um between each). Below this is a
very fine band (approximately 40pm wide) of ductile crack growth, which occurred during the fracture test
(ductile dimples can be seen in figure 4 (c)). At this point the increase in voltage became non-linear and the
fracture test was stopped. Below this is a region of post fracture fatigue growth, showing the same
characteristics as the pre-crack. Finally a region of fatigue crack growth can be seen which occurred when the
critical crack length was reached (during post-fracture fatigue growth).



Determination of J .

Analysis of the load-deflection data using linear-elastic fracture mechanics showed that Kq was not a material
constant. This indicated that elastic-plastic conditions applied at the crack tip, and that plastic deformation
was not insignificant. The J-integral analysis followed the original methods of Begley and Landes. Figure §
is a graph of J versus deflection which was used to then determine Ji., J increases with increasing deflection.
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Figure 5. Graph of J versus Deflection calculated from fracture test data using Begley and
Landes methodology [3]

Figure 6 is a graph of J;. versus crack length for the compliance and potential drop techniques. A much lower
average J;. of 18kJm* was found for the latter, with a scatter of 7kJm™ for longer cracks (greater than
500pm), and 11kJm™ for shorter cracks. This scatter cannot be attributable to the effect of crack shape, or
error in the measurement of crack length.

650 1~
550 1

450 A

350 1 o Compliance

m Potential Drop

3, /kdm?
[
o

250

150

£
R
o

50 + L ° 3

_50 e e e o e e e e
100 600 1100

Crack length/um

Figure 6. Ji. versus Crack length, average J;. = 18kJm, showing the improvement in
consistency of results by using the DCPD technique to detect crack growth.

DISCUSSION

The large amount of scatter produced using this compliance based method corresponded well with the range of
scatter seen in a similar material by Gasterich et al. [5], which covered the toughness values for initiation and
propagation. This suggested that due to the compliance based nature of the tests, and the relatively small



change in stiffness accompanying- crack growth, the point of failure (i.e. onset of crack growth) was not being
detected. The use of the direct current potential drop technique to monitor crack growth during the fracture
tests gave a J;. value which was nearer to that determined by Gasterich [5] and contained only a small degree
of scatter.

Investigation of the fracture surfaces in the field emission gun scanning electron microscope showed that
ductile crack growth did occur when the voltage increase became non-linear. Therefore, the toughness value
recorded at that point will be the J;. value for this wire containing flaws in the X-Z direction (figure 1).

There is an increase in toughness for shorter cracks. This is probably due to the crack tip becoming more
constrained by the surrounding material moving from the central region of the wire (where plane strain
conditions apply) towards the outer surface. In this region material is constrained from flowing and relieving
the stresses acting on the crack tip. This leads to failure at a lower applied load than for plane stress
conditions. When the crack tip exists nearer the surface of the wire the material surrounding it is less
constrained and can flow and blunt the crack tip. This means that to cause failure, a larger applied load is
required to reach the critical stress.

CONCLUSIONS/FURTHER WORK

e The direct current potential drop technique can be used to accurately detect crack growth in small diameter
wire specimens.

¢ Shorter cracks have a higher toughness, attributable to the increase in constraint.

The toughness value calculated is the J;. for the wire.

e Ji.=18kJm™, which can be used in a finite element model of the wire containing cracks lying in a
different orientation (Y-Z, rather than X-Z). Artificial short longitudinal flaws will be assessed in test
conditions that simulate the twisting and bending of wire production. This will determine whether failure
criteria is mixed mode or predominantly mode I.
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ABSTRACT

In this work, the effect of chemical composition and crystal orientation relationship on the interface fracture
toughness of niobium/sapphire system was studied. We used several techniques to assess the interface fracture
toughness, including microscratch, microwedge scratch, and delamination of patterned lines. Results showed a
general trend of the effect of silver at the interface where the interface fracture toughness decreased with the
amount of silver. Ion bombardment during film deposition (IBAD) significantly increased the interface
fracture toughness through a combination of interface mixing and a controlled orientation relationship.
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INTRODUCTION

The overall objective of this project was to control the fracture toughness of the interface between niobium
films and sapphire substrates by controlling the interface properties. Scratch tests have shown [1] that the
interface fracture toughness correlates with silver interlayer thickness for niobium films deposited by electron
beam evaporation. It has also been shown [2] that ion bombardment during film deposition can be used to
strengthen the interface by matching the crystal orientation across the interface and by interface mixing.
Therefore, the approach used in this project involved both weakening the interface by doping it with silver
[3,4] and strengthening it by controlling the orientation relationship and the degree of interface mixing.

Quantitative techniques for measuring interface fracture toughness in thin films are not well developed. In this
paper, we have deduced values of interface fracture toughness using observations of failures that occurred
during microscratching, microwedge scratching and from an analysis of bucking and curling of patterned
niobium lines on sapphire. We were also able to assess the effectiveness of simultaneous ion bombardment
during film deposition on the interface fracture toughness.

RESULTS AND DISCUSSION



Microscratch Experiments

Four sets of samples were made where a set constituted a series of depositions with varying interface silver
level. All the films have a thickness of about 100 nm, as measured by the Dektak3 profilometer. The amount
of silver at the niobium/sapphire interface varies from less than 0.8 monolayers to 6.4 monolayers as measured
by RBS. Details of the experiment are given in ref. [5]. All samples with measurable silver level (>0.8
monolayer) at the interface failed during the scratch test with the niobium films delaminating from the sapphire
substrates in a “brittle manner”. The failure was characterized by multiple spallations as the film detached
from the substrate (Fig. 1a). Buckling was also observed along the scratch track in areas prior to the first spall.
The tangential load shows abrupt changes corresponding to the spalls and the breakthroughs of pile-up
material in front of the indenter. Interfacial toughness can be obtained from the geometry of the first spallation
and the tangential load at which it happened. On the other hand, there was no indication of interfacial failure
during the scratch test for the sample with <0.8 monolayer of silver at the interface, as well as the sample
without silver . The film underwent ploughing with no evidence of delamination (Fig. 1b). No value of
interface fracture toughness was estimated for these two samples because of the absence of interfacial failure.

Figure 1: SEM micrographs of scratch tracks for (a) sample with interface delamination ( PVD, 4.2
monolayers of silver), and (b) sample without interface delamination ( PVD, < 0.8 monolayers of silver).

The results from microscratch test showed a strong correlation between the interface fracture toughness and
the amount of silver at the interface, as plotted in Fig. 2a. This result is in good agreement with the general
trend of the interface fracture toughness as a function of the work of adhesion. As been pointed out by Elssner
et al. [2], the interface fracture toughness G, increases exponentially with the work of adhesion W,4:
G, « W,,, where the exponent n is a function of the orientation of the metal constituent. They found that the
value of n for the (100) interface plane of niobium is 1.9, and that for the (110) interface plane of niobium is 3.

The leveling off in interface fracture toughness at a silver level of 4.2 monolayers implies that the silver
coverage reached 100% at a level of 4.2 monolayers. For the interface without silver, the work of adhesion
(Waa) is that of pure niobium/sapphire: 800 mJ/m” [6]. For interfaces that have 100% coverage of silver, it was
found that the interface fracture occurred at the silver/sapphire interface [7], which has a work of adhesion of
150 mJ/m” [8]. Assuming a linear interpolation of the work of adhesion for intermediate value of silver
coverage, Fig. 2a can be replotted as a function of the work of adhesion (Fig. 2b). A least square fit of this
curve using a power law function gave a value of 3.0 for the exponent n in Eq. 3. This result is in very good
agreement with the value of 3.0 obtained by Elssner et al. [2].
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Figure 2: Interface fracture toughness of niobium/sapphire interface as a function of (a) silver level at the
interface, and (b) work of adhesion of the interface, and a least squares power law fit yielding n = 3.0.

Microwedge scratch test

Samples with and without silver at the interface experienced interface delamination under the microwedge
scratch test. As shown in Fig. 3a, a portion of the film with a constant width was spalled. The tangential load
at which the interface delamination occurred was recorded, and the strain energy release rate is calculated by
Gerberich et al. [9] A decrease in interface fracture toughness due to the presence of silver at the interface is
observed. The average interface fracture toughness for the sample without silver at the interface is 12.44 J/m?,
while the average interface fracture toughness for the sample with silver at interface is 4.54 J/m”. The
estimated values of the interface fracture toughness are consistent in magnitude with that of other
metal/ceramic system where for W/SiO, interface G, was found to be 16 J/m” and 4 J/m® for 1.5 pm and 0.5
um thick films, respectively [10]. This result is also consistent with the silver effect found by the microscratch
test where the presence of silver weakened the interface of niobium/sapphire.

Figure 3: Micrographs of microwedge scratch tracks of (a) the PVD sample with 6.4 monolayer of silver at
niobium/sapphire interface , and (b) a PVD sample with no silver at the interface.

Analysis of buckles and curls in patterned lines

Interface fracture toughness was also estimated from the delamination of patterned niobium lines on sapphire
substrates. Both curls and buckles were found on some PVD samples. Buckling usually occurs when the film
detaches from the substrate in the middle of the line, and curling occurs when the detachment is at one end of
the line.



Interface fracture toughness from buckled lines

Buckling was observed for niobium films on sapphire substrate in the patterned line forms, with interfacial
silver levels range from 2.5 monolayer to 7.6 monolayer. Figure 4a shows a representative micrograph of the
buckles. The buckles indicate that the residual stress in the niobium film must be compressive. The buckle
height and length for buckled lines were measured from the photo.

The stress in the niobium film can be determined using the analysis of buckle height given by Hutchinson and
Suo [11]. The values of the film stress and the interface fracture toughness for lines that delaminated in the
form of buckles ranges from 1.17 GPa to 5.57 GPa in compression, and the interface fracture toughness ranges
between 0.62 J/m” and 13.6J/m*. Given a 3% error in the measurement of the buckle height, the error in the
film stress and interface fracture toughness is less than 5%.

tilt angle 40b

(a) (b)

Figure 4: SEM pictures of (a) buckled niobium lines on sapphire substrate (PVD, 3.0 monolayers of silver),
and (b) curled photoresist/niobium bilayer lines on a sapphire substrate with lines detached from the substrate
at the niobium/sapphire interface (PVD, 2.1 monolayers of silver). The arrows point to buckles.

While the magnitude of the stress is not unreasonable for niobium films given hardness measurement of 6 GPa
[12], the reason that these films are in compression is unknown. A possible explanation for the formation of
the buckles that does not require compressive residual stress in niobium is that the buckles formed at an earlier
stage under external force induced by processing or an interface defect (e.g. gas bubble at the interface),
causing the niobium to yield. However, optical inspection of the sample showed no observable defects before
the photoresist was stripped off.

Interface fracture toughness from curled lines

Figure 4b is a SEM micrograph of the PVD sample with 2.1 monolayers of silver at the niobium/sapphire
interface . The photo was taken after the dry etch step when lines were first observed to detach from the
substrate. The final step of the photolithography process (stripping the photoresist) was omitted from this
sample. Therefore the sample is a bilayer with a 1.35 pum thick photoresist layer on top of a 0.1 um thick
niobium film, deposited on a sapphire substrate which was pre-deposited with silver. As shown in Fig. 4b, the
lines were detached from the substrate at one end. The detached portion of the bilayer (photoresist and
niobium) curled up, indicating that there was a stress gradient in the bilayer system in which the stress in the
photoresist is tensile relative to the niobium film. The observation of buckles next to the curled ends indicates
that the stress in the niobium film must be compressive. Given the radius of the curvature, R, of the curls, and
the niobium film stress of -1.32 GPa determined from the buckling analysis on a sample with similar
deposition condition , the stress in the photoresist is estimated to be 38 MPa in tension.

The fracture toughness of the interface, determined using the analysis in ref. [11], is 0.95 J/m”. As shown in
Fig. 4b, both buckling and curling occurred on the same sample. This can be explained by the stress states in



the photoresist and the niobium film. Buckling occurs when the detached segment is bounded by an attached
portion of the film, and at least part of the film thickness is in compression. Curling occurs when the
detachment extends to the end of the line and there is a stress gradient in the film. In this way, buckling and
curling on the same sample and even in the same line is not inconsistent. The photoresist/niobium bilayer
buckled once an interface crack was formed, due to the compressive stress in the niobium film. When the
buckle formed, the previously tensile photoresist was driven even more tensile. This is the case for the buckles
observed next to the curls in these lines. However, once one end of the buckle was detached from the substrate
and the constraint from the substrate was removed, the photoresist/niobium bilayer, subjected to the tensile
stress in the photoresist and the compressive stress in the niobium, curled in the opposite direction.

No clear trend of the effect of silver on interface adhesion can be established based on the results from
delamination of patterned lines. All the PVD samples that had interface delamination in the form of either
buckles or curls have silver at the interface, ranging from 2.1 monolayers to 6.5 monolayers. The sample
without silver at the interface did not show any interface failure, indicating a stronger interface. However, two
other samples that have a relatively high interfacial silver level (4.2 and 7.6 monolayers) did not have any
interface failure either.

Effect of IBAD on Interface Fracture Toughness

Ion beam assisted deposition (IBAD) was used to establish the interfacial orientation relationships of either
(110) Nb || (0001) sapphire and [001] Nb || [1100] sapphire or (110) Nb || (0001) sapphire and [001] Nb ||
[1120] sapphire. Silver was introduced at the interface of these samples so that a comparative study could be
conducted between the samples with only silver at the interface and samples with both silver and strong in-
plane orientation relationship at the interface. The silver level ranged from 0.7 to 6.5 monolayer for the set
with the nominal thickness of 100 nm, and 0 to 6 monolayers for the set that had nominal film thickness of 500
nm. This silver level range is similar to that in the study of the effect of silver on interface fracture toughness
in PVD samples.

No interface fracture was observed in any of the IBAD samples using the microscratch test. The stress state in
the IBAD films was more compressive than that in the PVD films [14], and compressive stress is expected to
promote interface delamination in the microscratch test. Therefore, the absence of delamination in the IBAD
films indicates a strong interface. All the scratch tracks were similar to that shown in Fig. 1b in which the
indenter tip simply ploughed into the niobium layer and eventually broke through the interface to make contact
with the sapphire substrate. Even samples with the highest silver level (6.5 monolayers) exhibited strong
interfacial adhesion such that there was no observable delamination.

Results of the microwedge scratch test revealed a stronger interface for IBAD samples as compared to the
PVD sample as well. Only the sample with the highest amount of silver at the interface (11.4 monolayers)
showed delamination. The interface fracture toughness for this sample was 107.91 J/m” much higher than that
of the PVD samples measured with the same technique (4.54 J/m” and 12.44 J/m?). The IBAD sample without
silver at the niobium/sapphire interface showed no interface delamination. The wedge tip ploughed into the
niobium film, indicating a strong interface. Delamination of patterned lines on sapphire substrate also
indicated a stronger interface for the IBAD samples. Six out of nine PVD samples showed line delamination
in the forms of either buckles or curls, while only the one sample with the highest silver level at the interface
(6 monolayers) of the four IBAD samples had line detachment from the substrate after the dry etch step. It
was found that the delamination occurred at the niobium/sapphire interface. Failure occurred by curling at the
end of the lines, similar to that shown in Fig. 4b. The average radius of curvature of the curls was 28 pm.
Using the stress of -184.9 MPa obtained from substrate curvature measurement, the interface fracture
toughness was found to be 3.22 J/m’, almost 3.5 times higher than that for the PVD sample with less silver
(2.1 monolayer) measured by the same technique (from curls).

Another cause of the strong interface for IBAD samples is ion mixing at the interface. Interface mixing is a
common observation in IBAD samples due to ion bombardment during film deposition. Interface mixing is
determined via Rutherford backscattering (RBS) analysis. RBS analysis of both PVD and IBAD samples
showed that the interface of the IBAD sample was mixed, compared to that for the PVD sample. Mixing at



interface usually promotes the adhesion between the film and substrate [13], and is a likely cause of the
increased interface fracture toughness exhibited by the IBAD samples.

SUMMARY

Although results of interface fracture toughness measured from different tests, and sometimes within the same
test, are not always consistent, general trend of the effect of silver has be established where the interface
fracture toughness decreases with the amount of silver at the niobium/sapphire interface. Furthermore, the
microscratch test results showed that the interface fracture toughness was related to the work of adhesion
through a power law relation with the exponent equals to 3, supporting the result of Elssner et al. [2]. The
ability to produce interface delamination depends on the test technique, but the values of interface fracture
toughness obtained from different techniques fall into the same range (tens of J/m® to tenth of J/m?). Ion
bombardment during film deposition (IBAD) significantly increased the interface fracture toughness. Both ion
mixing and development of an orientation relationship at the interface enhance the adhesion. The high
interface adhesion of the IBAD niobium-sapphire system can be attributed to either one of the two factors or a
combination of the two. Ion mixing is believed to be the primary cause.
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ABSTRACT

In order to be mechanically strong, an interface must be able to transfer stress across it. For very narrow
interfaces between polymers, this capability is weak and a significant reinforcement can be achieved by the
use of suitably chosen connector molecules (block copolymers) or by a broadening of the interface (random
copolymers). In both of these cases the stress is transferred by entanglements between polymer chains. We
review the main molecular characteristics which are necessary for this reinforcement effect to take place.
Furthermore, recent theoretical advances on the relationship between interfacial stress and fracture toughness
are discussed and the essential role of plastic deformation in the immediate vicinity of the interface is
specifically addressed.
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INTRODUCTION

Controlling the level of adhesion between two polymers is essential for many applications such as
multiphase polymeric alloys, multilayer structures or adhesives. In all of these cases adhesion is caused by
molecular interactions at the interface, but the level of adhesion is typically measured with a destructive test.
Ideally one would like to be able to relate the macroscopic measurement of fracture toughness, which
typically gives a critical energy release rate G, with the underlying surface chemistry (chemical bonds,
specific interactions or simply entanglements). Recent experimental advances on the micromechanics of
cracking at interfaces combined with easier access to polymers with well-defined chemical structures and
surface analysis techniques have made it possible, at least for glassy polymers, to bridge the gap between the
molecular and the continuum scale[1].

Interfaces between polymers which are immiscible are typically very narrow, with an interpenetration
distance which is significantly smaller than the average distance between entanglement points in the bulk
polymers. This lack of entanglements is responsible for the very low level of adhesion (typically a few J/m?)
which is measured. One strategy to increase the level of adhesion of such interfaces is to replace the natural
entanglement network at the interface with connecting molecules such as block copolymers which will be
able to entangle with the bulk polymers on either side of the interface acting as molecular stitches. An



example of such molecules are given on figure 1. Alternatively random copolymers, also shown on figure 1,
can reinforce the interface by effectively reducing the immiscibility and increasing the interfacial width.

Figure 1: Schematic of connecting molecules at interfaces between A and B immiscible polymers. (Dark
beads represent monomers of A and light beads represent B monomers). From left, diblock copolymers,
triblock copolymers and random copolymers. The latter type of molecule acts by broadening the interface.

EXPERIMENTAL METHODS

In order to obtain the necessary information to bridge the gap between the molecular scale and the
continuum scale, several techniques must be used. At the molecular level, one must be able to work with
well-defined molecules, in particular for the block copolymers which are used as connecting chains. The
molecular structure of the interface must be characterized before and after fracture if possible. For this
purpose partial deuteration of the molecules present at the interface is invaluable and allows the use of ion
beam techniques (to measure the amount of deuterium present on each surface after fracture) or neutron
reflectivity (to measure interfacial width before fracture). If nitrogen is present, X-ray photoelectron
spectroscopy (XPS) can also be quantitative to measure the amount of block copolymer at the interface.

At the macroscopic level, suitable fracture mechanics tests are needed to characterize the fracture toughness
of the interface G.. The double cantilever beam test combines ease of sample preparation and measurement
with a great flexibility in controlling the degree of mode mixity at the interface during crack propagation[2].
This last point is important because the G. of interfaces generally depends on the phase angle of loading in a
non-trivial way. We found this to be particularly true of interfaces between glassy polymers where very
small amounts of shear stresses could significantly modify the measured G, by causing small crazes to grow
in the bulk polymers[2,3].

Finally at the intermediate microscopic level, it is important to use observation tools such a electron or
optical microscopy to investigate how is local plasticity near the interface is affected by a modification of the
molecular structure at the interface or by a change in the plastic deformation properties of the bulk polymers.

CONNECTING CHAINS BETWEEN GLASSY POLYMERS

The simplest and most informative case is that of an interface between immiscible A/B glassy polymers
reinforced with a variable amount of A-B diblock copolymer. In that case one can safely assume that all the
stress transfer capability is due to the presence of the block copolymers. For long copolymer chains, which
do not disentangle, the stress transfer capability of the interface o, is given by:

Oint :ﬁz (1)

where f; is the force to break a covalent bond (approximately 2nN) and 2'is the areal density of connector
chains present at the interface. As long as o, remains below the crazing stress of both A and B polymers, G.
is low and the interface fails by simple chain fracture. If G;,; > Ouraze, 1.€. if 2> 2" = 0;,/f3, a craze precedes
the propagating crack and G, becomes much higher. If shorter copolymer chains are used, and the interface



fails by chain pullout rather than by chain scission this transition can be shifted to higher values of areal
density 2 or suppressed altogether[4]. The degree of polymerization of the block where this starts to occur
is of the order of the average degree of polymerization between entanglements ,. Therefore a reasonably
good picture of the fracture mechanisms is given by a plot of /2" as a function of N/N, as shown on figure
2[1]. The limiting value for 2, which we will define as X, is a decreasing function of N for steric reasons so
that maximum values of G, are typically obtained for values of N/N, between 4 and 8.
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Figure 2: Fracture mechanisms map for interfaces between glassy polymers reinforced with connecting
chains. Failure mechanisms are represented as a function of normalized degree of polymerization N/N, and
normalized areal density of connectors 2/2"

CRAZE GROWTH AND STABILITY

In the regime where fracture of the interface is preceded by a craze, the fracture toughness can be related to
the interfacial stress with the help of a model recently proposed by Brown for crack growth in a craze[5].
The key features of the model are the description of the craze zone as an elastic anisotropic strip with a local
stress concentration at the crack tip. The larger the stress that the interface can sustain and the larger will be
the amount of elastic energy needed in the strip for the crack to propagate. Since this amount of elastic
energy is directly proportional to the width of the craze, we now have a direct connection between the
maximum width of the craze /4, and the interfacial stress. Remembering that the macroscopic G, is given for
such a strip model by[6]:

gc ~ Ocraze hf

A direct connection can be made between G. and the interfacial stress. The final result of the model which
can be experimentally tested is[5,7,8]:

oo
craze (3)
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for strong interfaces where G. > 50 J/m*. 57 has the physical meaning of an opening displacement and is
characteristic of the elastic and geometric parameters of the craze itself. It does not vary much from one
polymer to another.

It should be noted that o,... and &y are directly analogous to the parameters & and 5 used in cohesive zone
models[9].

The dependence of G, on o, has been mainly tested for two experimental systems: diblock copolymers of
polystyrene-poly2-vinylpyridine (PS-PVP) at the interface between PS and PVP[4] and for diblock
copolymers of PS-polymethylmethacrylate (PS-PMMA) at the interface between poly(oxyphenylene) (PPO)
and PMMA[10]. The agreement between the model is qualitatively and quantitatively very good.

REINFORCEMENT BY BROADENING OF THE INTERFACE

While in the case of connector molecules at the interface of very immiscible polymers, the value of o;,, is
unambiguously given by equation 1, if the two polymers are less immiscible and the interfacial width
becomes of the order of the average distance between entanglement points, a significant stress can be
transferred by the entanglements formed at the interface. In this case experiments have shown that G. is a
unique function of the width of the interface a;, provided that the molecular weight of the polymers is well
above the average molecular weight between entanglements[11]. As shown on figure 3, however the
increase in G, with a; shows clear transitions between different regimes: for thin interfaces one can argue that
Omt < Ouaze and no plastic zone is formed at the interface; above a certain value of a;, G. increases
dramatically implying that the crack is preceded by a craze. Finally at high values of a;, G. saturates and
bulk toughness is retrieved. Although the exact value of a; at the transition point varies somewhat from a
system to another, it is always of the order of 10 nm. Therefore if a random copolymer is able to sufficiently
reduce the immiscibility and broaden the interface to 10 nm, one expects to see a very large effect on the
adhesive properties. This result has been confirmed experimentally for PS-r-PMMA random copolymers[12]
and PS-r-PVP random copolymers at interfaces between their respective homopolymers[13,14].
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Figure 3: Fracture toughness G, of interfaces between glassy homopolymers as a function of their width a;.
Data from [15].

GENERALIZATION OF THE MODEL

The craze growth model developed in the preceding sections is very attractive since it directly relates a
macroscopic value G, with molecular parameters and material parameters such as oy, which can be
independently measured. While the original model was developed for glassy polymers which readily craze,
subsequent studies have shown that the main features of the model (summarized in equations 3 and 4) may
be much more robust. Fracture experiments of interfaces between semi-crystalline polymers, reinforced with



polymer chains chemically grafted at the interface followed well equation 4[16]. Furthermore, in the crazing
regime, the measured value of G. was found to directly increase with 1/0.... as predicted by equation 4.
Figure 5 shows experiments performed on two systems where the molecular structure at the interface is
identical (giving therefore the same value of ;) but the crazing stress (in this case rather the yield stress in
hydrostatic tension) varies by a factor of 5. Accordingly the G. values for the system with the lower yield
stress are five times higher than for the harder system[17].

0.01 0.1
) (chains/nmz)

Figure 5: G. vs. 2'for an interface between polypropylene (PP) (M) or a blend of PP with ethylene-propylene
rubber (PP/EPDM)(®) and polyamide-6 (PA6), reinforced by end-grafted PP chains. The yield stresses of
the PP and PP/EPDM blends are 21 and 4 MPa respectively. Data from [17].

Optical and electron microscopy observations of the plastically deformed zone ahead of the crack tip show
that in both systems the dissipation is localized in a strip analogous to a Dugdale plastic zone near the
interface.

This is not however a very general case. If the softer polymer for example, is able to nucleate diffuse
plasticity in the hard matrix, far away from the crack tip, greatly increasing the dissipated energy associated
with the propagation of the crack, the correlation between interfacial structure and G. can be much more
complicated and is no longer described by Brown's model[18].

CONCLUSIONS

We have shown that the fracture toughness of interfaces between polymers is dependent on the molecular
structure at the interface as well as on the bulk properties of the polymers on either side of the interface. This
relationship is now relatively well established for interfaces between glassy polymers and the main results
have been summarized here. Two important points must be emphasized:

e In order to obtain a high value of fracture toughness, the interface must be able to transfer a stress which
is at least as high as the crazing stress of one of the bulk polymers on either side of the interface.

e Ifthis condition is met, G. will depend on the interfacial stress oz, and on the bulk crazing stress Ourgze. If
all the plastic deformation is confined in a localized craze near the interface, G, is well predicted by
equations 3 and 4.

REFERENCES

1.  Creton, C.,Kramer, E. J.,.Brown, H. R.and Hui, C. Y. to appear in Adv. Polym. Sci.
2. Brown, H. R. (1990) J. Mat.Sci. 25, 2791.



3. Xiao, F.,Hui, C.-Y.,Washiyama, J.and Kramer, E. J. (1994) Macromolecules 27, 4382.

4, Creton, C.,Kramer, E. J.,Hui, C. Y.and Brown, H. R. (1992) Macromolecules 25, 3075.

5. Brown, H. R. (1991) Macromolecules 24, 2752.

6. Dugdale, D. S. (1960) J. Mech. Phys. Solids 8, 100.

7. Hui, C. Y.,Ruina, A.,Creton, C.and Kramer, E. J. (1992) Macromolecules 25, 3948.

8. Sha, Y.,Hui, C. Y.,Ruina, A.and Kramer, E. J. (1995) Macromolecules 28, 2450.

9. Zehnder, A. T.and Hui, C. Y. (2000) Scripta mater. 42, 1001.

10. Char, K.,Brown, H. R.and Deline, V. R. (1993) Macromolecules 26, 4164.

1. Schnell, R.,Stamm, M.and Creton, C. (1998) Macromolecules 31, 2284.

12.  Brown, H. R. to appear in Macromolecules.

13. Dai, C. A.,Osuji, C. O.,Jandt, K. D.,Dair, B. J.,Ober, C. K.and Kramer, E. J. (1997) Macromolecules
30, 6727.

14. Xu, Z.,Kramer, E. J.,Edgecombe, B. D.and Fréchet, J. M. J. (1997) Macromolecules 30, 79.

15. Schnell, R.,Stamm, M.and Creton, C. (1999) Macromolecules 32, 3420.

16. Boucher, E.,Folkers, J. P.,Hervet, H.,Léger, L.and Creton, C. (1996) Macromolecules 29, 774.

17. Kalb, F.,Léger, L.,Creton, C.,Plummer, C. J. G.,Marcus, P.and Magalhaes, A. to appear in
Macromolecules

18. Plummer, C. J. G.,Kausch, H. H.,Creton, C.,Kalb, F.and Léger, L. (1998) Macromolecules 31, 6164.



ORAL REFERENCE: ICF10 01930R

FRACTURE TOUGHNESS TESTS FOR
MICRO-SIZED SPECIMENS

K. Takashima', Y. Higo' and M. V. Swain®

' Precision and Intelligence Laboratory, Tokyo Institute of Technology,
4259 Nagatsuta, Midori-ku, Yokohama 226-8503, Japan.
* Faculty of Dentistry and Department of Mechanical & Mechatronic Engineering,
The University of Sydney, Australian Technology Park, Everleigh NSW 1430, Australia.

ABSTRACT

A fracture toughness testing method appropriate to micro-sized specimens has been designed and fracture
tests have been performed on micro-sized specimens for MEMS applications. Cantilever beam type
specimens with dimensions of 10 x 10 x 50 um’ were prepared from a Ni-P amorphous thin film and
notches with different directions, which are perpendicular and parallel to the deposition growth direction,
were introduced by focused ion beam machining. Fatigue pre-cracks were introduced ahead of the
notches. Fracture tests were carried out using a newly developed mechanical testing machine for
micro-sized specimens. Fracture behavior is different between the two types of specimens. Kjc values
were not obtained as the criteria of plane strain requirements were not satisfied for this size of the
specimen, so that the provisional fracture toughness Ko values were obtained. The Kq value of the
specimen with crack propagation direction being parallel to the deposition growth direction was 4.2
MPam'?, while that with crack propagation direction being perpendicular to the deposition growth
direction was 7.3 MPam'"?. These results suggest that the electroless deposited amorphous alloy thin
film has anisotropic mechanical properties. It is necessary to consider the anisotropic fracture behavior
when designing actual MEMS devices using electroless deposited amorphous films.
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INTRODUCTION

Microelectromechanical systems (MEMS) or microsized machines are under intensive development for
utilization in many technological fields such as information and biomedical technologies. These MEMS
devices are usually fabricated from a thin film deposited on a substrate by suitable surface
micromachining techniques, and the micro-sized elements prepared from a thin film layer are used as
mechanical components. The evaluation of fracture toughness of thin films is then extremely important
to ensure the reliability of MEMS devices. In addition, micro-elements on MEMS devices are
considered to be subjected to load in both the direction of “in-plane” and “out-of-plane” of the thin film.
The fracture toughness values for both in-plane and out-of-plane directions are thus required for actual
design of MEMS devices, as the fracture toughness of thin films prepared by sputtering or other



deposition techniques has been considered to have anisotropy even for amorphous alloys [1].

In this investigation, micro-sized cantilever type specimens were prepared from an electroless deposited
Ni-P amorphous alloy thin film and fracture tests for two types of specimens with different crack growth
dierctions, which are “in-plane” and “out-of-plane” of the thin film, were performed. Fracture behavior
of the specimens is then discussed.

EXPERIMENTAL PROCEDURE

The material used in this investigation was a Ni-11.5 mass%P amorphous alloy thin film electroless
plated on an Al-4.5 mass%Mg alloy. The thickness of the amorphous layer was 12 pm and that of the
Al-4.5 mass%Mg alloy substrate was 0.79 mm. A disk with a diameter of 3 mm was cut from the
Ni-P/Al-Mg sheet by electro discharge machining. The amorphous layer was separated from the AI-Mg
alloy substrate by dissolving the substrate with a NaOH aqueous solution.

Two types of micro-sized cantilever beam specimens with different notch orientations were prepared from

the amorphous layer by focused ion beam machining, and are referred to as “in-plane type specimen” and
“out-of-plane type specimen” as shown in Figs. 1 (a) and (b), respectively. Figures 2(a) and (b) show

Loading (b) Loading

»
'

Deposition Direction

In-plane type specimen Out-of-plane type specimen

Figure 1: Two types of specimen orientations. The crack propagation direction is perpendicular
to the deposition growth direction for in-plane type specimen (a), while the crack
propagation direction is parallel to the deposition growth direction (b).

Loading
L=30um

=12um

Breadth, B: 10um

¥1.38K 23.1pm

Figure 2: Scanning electron micrographs of micro-sized specimens prepared by focused
ion beam (FIB) machining. (a) in-plane type specimen and (b) out-of-plane type
specimen. Notches were also introduced by FIB.



scanning electron micrographs of the micro-sized specimens. The crack will propagate perpendicular to
the deposition direction in the in-plane type specimen, while the crack will propagate parallel to the
deposition direction in the out-of-plane type specimen. The breadth of the specimen, B, was 10um, the
distance from the loading point to the notch position, L, was 30um, and the width of the specimen, W,
was 10um. Notches with a depth of 2.5 um were introduced into the specimens as shown in Fig. 1 by
focused ion beam machining. The width of the notch was 0.5 um, and the notch radius was thus
deduced to be 0.25 um. The notch position was 10 um from the fixed end of the specimen.

In our previous studies [2, 3], we have demonstrated that the introduction of a fatigue pre-crack is
required to evaluate fracture toughness even for micro-sized specimens. A fatigue pre-crack was then
introduced ahead of the notch in air at room temperature under constant load amplitude using a
mechanical testing machine for micro-sized specimens, which was developed in our previous
investigation [4, 5]. The length of the fatigue pre-crack was adjusted to be approximately 2.5 um. The
total crack length over specimen width (a/W) was then approximately 0.5 for all the specimens. Fracture
tests were also carried out in air at room temperature using the same mechanical testing machine which
was used for introducing fatigue pre-cracks.

RESULTS AND DISCUSSION

Fracture Behavior

Figure 3 shows load-displacement curves during fracture tests for the in-plane and the out-of-plane type
specimens. The fracture behavior is different between these two types of specimens. The maximum
load of the out-of-plane type specimen is higher than that of in-plane type specimen in spite of the size of
specimen and the length of fatigue pre-crack being approximately the same. This suggests that the
electroless plated Ni-P amorphous thin film exhibits anisotropic fracture behavior.

As crack opening displacement was not able to be measured for these specimen, the crack initiation load
was not able to be determined. The maximum load was then assumed to be the crack initiation load and
this load was used to calculate fracture toughness value. Stress intensity factor, X, is calculated from the
equation for a single edge notched cantilever beam specimen [6]. The total pre-crack length was
measured from scanning electron micrographs of the fracture surfaces. The calculated provisional
fracture toughness values (Kq) for the out-of-plane and in-plane specimens are 7.3 and 4.2 MPam'?,
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Figure 3: Load-displacement curves for in-plane and out-of-plane type
micro-sized specimens.



respectively. However, these values are not valid plane strain fracture toughness values (Kjc), as the
criteria of plane strain requirements were not satisfied for this specimen size. Actually, a plastic zone
was observed clearly at the crack tip. As the plane strain requirements are determined by K and o,
(yield stress), it is rather difficult for micro-sized specimens to satisfy these requirements. Consequently,
another criterion such as J integral might be required to evaluate fracture toughness of such micro-sized
specimens.

Fracture Surfaces

Figures 4 (a) and (b) show scanning electron micrographs of fracture surfaces for the specimens with
different crack orientations. Fine equispaced markings aligned perpendicular to the crack propagation
direction are observed ahead of the notch. This kind of markings were also observed on fatigue fracture
surface of micro-sized Ni-P amorphous alloy specimens in our previous investigation [7], and are
considered to be striations. Vein patterns which have been observed on static fractured surfaces on Ni-P
amorphous alloy are visible ahead of the fatigue pre-cracked region. The fracture surface of the in-plane
type specimen is relatively flat. In contrast, the fracture surface of the out-of-plane type specimen is
rough, and the crack seems to propagate tortuously. The difference in Kq values is considered to result
from the difference in fracture surface morphologies.

Figure 4: Scanning electron micrographs of fracture surfaces of (a) in-plane type specimen
and (b) out-of-plane type specimen, respectively.

Another notable feature of the fracture surface is the existence of slant fractured regions near the side
surfaces of the crack. The width of the slant fractured region is approximately 1 um for in-plane type
specimens and 3 pm for out-of-plane type specimens. If these are shear lips, these regions should be
plane stress dominated regions. The expected width of the shear lip is then calculated based on fracture
mechanics [8]. The calculated value of shear lip width at Kq 1s 1.2 um for in-plane type specimen and is
3.4 um for out-of-plane type specimen (the value of 6, = 2.0 GPa in this amorphous alloy thin film was
quoted in this calculation [9]). These sizes are very close to those of the slant fractured regions in Figs.
3 (a) and (b). Therefore, these slant fractured zones are considered to be plane stress dominated regions
and the flat region is considered to correspond to plane strain dominated one.

Origin of Anisotropic Fracture

The provisional fracture toughness, Kq, of the out-of plane specimen was much higher than that of the
in-plane specimen. Electron diffraction pattern of the Ni-P amorphous alloy thin film (the beam
direction is parallel to the deposition growth direction) showed only a halo pattern which is characteristic
of an amorphous phase. Therefore, there is no medium or long range ordering in the direction
perpendicular to the deposition growth direction in this amorphous thin film. However, it has not been
confirmed whether there is medium or long range ordering in the direction parallel to the deposition
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Figure 5: Schematic images of columnar structure aligned towards the growth
direction in the elecroless deposited Ni-P amorphous alloy thin film.

growth direction. The difference in Kq values and fracture surfaces between these two specimens
suggests that there is some ordering towards the growth direction. Actually, anisotropic magnetic
properties have been often observed for sputtered and deposited amorphous thin films [10].
Consequently, there may exist some columnar type domain structures oriented towards the deposition
growth direction as schematically shown in Fig. 5. Actually, such a columnar structure was observed for
electro-deposited amorphous Fe-P alloys [11]. If there is such a columnar structure aligned towards the
growth direction, the cantilever specimens have an anisotropy. This may be one reason that the Kq of
the out-of-plane specimen is higher compared to that of the in-plane specimen.

CONCLUSIONS

Fracture tests have been performed on micro-sized cantilever beam specimens prepared from an
electroless plated Ni-P amorphous alloy thin film. Two types of specimens with different crack growth
directions, which are perpendicular and parallel to the deposition growth directions, were prepared to
investigate anisotropic fracture behavior of the thin film.

Fracture behavior is different between the two types of specimens. As Kjc values were not obtained
because the criteria of plane strain were not satisfied for this micro-sized specimen, the provisional
fracture toughness Kq values were measured. The Kq value of the specimen with crack propagation
direction being parallel to the deposition growth direction was 7.3 MPam"?, while that with crack
propagation direction perpendicular to the deposition growth direction was 4.2 MPam'?.  This result
suggests that the electroless plated Ni-P amorphous alloy thin film has anisotropic fracture properties. It
is important to consider the anisotropic fracture behavior when designing actual MEMS devices using
electroless deposited amorphous films.
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ABSTRACT

A fracture mechanics based analysis of the strength of a bond between a thin plate and a substrate is
presented. The bond edge is regarded as a crack front, which is loaded under combined mode I, II and III
conditions. A numerical procedure is used to study crack initiation. Results for bond strength are
presented for bonds close to the plate edges and for closely spaced bonds.
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Bond fracture, interface fracture, three dimensional fracture, fracture criteria, crack shape.

INTRODUCTION

A framework based on linear elastic interface fracture mechanics for studying initiation and propagation
of cracks in bonds of arbitrary shape was formulated in Jensen [1]. The work is an extension of previous
fracture mechanics based models for predicting the strength of spot welds (e.g. Pook [2] and Zhang [3]).

Adhesive bond failure was studied in Reedy and Guess [4] where bond strengths were correlated
to the stress intensity factor for the singular stress field at the interface corner as in conventional linear
fracture mechanics. The trends in the bond strength dependence on the thickness of the adhesive layer
were well captured with this model. Other alternative approaches for studying interface bond failure
include methods based on cohesive zone modelling such as Lin et al. [5] where these models have been
applied to study fracture in weld joints.

The problem analysed is sketched in Fig. 1. A thin plate is bonded to a substrate in a region or
several regions of arbitrary shape. The plate is loaded in its plane by a constant normal traction. The
bond edge is treated as an interface crack front, and the energy release rate, the decomposition into
modes I, II and III and the mixed mode fracture criterion is based on the interfacial fracture mechanics
concepts in Jensen et al. [6]. The radius of curvature of the crack front is taken to be considerably larger
than the thickness, h, of the plate. Results are presented to illustrate the effects of the plate edges and
closely spaced bonds on the bond strength predictions.
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Figure 1: Schematic illustration of two overlapping plates bonded in a finite zone. The thin plate is
loaded by a constant normal traction, 61, = G, as indicated.

FRACTURE MECHANICS

The edge of the bond zone is regarded as an interface crack front, which is subject to combined mode I,
IT and III loading. For the plate thickness, h, smaller than the extent of the bond zone, the energy release
rate, G, and the mode I, II and III contributions to G can be calculated by the coupling of an inner,
fracture mechanics based solution close to the crack tip with an outer solution for the stress state in the
plate.

The relations between the combined mode I/Il and the mode III energy release rates and the
normal stress, oy, and shear stress, Gy, in the plate along the crack front are given by [6]

1-v?
G=G,, +G, , G,, = —ho> ,
/11 1 1/10 2E nn

I+v
Gy = ?hcrzn (D)

where E and v are the Young’s modulus and the Poisson’s ratio for the plate, respectively.
A family of interface fracture criteria formulated in [6] for non-oscillating singular crack tip
fields is applied here in the form

G, A, G ,Gy =G, (2)

where A, and A3 denote parameters between 0 and 1 adjusting the relative contributions of mode II
and III to the fracture criterion, and Gy, is the mode I fracture toughness of the bond. For A, = A3 =1
the fracture criterion is the Griffith criterion, while for A, = A3 = 0 the fracture criterion is independent of
mode II and III. The criterion (2) has been applied to thin film debonding problems in e.g. [6] and Jensen
and Thouless [7]. It contains as a special case the fracture criterion applied for spot welds in Radaj [8]
and [3]. The fracture criterion captures the mixed mode dependence of interface fracture toughness due
to, for instance, plastic deformation at the crack tip or rough crack faces contacting under mode II and II1
dominant loading conditions.

For the present problem, which probably represents the simplest case possible since the stress
state in the plate is planar so that the ratio between the mode I and mode II energy release rate along the
crack front is constant, (1) and (2) reduces to

F =6, +ko), =c’ 3)

nt C



The ratio between the combined mode I/II energy release rate and the mode III energy release rate
changes as the shear to normal stress ratio varies along the crack front. Denoting by ® the angle, which
has been tabulated as a function of the elastic mismatch between the plate and the substrate in Suo and
Hutchinson [9], then the parameters k and o, are given by

2,
k =
(1-v) (1+(1, = Dsin’ )

1/2 (4)
2EG,,

o =
© L Av)Hh(1+R, - Dsin’ o)

In the following, it is assumed that v = 1/3 so that the usual mode independent Griffith fracture
criterion corresponds to k =3, while k =0 corresponds to a fracture criterion independent of mode 3.
In [6] a value close to k =1 gave best agreement with experimental results for a polyamide/glass
system, while the criterion applied in [8] and [3] for spot welded sheet metal corresponded to a value
closeto k=2.

NUMERICAL RESULTS FOR BOND STRENGTH

In the calculations below, the bond shape (sketched in Fig. 1) is taken to be circular with diameter d,
and its centre is located at the centre of a square plate of in-plane dimension ad with a specified below.
The plate is loaded by a constant normal traction, G, in the x;-direction along a side parallel to the x,-
axis, and it is free along the other side parallel to the x,-axis. The plate sides parallel to the x;-axis are
both free in the calculations below or symmetry conditions are specified on both sides so that the
interaction between bonds in an infinite periodic array of identical bonds is modelled. Symmetry with
respect to the x;-axis is assumed and the results below are presented for the lower half of the crack front,
only.

The stress state in the plate is solved numerically by the finite element method using typically
288 x 50 planar elements each consisting of two linear displacement triangles. The mesh is graduated
with decreasing element sizes towards the interface crack for the best possible accuracy along the crack
front.

In Fig. 2, the variation along the bond edge of F defined in (3) is shown in the case k=2 with
k defined in (4). The plate edges parallel to the x;-axis are free in these calculations. By the fracture
criterion (3), the most critical location along the bond edge, ® = ®,, is at the peak value of F , which is
denoted F, so that F(®.) = F,. The value of the applied traction, ¢ = G, required to initiate crack
propagation is

Oy = \/E )

with o, given in (4). The angle ® and the aspect ratio, o, defined as the ratio between the in-plane
dimensions of the square plate and the bond diameter, are indicated in the inset in Fig. 2.

By Fig. 2 it is seen that F, is significantly increased due to the presence of the free edge as in
particular this increases the shear stress along the crack front close to the free edges. The applied traction
is scaled by the aspect ratio, o, in Fig. 2 so that the resulting force acting on the bond is independent of
the size of the plate. By (5) an increase in the peak value of F is equivalent to a decrease in the bond
strength. Furthermore by (3) in the case k = 2 it is seen that the fracture criterion is more sensitive to
shear stresses along the crack front than to normal stresses.

Calculations similar to those in Fig. 2 are presented in Fig. 3 but now with a value k = 1 so shear
stresses contribute relatively less to the fracture criterion. It can be seen, as one would expect, that the
strength of the bond in cases where the fracture criterion (3) applies with k = 1 is higher than bonds with



Figure 2: Variation along the bond edge of the function F defined in (3) for k = 2. The peak value, F,,
gives via (5) the bond strength and the location, ®., along the bond edge for initial crack propagation.

Figure 3: Variation along the bond edge of the function F in the case k = 1.

k = 2. Furthermore, as the plate dimensions are decreased the most critical location along the crack front,
O, decreases from 180° to 148° for o = 1.5. For k = 2 the critical angle increases as the plate dimensions
increase relative to the bond diameter from 115° when o = 8 to 135° when o = 1.5.



Figure 4: Variation along the bond edge of the function F in the case k = 1 and with
periodic boundary conditions.

In Fig. 4 results are presented for k = 1 for cases where the boundary conditions along the plate
edges parallel to the x;-axis are changed from being free to being periodic in order to study the
interaction effects resulting from closely spaced bonds. By comparison of Figs. 3 and 4 the interaction of
bonds reduces the strength more than the effect of free edges. It is emphasised that the present procedure
for calculating bond strength assumes that the radius of curvature of the crack front and the distance
from the crack front to the plate edges must be large compared to the plate thickness. Also effects of
large-scale plastic deformation and crack face contact have not been included in the analysis.

CONCLUSION

Significant effects of edges on the strength of finite bonds within plates have been demonstrated by
numerical examples. The stresses along the crack front are enhanced due to the presence of the plate
edge. There is a tendency for periodic boundary conditions to raise the stress levels more than free
boundaries. Especially the shear stresses are increased due to periodic boundary conditions, and
dependent on the factor k in the fracture criterion (3), this will affect the strength of the bonds
significantly. Calculations carried out for k = 2 , not shown here, indicate a larger decrease in bond
strength due to periodic boundary conditions than the results for k =1 (compare Figs. 3 and 4).

Results for crack propagation following crack initiation under quasi-static conditions have been
obtained in [1] based on a crack growth criterion. This issue has not been dealt with in the present work.
It was shown in [1], however, that the ultimate strength of the bond might be significantly higher than
initial strength where crack growth is initiated. Such effects could also be expected to play a role for the
present problems.
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ABSTRACT

It has been demonstrated that gradients in the elastic modulus of a surface can affect the toughness of that
surface [1,2]. Specifically, experimental results have correlated enhanced toughness with engineered
gradients created by co-sintering a depth-dependent admixture of constituent particles with different
elastic stiffnesses. While such engineered composites have average gradients that match the calculated
optimal gradient, the composite microstructure will have variations in its lateral (in-surface-plane)
properties and variations about the optimal gradient. The discrete nature of the particulate composites
gives "stochastically graded" microstructures.

In this work, we numerically analyze the effect of stochasticity on the predicted optimal material
properties and their variation. We achieve this analysis by generating a series of microstructures that
have the same average surface gradient, but with variable placement of the second phase. An image-based
computational tool, OOF [3] which maps material microstructures onto finite element meshes, is used to
determine the local stress state. The microstructural stress is used in conjunction with a statistical
representation of failure. The effect of damage accumulation on the microstructural stresses is calculated
iteratively. We characterize the effect of stochastic placement of second phase particles on the toughness
of these materials with a specified gradient in their surface elastic coefficients and we investigate the
stability of a surface crack in such materials.

KEYWORDS

Microstructure, finite elements, functionally graded materials, Weibull statistics

INTRODUCTION

Functionally graded materials (FGM) are composites that display spatially varying properties in one
thickness direction and may be characterized by spatial microstructure variations. The spatial
microstructures variations are usually achieved through a non uniform distribution of the second phase
and these variations can be tailored in order achieve favorable responses to prescribed thermo-mechanical
loads. FGM have received recent interest due to their particular properties: functionally graded surfaces
provide new microstructural designs for enhanced surface damage resistance performance in ceramic
materials. In particular, Giannakopoulos et al. [1,2] demonstrated that gradients in the elastic modulus of
a surface can affect the toughness of that surface. In their experimental work, enhanced toughness has



been correlated with engineered gradients created by co-sintering a depth-dependent admixture of
constituent particles with different elastic moduli.

In recent years, a lot of work has been carried out to study the behavior of FGM. Specifically, the finite
element method has gained increasing use to determine the overall mechanical response of the materials
to given solicitations. Usually FEM approaches are applied on the scale of the entire structure, the macro
scale, using commercial codes such as ABAQUS (see for example [2] and [4]). On the other hand, unit
cell models based on the FE analysis have been considered. However, these models cannot account for
spatial variability of the constituents, due to the assumption that a structure is composed of the same
microstructural representative volume element (RVE) in every part. Thus, the standard micromechanics
approaches based on the concept of RVE are not suitable in the analysis of FGM, since the RVE cannot
be univocally defined because of continuously changing properties through thickness. In fact, such
engineered composites have average gradients that match the calculated optimal gradient on the macro
scale, but the composite microstructure will have variations in its lateral properties and variations about
the optimal gradient. The discrete nature of particulate composites that have been examined
experimentally results in "stochastic gradients" in both microstructural directions. Neither the effect of
lateral variations or perturbations about a prescribed gradient have been studied analytically.

The aim of this work is to investigate the microstructural randomness and discreteness for fixed
macroscopic material gradients. Thus, a discrete computational micromechanical model is adopted. An
image based finite element code, OOF, is adopted. The peculiarity of this tool is that it is able to analyze
arbitrary microstructures, by mapping digitized images of microstructures and their local properties to a
two-dimensional finite element mesh. In this way microstructural features can be readily modeled. To the
authors' knowledge, the influence of randomness of microstructure on the macroscopic global response of
FGM has been studied in literature only for the problem of thermal residual stresses [6], using a
physically based micromechanics model. Here we analyze the effect of microstructural discreteness on
the fracture and damage behavior of FGM, coupling OOF that calculates the local stress state with a
statistical approach for brittle fracture, as described in the following section.

METHOD AND MATERIAL

As cited in the previous section, the image-based computational tool OOF is used in conjunction with a
statistical representation of failure. In order to study the crack propagation, a new finite element has been
implemented [7], based on a probabilistic approach for brittle fracture: the two-parameters Weibull law
[8]. The microstructural mesh generation is performed using OOF and the microstructural stresses are
calculated for the given loading conditions. Depending on the local probabilities of failures, this element
loses stiffness as it undergoes damage and microstructural stresses are redistributed among the next
elements. Thus, the effect of damage accumulation due to failure of the material can be calculated
iteratively and damage can be accumulated.

The FGM considered in this study is the one experimentally characterized by Jitcharoen et al. [2]. This

material is a graded alumina-glass composite whose Young modulus increases with depth beneath the
surface. The thermo-mechanical properties of the constituents are summarized in Table 1.

TABLE 1

Young modulus (GPa) |CTE (10°°C") |Poisson's ratio
Alumina |386 8.8 0.22
Glass 72 8.8 0.22

The coefficients of thermal expansion (CTE) of the two phases are approximately the same, so that
thermal residual stresses do not arise upon cooling from the processing temperature.



The variation in Young's modulus of as much as 50%, introduced over a distance of 2mm, follows the law

(2]
E(Z): Esurface +EOZk

where Egyrface=254GPa, E¢=85.325GPa.mm™ and k=0.497, 0Omm< z <2mm. The authors demonstrated that
this gradient in the elastic modulus led to optimal materials properties in the contact-damage behavior.

Since we want to numerically analyze the effect of stochasticity on the predicted optimal elastic gradient,
a series of "random" microstructures that have the same average surface gradient, but with variable
placement of the second phase, is generated. An example is given in Figure 1 (in white alumina, in black
glass).

Figure 1: example of a random microstructure.

For each discrete depth z (corresponding to a layer), the Young modulus of the so represented composite
can be calculated using the rule of mixtures relation

E graded(z): Vglass(Z)Eglass + (1 ‘Vglass)Ealumina

where Vi 1 the volume fraction of glass at each z. The profiles of elastic modulus were so calculated
for 50 different random generated microstructures and reported in Figure 2. This picture reports the
average values for each z and also average values +/- standard deviation (dashed lines). Thus a range of
variability in the elastic modulus profile for real (i.e. discrete) microstructures is individuated.
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Figure 2:Young modulus vs depth z. Average values for 50 different microstructures
The average elastic modulus profile approximately coincides with that of a continuous (i.e. homogenized)

material. The continuous material is achieved in this analysis generating a microstructure with several
different layers, each one with a single value of elastic modulus. In the limit of an infinite number of



layers, the model is continuum. An example is illustrated in Figure 3, where for clarity the number of
layers has been fixed to 20.
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Figure 3 Continuously graded composite and corresponding Young modulus vs depth

RESULTS AND DISCUSSION

The 50 different microstructures generated as described in the previous section were meshed with OOF.
Each mesh has about 20000 triangular elements. The thermo-elastic constants are known from Table 1,
while the two Weibull parameters are assumed to be m=25 and 6y=0.1GPa for both phases.

The effect of stochastic placement of the second phase on the toughness is characterized analyzing the
microstructural damage evolution. We achieve this analysis placing a pre-existing surface vertical crack
in each sample and incrementing the load up to the first failure. When the first element fails, local stresses
are redistributed and the load can be incremented until the second failure occurs. In this manner, it is
possible to track the damage evolution as the crack grows in the microstructure. Figure 4 displays the
crack paths obtained for one microstructure. The elements that are damaged are colored in black.
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Figure 4: Damage evolution in a microstructure

In order to quantify the damage accumulation, a damage parameter has been defined as the area of the
damaged elements divided by the total area. This parameter is plotted vs the strain applied in Figure 5 for
one single graded microstructure and a sample of the same dimension of homogeneous material (with
elastic modulus equal to the average elastic modulus through depth of the graded material). As can be
noted from the picture, the sample of the graded material is less damaged, thus confirming the better
performance of FGM over traditional materials.



Then, in order to quantitatively asses the effects of stochasticity of real microstructures on the fracture-
damage behavior, the curves resulting from the 50 different computations have been averaged and
standard deviations have been calculated. Figure 6 reports the average damage-vs-strain curve and the
same curve +/- the standard deviation. The average curve (solid line) would coincide with the damage
curve obtained with the continuously graded model. The two dashed curves (mean +/- standard deviation)
plot how much the damage response can vary in real (and thus stochastic) microstructures. In other
words, this micro-mechanic model is able to illustrate the influence of discreteness and randomness of the
microstructure on the damage accumulation.

As observed also in previous studies [6], the need to consider microstructural features for modeling FGM
is evident and therefore a complete micro-mechanical model should take into account the main
microstructural details.
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Figure 5: damage parameter for a graded microstructure and a homogeneous material
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Figure 6: effects of stochasticity on the damage accumulation

Then, a new set of computations was performed on the same microstructures, but varying the Weibull
moduli (m=25 for both phases, 6p=0.34GPa and 0.06GPa for alumina and glass respectively). This
choice of parameters corresponds to a realistic one for those materials, since the Weibull parameter o is a
characteristic strength, related the mean fracture stress of the materials [9]. The fracture behavior in this
case is different from the first set of experiments, resulting in less failures in the alumina phase where the



characteristic strength is higher compared to the previous case, i.e. the damage parameter remains lower.
This results underlines how the choice of the Weibull parameters, usually determined experimentally,
affects the global response.

CONCLUSIONS

The focus of the paper was to analyze the effect of randomness of microstructure of FGM on the fracture-
damage behavior. To this aim, a micro-mechanics model able to consider the stochasticity of placement
of second phase particles is adopted: OOF, a finite element code able to operate directly on
microstructural images and to create finite element meshes that take into account microstructural features,
is used in conjunction with a statistical approach for brittle fracture.

The numerical analyses for the stochastically graded microstructure can be compared with those obtained
for a continuous (homogeneously graded) model which does not take into account the microstructural
randomness and discreteness. The results demonstrate the need to consider microstructural details for
accurately modeling FGM as regards their fracture and damage accumulation behavior. In fact, the
heterogeneous microstructure can affect the initiation of cracks.

This work is currently in progress. In particular, the study aims to quantitatively assess the effect of the
characteristic Weibull parameter on damage accumulation. Moreover the model could be extended to
account for other factors not considered in this case, such as the adhesion (strong or weak) at the interface
between the two phases.
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ABSTRACT

Experiments on grain boundaries in bi-crystals of Fe-3%Si alloy have shown that cleavage
cracks can break through high angle grain boundaries by entering from one grain into a
neighboring one at a number of relatively evenly spaced places in a tiered form, depending
primarily on the angle of twist misorientation, with the tilt misorientation being of relatively
minor importance. At very low temperatures the specific resistance of grain boundaries to
cleavage penetration in most cases can be assessed by a crack trapping model of penetration of
the cleavage crack across the boundary and a well defined geometrical penalty of a crack
deflection toughening effect as the tiered separate cleavage planes are bridged by additional
cleavage cracking of the connecting ligaments in the adjoining grain. There is a definite
transition between pure cleavage and mixed cleavage above —5C where the ligaments between
the tiered cleavage cracks in the adjoining grain undergo sigmoidal plastic bending followed by
ductile tearing, resulting in a definite increase of the overall specific fracture work by a factor of
2-3 above the level of pure cleavage.

In the propagation of a cleavage crack through a field of grains with random misorientations the
above form of penetration of cleavage cracking across grain boundaries becomes considerably
modified, first, through more irregularly shaped crack fronts probing grain boundaries no longer
monolithically and, second, through large scale simple shear type separations of boundaries that
are left behind as the cleavage cracking goes around the more difficult grains requiring some
boundaries of such grains to be sheared off.

" Invited Lecture to be presented at the ICF-10 International Congress of Fracture on 3-7 December, 2001 in Hawaii
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ABSTRACT

Slip-band formation and fatigue crack-initiation processesin a-brass were observed by means of atomic force
microscopy (AFM), and the effects of the grain size, the stress amplitude, and the mean stress were discussed.
In afine grain material, fatigue cracks were initiated only from the dlip-bands. In a coarse grain material,
however, they were initiated either from the slip-bands or the grain boundaries. The depth of an intrusion
drastically increased with its outgrowth to a crack, and with coalescence of cracks, the width of cracks in-
creased rapidly. The depth of an intrusion increased with the number of loading cycles, and when the depth
reaches a critical value, atransgranular crack was initiated from the intrusion. The critical value was given as
afunction of the slip-band angle relative to the stress axis. From the AFM observations, it was found that the
critical value of the dlip distance was independent of the dlip-band angle relative to the stress axis, the stress
amplitude, the mean stress, and the grain-size.
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INTRODUCTION

It is well known that the fatigue process of metallic materials without macroscopic defects can be divided
into initiation and growth processes of cracks and final unstable fracture. Among these processes, various
studies have been conducted on the crack-growth behavior, and that can be quantitatively analyzed based
on the fracture mechanics [1]. The initiation condition of fatigue micro-cracks, however, still has not clarified
enough, because no method for successive, direct and quantitative observation of the process had been devised.
The study on the fatigue crack initiation is especially important for the fatigue damage evaluation of micro-
machine components because most of the fatigue life of these components is occupied by the crack initiation
life[2].

For componentswithout significant internal defects, free surfaceisnormally the sitefor fatigue crack initiation,
then microscopic observation is the most useful method to clarify the mechanisms of fatigue processesin ma-
terials, and the progress of metal fatigue study has strongly depended on the development of new microscopic



observation methods.

With conventional microscopes, such as optical microscopes (OM), transmission el ectron microscopes (TEM),
and scanning electron microscopes (SEM), however, successive, quantitative three-dimensional observations
of the crack nucleation portion in the specimen surface could not be conducted. In most of these studies, the
crack-initiation mechanisms were discussed qualitatively. Since the surface morphology of materials can be
observed with atomic-scale resolution, the scanning atomic force microscopy (AFM) is a powerful technique
to study mechanisms of fatigue and fracture of solid materials. Nakai and his co-workers studied fatigue slip-
bands, fatigue crack-initiation, and the growth behavior of micro-cracks in a structural steel [3], and a-brass
[4,5, 6].

In our previous study for a-brass, dip-band formation and fatigue crack-initiation processes were observed by
means of AFM [4, 5]. Surface of afatigued specimen was observed at the maximum stress, unloading state,
and the minimum stress at the same number of cycles. In the initial stage of the fatigue process, dlip-bands,
which were formed only under tension stress or compression stress, were observed. These kinds of slip-bands,
however, disappeared shortly. Under tension stress, cracks could be detected easily with the AFM image just
after their initiation. Before crack-initiation, the height and the width of extrusions and the depth and the width
of intrusions gradually increased with the number of cycles. When dlip-bands developed cracks, one of these
sizes was changed drastically, where sizes to be changed depended on the slip-band angle rel ative to the stress-
axis and the shape of dip-bands. The shape of dlip-bands tips was also observed, and they were compared
with the results from the continuum distributed dislocation theory. The dlip-bands had steep slope when they
were blocked by grain boundaries, and the slip-bands descended by gradual slopesto plain surfaces when they
terminated within grains [6].

In the present paper, slip-band formation and fatigue crack-initiation processes in «-brass were observed by
means of AFM, and the conditions for the crack-initiation was discussed.

EXPERIMENTAL PROCEDURE

The material for the present study was 70-30 brass («-brass). The chemical composition of the material (in
mass %) was as follows. 69.92 Cu, 30.07 Zn, 0.0071 Fe, and 0.0026 Ph. After the specimens were made by
the el ectric-discharge machining, they were heat treated at 320 °C for 180 s(Material A), or at 850 °C for 3600
s (Material B). The grain sizes of Material A and B were 20 ;m and 1,100 m, respectively. Before fatigue
tests, surface of the specimens were electro-chemically polished. The specimen has a minimum cross-section
of width 8 mm, and athickness of 3 mm. It hasaweak stress concentration with the el astic stress concentration
factor of 1.03 under plane bending [4]. Since most of fatigue cracks were not initiated from the shallow notch
root, the stress concentration factor was not considered in the calculation of the stress amplitude. The fatigue
tests were carried out in a computer-controlled electro-dynamic vibrator operated at a frequency of 30 Hz
under fully reversed cyclic plane bending moment (R = —1), or pulsating bending moment (R = 0).

To conduct a quantitative analysis of the development of fatigue slip-bands, the scanning atomic force mi-
croscopy (AFM) was employed for the present study. The scanning area for the observations was 30 um 30
pm. Since it was very difficult to identify in advance where fatigue cracks would be initiated, replicas of the
specimen surface were taken at the predetermined number of fatigue cycles. The replicafilms were coated by
gold (Au) before observation. The replications were conducted at the maximum tensile stress. Although the
height of the surface in the replica film was reversed from the specimen surface, the height of the replicafilm
in the AFM images was reversed by an image processing technique.

EXPERIMENTAL RESULTS

Transgranular Cracking
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Figure 1: AFM images of transgranular cracking (o, = 173 MPa, Materia A).
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Figure 2: Change of intrusion geometry in fatigue Figure 3: Change of intrusion depth in fatigue
(0, = 173 MPa, Material A). (0, = 173 MPa, Material A).

In this section, the conditions for the crack-initiation in «-brass will be discussed as a function of slip-band
angle relative to the stress axis, stress amplitude, mean stress, and grain size. In «a-brass, fatigue cracks were
initiated either from dlip bands or along grain boundaries.

Another example of transgranular cracking processis shownin Fig. 1. It is clear from these AFM images that
two parallel fatigue cracks were initiated at N = 9.1 x 10* cycles (Fig. 1 (b)), and they were coalesced at
N = 4.5 x 10° cycles (Fig. 1 (c)). The change of the geometry of Intrusion | at cross section A, which is
indicated in Fig. 1 (a), is shown in Fig. 2. With crack-initiation at N = 9.1 x 10* cycles, the depth of the
intrusion increased rapidly, and with coalescence of cracksat N = 4.5 x 10° cycles, the width of the cracks
(intrusion) increased rapidly. Change of the depth of Intrusion | isshown in Fig. 3 asafunction of the number
of the fatigue cycles, N. Even though the measured value was not actual depth after crack initiation, the depth
of theintrusion drastically increased with its outgrowth to acrack at N = 9.1 x 10* cycles.

From surface observation, cracks much shorter than the grain-size were not found. Even just after theinitiation,
acrack prevailed whole grain, and Stage | crack growth was not observed. In the thickness direction, however,
the depth of intrusion changed continuously before and after the crack initiation, i.e., no jumping in the depth
of intrusion was observed. It may indicates that Stage | crack growth, which is a fatigue crack growth along a
slip-band, occurred in the thickness direction.

I ntergranular Cracking

An example of the intergranular cracking is shown in Fig. 4. Slip-bands were formed in a grain on the right
side of a grain-boundary, and they were parallél to the grain-boundary. Both intrusions and extrusions were
observed inthe grain. In the grain on the left size of the grain boundary, slip-bands are not observed. A fatigue
crack was initiated from the grain-boundary at N = 4.6 x 10*. Anintergranular crack was considered to have
been initiated along grain-boundaries between grains with high Schmidt factor dip system and with low
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(0, = 110 MPa, N = 7.9 x 10%, Materia B).

Figure5: Slip-plane and directionsrelative to
stress-axis and surface.

Schmidt factor dlip system. The depth of the grain boundary, d, also increased with the number of cycles, N,
and the crack-initiation could be easily identified from the change of the slope of thelog V — d relationship.

DISCUSSION

Condition for the transgranular crack initiation is analyzed through a geometrical model proposed by Tanaka
and Nakai [7, 8] shown in Fig. 5, which explains the relation between the surface-step and the slip-direction,
where the Cube ABCDEFGO indicates a small region of a specimen that is located adjacent to the surface,
and Point H isan arbitrary point on the dip-plane. In the figure, Plane ABCD represents the specimen surface,
Plane CKLM represents the dip-plane, and y-axis and Arrow QH represents the loading-direction. Line CK
is the dip-trace at the specimen surface and Line ST is a line on the dlip-plane and that is parallel to Line
KC. Arrow HR is the dip-direction on the dip-plane, and Arrow HP is the normal of the dlip-plane. The
surface-step induced by the dipis

d=s5-sinf3-cosa’, (1)

where the value of s is the dlip distance in the HR direction, the value of o’ is the angle between the normal
to the surface and the trace of the dlip-band on the plane that is perpendicular to the surface and parallel to the
loading-axis, and the value of /3 is the angle between the dlip-direction and the dlip-traces on the surface (see
Fig. 5).

Cracks are considered to have been initiated from slip bands, which had slip system in the maximum resolved
shear stress [7, 8]. These dlip bands are what is called as ” persistent slip band (PSB)”. For /QHR = /PHQ =
45°, the resolved shear stress along the slip-direction takes the maximum value, and the following relationship
should be satisfied.

cos 3 = V2 cosa. 2

For a = 90°, the value of 3 should be 90°, which gives the maximum slip-step on the surface for a given dlip
distance. For o« = 45°, the value of 3 should be 0° and no dlip-step is formed on the specimen surface.

On dlip-planes where the resolved shear stress takes the maximum value, the following equation should be
satisfied.

cot? a + tan? o/ = 1. 3)
The relation between d and s can be derived as afunction of o by substituting Egs. (2) and (3) into Eq. ().

Figure 6 showsthe depth of intrusionsfor various numbers of cyclesasafunction of theintrusion anglerelative
to the stress-axis. In the figure, datafrom the same intrusion fall on the same angle. Open marks indicate data
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Figure 6: Fatigue crack initiation condition.

before the crack initiation, and solid marks show data after the crack initiation. The solid-linesin Fig. 6 show
the relationship given from Eq. (1) for the value of s = 380 nm. For the transgranular crackings, which are
shown in Fig. 6, data before the crack initiation fall below the solid lines, and data after the crack initiation
locate above the solid lines. It indicates that there was a critical value of accumulated dlip-distance, s. The
critical value of s was 380 nm, independent of the stress amplitude, the mean stress, and the grain-size. When
the accumulated dlip distance of an intrusion in aslip-band grew up to the critical value, a cracks was initiated
from the intrusion. These results indicate that the transgranular crack initiation is controlled by the damage
accumulation due to the dislocation substructures rather than the stress concentration induced by the intrusion.

AsshowninFig. 6 (d), the grain boundary depth at the intergranular crack initiation was not a unique function
of the grain boundary angle relative to the stress axis. Other mechanism for the intergranular crack initiation
should be considered, which may include the incompatibilities of deformation between two adjacent grains.

Since the critical value of dlip distance at crack initiationwas independent of mechanical and metallurgical
conditions, the effects of these parameters on the fatigue crack initiation life should be attributed to their effect
on the growth rate of dip distance. Therefore, the effects of the intrusion angle and the dip line length on
the growth rate of the intrusion depth were examined. As shown in Figs 7 and 8, the rate was controlled not
only by the intrusion angle and the slip-line length. It was affected by many factors, for example, constraint
of deformation from adjacent grains. However, it is easy to predict when the depth reaches the critical value
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because theintrusion depth increased linearly with the logarithm of the number of cycleslike Fig. 3. Therefore,
the location and remaining life of fatigue crack initiation can be predicted by measuring the intrusion depth
few times before the crack initiation.

CONCLUSIONS

Thefatigue slip-band formation and the fatigue crack-initiation processin 70-30 brass were observed by means
of AFM, and the following results were obtained.

(1) The depth of an intrusion drastically increased with its outgrowth to a crack, and with coalescence of
cracks, the width of cracks increased rapidly.

(2) For the transgranular crack initiation, the intrusion depth at the crack initiation depended on the slip-band
anglerelativeto the stressaxis. At crack initiation, the dlip distance in the dlip direction, however, was constant
independent of the slip-band angle, the stress amplitude, the mean stress, and the grain size.

(3) Intergranular cracks were formed al ong grain-boundaries between highly deformed grains and grains with-
out activating dlip systems. For the intergranular crack initiation, the value of the intrusion depth (the grain
boundary depth) at the crack initiation was not a unique function of the grain boundary angle relative to the
stress axis.
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ABSTRACT

Repeated thermal shock loading is common in many industrial situations including the operation of pressure
equipment found in thermal power stations. Thermal shock can produce a very high stress level near the
exposed surface that eventually may lead to crack nucleation. Further crack growth under the influence of
repeated thermal shock is a very complex phenomenon due to both the transient nature of the highly non-
linear thermal stresses and the strong influence of the environment. This paper describes an experimental
analysis of crack growth in heated carbon steel specimens exposed to repeated thermal shocks using cold
water. Analysis of the effect of steady state primary loads on the growth of the cracks is isolated using a
unique test rig design. Environmental effects due to the aqueous nature of the testing environment are found
to be a major contributor to the crack growth kinetics.
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INTRODUCTION

The growth and arrest of cracks due to repeated thermal shock loading is of interest in industrial applications
where predictions can allow decisions to be made on the necessity of planned inspections and component
replacements. Current methods for predicting repeated thermal shock (RTS) crack initiation lifetime and
growth rates rely on standards and codes of practice such as the ASME Boiler and Pressure Vessel Code
[1,2], and British Standard BS7910 [3], both of which use models based on isothermal fatigue tests and
simplified stress profiles. The conservatism of these codes when analyzing RTS cracking is of concern,
particularly when predicting crack growth rates after initiation has been observed. An over-estimation of
this growth rate can lead to premature replacement of components that otherwise may have been left in
service. A particular reference to the conservatism of the ASME code can be found in work by Czuck et al
[4], where growth at the tip of a crack exposed to cyclic thermal shock loading was found to be an order of
magnitude less than that predicted by using the code.

Cracking due to repeated thermal shock (RTS) is a particular problem in thermal power stations. Thermal
shocks in boiler equipment are an inevitable side effect of normal operation with start-up and shut-down
procedures thought to be especially damaging. Cyclic operation of traditionally base-loaded units only



increases the severity of the problem. In this work, tests that closely simulate the real life conditions of
thermal shock encountered in thermal power station pressure components are completed. These tests are
intended to develop data that will provide for realistic determination of lifetime to crack initiation and crack
growth rates for service components as well as allow for an estimation of the conservatism of the current
codes.

Many influential external factors that are present in thermal power plant equipment are ignored in existing
codes. Foremost is the combined effect of external primary loads and the environment in which the crack is
growing. The external loads can be a direct result of the pressure or mechanical loading of the components,
the effect of which is to open any cracks, exposing them to the environment. The environment is dependent
on the process in which the component is being used, which in the case of thermal power station equipment
is often aqueous in nature (including chemical treatment to control pH and oxygen levels) and will modify
conditions at the crack tip.

In this paper, selected results from crack growth tests using a unique test-rig arrangement are presented.
Comparisons of the actual results with empirical prediction methods from current design codes are made.

EXPERIMENTAL TECHNIQUE

The testing completed in this investigation has been carried out on a thermal fatigue test rig that has been
purpose built for the investigation of crack initiation and growth due to repeated thermal shock loading.
Consisting of a convection furnace, static loading structure and quenching system it allows for the monitored
growth of cracks for a wide variety of component geometries.

The key advantages of this rig over those used in previous studies are:

e The component is heated by convection, which means that there are no unwanted heat effects at the
crack tip as may be the case for induction or resistance heating.

The component is quenched by room temperature pH and O, controlled water.

The specimen size is representative of typical industrial components.

Large specimen size permits multiple simultaneous experiments.

An unloaded “control” specimen can be used.

Approximately one-dimensional conditions exist at any one crack because of the unique specimen
design.

A thorough analysis of the development of the test rig and specimen design, including a review of previous
trends in the experimental investigations of thermal shock cracking can be found in [5].

Tests conducted with this rig have concentrated on identifying the effects of environment and primary loads
on crack initiation and growth during repeated thermal shock. This was completed by simultaneously
testing sets of two low carbon steel flat plate specimens (grade AS 1548-1995 [6]) placed side by side. One
specimen is subjected to a 90MPa (13ksi) uniform tensile stress and the other left unloaded. The specimens,
with a combination of 0.25mm and 0.Imm radius notches machined into the quenched faces, were fitted
vertically in the furnace. The upper specimen temperature was limited to 370°C to remove any creep effects.
Dissolved oxygen levels (D.O.) were varied between tests, while the pH was held steady at around 8.0. The
first set of tests used fully oxygenated tap water with a D.O. level of around 8ppm. This water was
vigorously pre-boiled in the second set of tests, driving off excess oxygen and reducing the D.O. level to
around 2ppm.

Each thermal cycle consisted of a slow heat to a central specimen temperature of 330°C followed by a 7s
water quench. Cycle time was around 15 minutes. Due to the fact that the specimens were positioned
vertically, the thermal gradient in the furnace prevented a uniform temperature from being achieved along
the whole specimen length. Rather the temperature from top to bottom of the specimen varied linearly from
370°C to 290°C.



After each period of 500 thermal cycles, the specimens were removed from the furnace and investigated for
cracking at a low magnification (10 to 60x). A rough estimate of crack initiation lifetime was defined as
when a full-face hairline crack was visible at the base of the notch. Extrapolations of the long crack growth
data were used to further refine when initiation was to have occurred. Any subsequent crack growth after
initiation was measured on each side of the specimen. Through crack depth was taken as the average of
these two measurements.

TEST RESULTS

Times to crack initiation in the notched specimens are shown graphically in figure 1. Unlike the authors’
previous work [5], where elastic stress amplitude was used, times to crack initiation are plotted against the
Neuber pseudostress amplitude (S',). The pseudostress is defined as the local strain amplitude at the notch

(&) multiplied by Young’s Modulus (E).
S'.=¢,E (1)

When the behaviour of the material remote from the notch is predominantly elastic, the pseudostress
amplitude can be related to the nominal stress amplitude (S,) and the local stress amplitude (o,). The final
relationship, outlined in work by Prater and Coffin [7], is reproduced below:

g &S, @
o

a

Here kris the notch fatigue factor, determined from a notch sensitivity analysis as used in [5]. A maximum
value of 5.0 has been established for &, in accordance with a “worst case notch” analysis. Use of equation
(2) also requires knowledge of the cyclic stress strain relationship for the material. Prater and Coffin [7]
provide data for carbon steel that has been adapted for use in this investigation.

Figure 1 also shows a curve based on ASME fatigue data. This curve is slightly different to the published
design curve as shown in Section VIII of the ASME Code [2]. The design curve has a built-in conservatism
of 2 times on stress and 20 times on lifetime on the fatigue data, whichever is the most conservative.

Crack growth results are shown on figure 2. Stress intensity factors have been plotted against the crack
growth rate using the R-ratio to categorise the data. Both water and air environment crack growth curves for
carbon steel, taken from the ASME Boiler and Pressure Vessel Code [3], are also plotted for comparison.

DISCUSSION

Crack Initiation

As shown in Fig. 1 and reported in [5], the application of a primary load displays little or no effect on crack
initiation lifetime within the limitations of experimental variance. The same can be said for reducing the
dissolved oxygen level from 8ppm to 2ppm.

In all of the test cases, the ASME fatigue curve seems to provide a good approximation of the relation
between number of cycles to crack initiation and notch pseudostress amplitude. However, any attempt to use
the ASME curves to predict crack initiation should be approached with care. This is because the ASME
fatigue curves are based on uniaxial strain controlled testing of small cylindrical specimens. Failure in one
of these specimens is defined as when complete fracture occurs. It is then assumed that the failure of these
small specimens is equivalent to the initiation of a small crack in a larger structure.
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Referring to ASTM E 8M — 96 [8], the standard small cylindrical specimen size for tensile tests is 12.5mm
in diameter. Depending on the stress amplitude during fatigue testing and the presence of mean stresses, a
small amount of crack growth will occur before specimen failure, probably in the order of a few millimetres.
This means however that no exact “initiation” size can be known to allow comparison with experimental
data from large specimens. Therefore, any correlation between the ASME code and the experimental work
presented here must remain purely qualitative. Namely, the pseudostress developed at a notched carbon
steel specimen exposed to RTS can be related to number of cycles to initiation in a linear manner similar to
that shown by the ASME fatigue curve. Reciprocally this means the ASME fatigue curve can be used as a
guideline for determining approximate times to develop small (<1mm) deep cracks in carbon steel exposed
to RTS.

Crack Growth
A number of observations can be made from the crack growth data obtained by relating the change in stress
intensity factor AK to the propagation rate da/dN.

e For all of the plotted points, the ASME water curves provide a conservative result (see Fig. 1). For some
points this conservatism is more than an order of magnitude.

e From the trend of the data represented it seems that deceleration of all observed cracks is occurring.

e In specimens without steady state primary loaidng, crack growth rates begin decreasing immediately
after crack initiation.

e In contrast, after initiation, cracks in the specimens with large steady state primary loading experience an
increase in crack growth rate as the R-ratio increases. Then, after a period of rapid growth (at around 1
mm/1000 cycles), the rate decreases rapidly. It is possible that this high rate of crack growth, followed
by the quick drop off may correspond to the start of an environmentally influenced diffusion controlled
crack growth.

CONCLUSIONS

Results obtained from a test program developed to simulate repeated thermal shock conditions produced in
operating thermal power station have shown:

1. The application of a primary stress had little or no affect on crack initiation lifetime during repeated
thermal shock below the creep range. A reduction of dissolved oxygen levels in the quenching water
from 8ppm to 2ppm also did not significantly affect initiation times. ASME Boiler and Pressure Vessel
Code, Section VII, Division 2 [2] fatigue data may be used as a guideline for determining approximate
times to develop small (<Imm) deep cracks in notched carbon steel specimens exposed to repeated
thermal shock.

2. Environmental and primary load interaction is highly influential in the growth of thermal shock cracks.
Cracks with a low R ratio (no primary stress) show signs of rapid deceleration and cracks with high R
ratio show signs of deceleration after a period of environmentally enhanced growth. The ASME
provided crack growth curves for a water environment are conservative in all cases.
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ABSTRACT

The cold expansion of fastener holes in aircraft components is a standard technique to improve fatigue
life. However, there is uncertainty of the method for quantifying the improvement. In addition, there is
concern that the beneficial residual stresses arising from cold expansion may relax due to creep,
particularly in aircraft subjected to higher temperatures.

This paper begins with experimental measurements and finite element predictions of cold expansion
residual stresses and their redistribution after creep. The results of fatigue crack growth experiments
are then presented, demonstrating the benefits of the cold expansion process, even when creep
relaxation occurs. Finally, a comparison of the fatigue crack growth rate is given with a prediction
using base line data combined with the finite element calculation of residual stress.
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INTRODUCTION

Cold expansion of holes in aluminium aircraft structures is commonly used to improve fatigue life [1].
When airframes are subjected to higher temperatures there is concern that the beneficial residual
stresses resulting from cold expansion may relax due to creep. Predictions and measurements of
residual stresses caused by the cold expansion process have been made [2, 3] and more recently the
effects of creep relaxation have been investigated [4].

In this paper, experimental measurements and finite element predictions are presented of residual
stresses in cold expanded holes, before and after creep relaxation. During creep relaxation, additional
tensile load was superimposed to simulate the conditions in the aircraft. Experimental measurements
of residual stress used a new method based on Sachs’ boring to measure the average tangential
residual stress. Axisymmetric and three dimensional finite element analyses were used to predict the
stress distribution through the thickness of the component. The results of fatigue crack growth
experiments for cracks growing from cold expanded holes are also presented. Comparisons of
experimental crack growth with predicted growth using base line data and finite element residual
stress predictions are made.



RESIDUAL STRESS MEASUREMENTS AND PREDICTIONS

Test Specimens

The material used in this research was a new aluminium alloy 2650 designed to provide creep
resistance. Rectangular specimens with a thickness of 6 mm, a central hole of radius 3 mm, a width of
32 mm and a length of 140 mm were machined from the plate. The hole was cold expanded to a
nominal expansion of 4 % using the FTI split sleeve method [5]. Specimens subject to creep relaxation
were heated to 150°C inside an electric furnace and a load equivalent to a far field stress of 162 MPa
was applied. The temperature and applied load were maintained for 1000 hours. To enable

measurement of residual stress, discs of diameter 32 mm were cut from the specimens, centred on the
hole.

Garcia-Sachs Method

Sachs’ boring is a method of measuring the residual stresses around a hole by machining material
from the hole edge and measuring the resulting strain change. Sachs boring can only measure an
axisymmetric state of residual stress, but in this work non-axisymmetric residual stresses occur. The
Garcia-Sachs method [6] has been developed, based on Sachs' boring, to measure such non-
axisymmetric residual stress distributions. In this method the residual stresses are represented by a
Fourier expansion. The strain change is measured at a number of angular positions and from these
changes the magnitude of each component in the Fourier series or residual stress is inferred.

Material Properties

To predict the residual stresses arising from cold expansion it is important to measure accurately the
reversed yielding behaviour of the material [2]. A series of cyclic tension and compression tests were
therefore carried, both at room temperature and at 150°C. To evaluate the creep properties of the
aluminium alloy 2650, several tests were carried out for different applied constant loads using static
load creep test machines. For the range of temperatures and stresses considered in this work, the
principal creep mechanism is power law creep.

Finite Element Predictions

The ABAQUS 5.7 finite element system was used to provide predictions of residual stress. An
axisymmetric model was first used to simulate the cold expansion procedure [7] using a combined
hardening model to approximate the cyclic stress-strain behaviour. Following the finite element
prediction of the residual stress, a further step was used to model the creep relaxation [4]. A three
dimensional model had to be used for this step, obtaining the initial residual stresses from the
axisymmetric model. Additional load was applied and creep relaxation allowed to occur using a power
law model with time hardening integration.

Results

Garcia-Sachs measurements of residual stress have been made for specimens after cold expansion and
after creep relaxation under applied load. These experimental measurements have been compared with
finite element predictions of residual stress using the combination of axisymmetric and three
dimensional models described above. For conciseness, only results for the tangential residual stress are
provided, in the direction normal to the loading direction.

Figure 1 presents a comparison of the residual stresses measured by the Garcia-Sachs method and the
averaged through-the-thickness stress from finite element analysis. Error bars on the Garcia-Sachs
results are based on the calculation of the standard deviation of stress assuming a standard deviation of
strain measurement of £1 ue [4]. Agreement with the finite element prediction is excellent except very
close to the hole edge where likely errors in the Garcia-Sachs method increase and differences
between the experimental and finite element material behaviours are more important.
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Figure 1: Measured residual tangential stresses after cold expansion
compared with averaged finite element results.

Figure 2 shows Garcia-Sachs and finite element averaged stresses for the case where the residual
stresses have been relaxed following creep relaxation with superimposed applied load. The agreement
is reasonable although the measured residual stresses show more relaxation close to the hole edge than
the finite element predictions.
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Figure 2: Measured residual tangential stresses after cold expansion followed by
creep relaxation compared with averaged finite element results.



FATIGUE CRACK GROWTH MEASUREMENTS AND PREDICTIONS

Test Specimens

The test specimens for measurements of fatigue crack growth were of 6 mm thickness with a central
hole of radius 3 mm, a width of 100 mm and a length of 245 mm. Two initial starter cracks were
machined using an EDM technique on one face of the specimen and on both sides of the hole [8]. For
specimens that had been subjected to cold expansion the starter cracks were located on the entrance
face, defined by the FTI method.

Fatigue Loading

The specimens were fatigue loaded in a 250 kN servo hydraulic test machine at a rate of 10 cycles per
second. The maximum load applied to the specimens was equivalent to a far field stress of 162 MPa.
Various R ratios were used, but in the results described here an R ratio of 0.1 was used. Surface crack
growth was measured on both surfaces of the specimen and on both sides of the hole using vernier
microscopes as a function of the number of cycles of load. From these measurements, the rate of crack
growth versus crack length was calculated.

Fatigue Properties

The crack growth rate was assumed to be a function of the effective range of stress intensity factor.
This function was measured using a specimen of dimensions defined above with a non cold expanded
hole. To ensure the measurements were not effected by closure, a high R ration of 0.7 was used.

Finite Element Predictions

Finite element predictions of fatigue crack growth rate were made using a two dimensional model of
the test specimen. The model was run repeatedly using different crack lengths and the stress intensity
factor calculated for each length. Predictions were also made of the load required to cause the crack to
open enabling the effective range of stress intensity factor to be calculated for each crack length. The
function of crack growth rate versus stress intensity range derived form high R ratio tests was then
used to make predictions of crack growth rate.

Results

Measurements of crack length versus number of cycles are shown in Figure 3. The crack length in the
figure is the average of the two lengths measured on the entrance face of the specimen. The
measurements for three cases are presented: for a non cold expanded hole, a cold expanded hole and a
cold expanded hole with creep relaxation while under applied load. Cold expansion can be seen to
lower substantially the rate of fatigue crack growth. Creep relaxation removes some but not all of the
benefit of cold expansion.

Figure 4 presents the experimental measurements of crack growth rate versus the crack length for the
case of a specimen with a cold expanded hole. Measurements for both cracks on the entrance face of
the specimen are provided: the crack to the left and to the right of the hole. Also shown are the finite
element predictions of crack growth rate. The comparison shows the finite element model under-
predicts the growth rate for small crack lengths and over-predicts the rate for large crack lengths.
Because of the two dimensional nature of the finite element model, the crack is assumed to have a
parallel through-the-thickness geometry whereas the actual crack has a complex three dimensional
shape for small crack lengths. At large crack lengths the finite element predictions suggest the crack is
always open during the entire load cycle whereas substantial closure is observed in the experiment.
This closure is believed to be due to plasticity around the crack tip and would tend to reduce the
effective stress intensity range and therefore the crack growth rate.



Finally, Figure 5 shows the experimental measurements and finite element predictions of crack growth
rate for the case of a specimen with a cold expanded hole subject to creep relaxation. The crack
growth rates for small holes are essentially the same as for cold expanded holes without creep. For
cracks of intermediate length, from about 1 to 2 mm, the growth rates are higher. Again, the finite
element model under-predicts the growth rate for small crack lengths and over-predicts the rate for
large crack lengths.
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Figure 3: Average fatigue crack lengths versus number of cycles.
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CONCLUSIONS

Residual stresses arising from cold expansion and after creep relaxation have been predicted using
finite element simulations and measured using the Garcia-Sachs method. A generally good agreement
was obtained between prediction and measurement except near the edge of the hole.

Fatigue crack growth rates have been measured for cracks growing from non cold expanded and cold
expanded holes with and without creep relaxation. Creep relaxation reduces the resistance to fatigue,
but there is still a benefit of cold expansion. Finite element predictions of growth rates have been
made but only partial agreement with measurement has been obtained.
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HIGH-RESOLUTION ANALYTICAL ELECTRON MICROSCOPY
CHARACTERIZATION OF STRESS CORROSION CRACK TIPS
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ABSTRACT

Recent results are presented demonstrating the application of cross-sectional analytical transmission
electron microscopy (ATEM) to corrosion and cracking in high-temperature water environments.
Microstructural, chemical and crystallographic characterizations of buried interfaces at near-atomic
resolutions are shown to reveal evidence for unexpected local environments, corrosion reactions and
material transformations. Information obtained by high-resolution imaging and analysis indicates the
corrosion and deformation processes during crack advance and provides insights into the mechanisms
controlling environmental degradation. Examples of intergranular attack and cracking in type 316
austenitic stainless steel and Ni-base alloy 600 are presented to illustrate the value of this approach.
The presence of deeply attacked grain boundaries off the main cracks, revealed by TEM, is believed
to indicate a major role of active corrosion in the stress-corrosion cracking (SCC) process. Corroded
boundaries were filled with oxides to the leading edges of attack. Analyses of the oxide films and
impurities in intergranular penetrations and crack tips with widths of 10 nm or less indicate
influences of the grain boundary characteristics and the water chemistry. Boundary and precipitate
corrosion structures can be used to identify the local electrochemistry promoting degradation in
complex service environments. Solution impurities such as Pb are found in high concentrations at
nm-width reaction zones in samples from steam-generator secondary-water environments indicating
water access at leading edges of the attack and the influence of these impurities on the corrosion
processes. Results for specific samples are used to demonstrate the ability of cross-sectional ATEM
to reveal new details of buried corrosion structures that cannot be detected by other methods.
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Crack tips, stress corrosion cracking, corrosion, intergranular fracture, grain boundary, segregation,
corrosion products, passive films, solution impurities, deformation.

INTRODUCTION

The fundamental basis for mechanistic understanding and modeling of stress corrosion cracking
(SCC) remains in question for many systems. Specific mechanisms controlling SCC can vary with
changes in alloy characteristics, applied/residual stress or environmental conditions. The local crack
electrochemistry, crack-tip mechanics and material metallurgy are the main factors controlling crack
growth. These localized properties are difficult or impossible to measure in active cracks.
Nevertheless, it is essential to quantitatively interrogate these crack-tip conditions if mechanistic
understanding is to be obtained.



A major recent advance has been the ability to investigate SCC cracks and crack tips using analytical
transmission electron microscopy (ATEM). ATEM enables the characterization of SCC cracks
including trapped solution chemistries, corrosion product compositions and structures, composition
gradients and defect microstructures along the crack walls and at the crack tip. A wide variety of
methods for imaging and analyses at resolutions down to the atomic level can be used to examine the
crack and corrosion film characteristics. Surface films and reaction layers have been examined by
cross-sectional TEM techniques, but limited work had been conducted on environmentally induced
cracks until recently [1-7]. A critical aspect of the recent work has been the development of sample
preparation methods in which the crack corrosion products are protected during the ion-thinning
process by embedding the cracks with a low-viscosity thermoplastic resin. This capability combined
with modern ATEM techniques has enabled new insights into corrosion processes occurring at buried
(limited communication with the bulk environment and surface electrochemical conditions) interfaces
and is being used to identify mechanisms controlling SCC in service components.

The objective of this paper is to demonstrate capabilities of cross-sectional ATEM for the
characterization of buried crack tips and corrosion interfaces at high resolution. New results are
highlighted focusing on SCC in Fe- base and Ni-base stainless alloys. Examples are chosen to
illustrate nanometer-scale structures that can only be examined effectively by ATEM methods.

CRACK-TIP SAMPLE PREPARATION AND CHARACTERIZATION APPROACH

The preparation of cross-section samples with suitable electron-transparent areas for high-resolution
ATEM characterization was critical for the present work. The first step involves protecting the
cracks by vacuum-impregnation with a low-viscosity thermosetting resin. Following impregnation,
the section containing cracks is cut out and embedded in a stainless steel tube. The composite sample
is then sliced with the main crack in cross section near the disk centers and mechanically polished.
Dimple grinding is used to create a bowl-shaped depression at the area of interest. Thinning is then
continued from both sides by low-angle ion micromilling with final milling performed at reduced
beam energy and incident angle to remove most visible ion damage. Repeated cycles of ion thinning
and TEM examination are applied to obtain suitably thin areas at crack tips or other locations of
interest. Crack tips represent one of the most difficult regions to effectively protect, prepare and
characterize. In nearly all the high-temperature water cases examined so far, cracks are heavily
branched and are filled with corrosion products. It is possible that some of these products form
during cooling from service temperatures, but most of the oxide phases are expected to form in high-
temperature water and will probably restrict crack closure. A detailed description of cross-section
sample preparation and possible artifacts has been published elsewhere [3,4].

ATEM characterizations were performed using a 200 kV field-emission-gun TEM with a thin-
window, energy-dispersive x-ray spectrometer (EDS) and a parallel-detection electron-energy-loss
spectrometer (PEELS) for microchemical analysis. High-resolution ATEM methods were used to
analyze the narrow corrosion features near crack tips and along attacked grain boundaries. Besides
conventional brightfield and precipitate darkfield imaging, these methods included crystal lattice
imaging with Fourier-transform diffraction analysis, fine-probe (0.7-nm diameter) compositional
analysis by EDS and PEELS, and fine-probe parallel-beam diffraction with electron probes as small
as 5 nm in diameter. In addition, stereoscopic TEM photographs were used to observe finely porous
structures along attacked grain boundaries. A Fresnel (off-focus) image contrast method was
employed to reveal fine pores and other structures as small as 1 nm.

EXAMPLES OF CRACK-TIP CHARACTERIZATIONS

Results from 316SS and alloy 600 materials that experienced intergranular (IG) SCC in high-
temperature (250-320°C), deoxygenated water environments are used to illustrate high-resolution
characterizations of crack-tip, crack-wall and corrosion structures. Specific information on water
environments and material conditions is given elsewhere [4-7].



Figure 1: Example of a typical crack tip in the 316SS samples: (a) bright-field image with
matrix dislocation structure in contrast, (b) bright-field image with matrix structure out of contrast
to elucidate crack tip, and (c) FeO darkfield image highlighting epitaxial oxide on wall and at tip.

Crack-Tip Characterization in 316SS

The 316SS samples that will be discussed were removed from a service component after many years
in a 250-290°C, deoxygenated water environment [6,7]. Cracked samples from several locations
have been examined and many crack tips characterized. In nearly all cases, wide (>~0.5 pum) cracks
were filled with a multi-layer corrosion product oxide, consisting of a Cr-rich FeO and spinel inner
layer plus large-grained magnetite (Fe;O,) filling the center of the crack. This multi-layer film is
similar to that reported at stainless steel surfaces [8,9] with the exception of the FeO-structure oxide.
The focus here is on the crack tips as illustrated in Figure 1. A somewhat “classic” appearance of a
SCC crack tip in a passive alloy is seen with a non-porous, epitaxial FeO-structure oxide film on the
walls. The crack narrows to ~10 nm at the tip comparable to the oxide film thickness ahead of the tip
and on the adjacent crack walls. Evidence of significant deformation (high dislocation density) is
present in the metal surrounding the tip as illustrated in Figure 1(a), but localized slip bands have not
been observed intersecting the crack. However, twins are seen at or near primary or secondary crack
tips as demonstrated in Figure 2. Scanning electron microscopy indicates that most twins are present
before the propagation of SCC cracks and that many cracks end at intersections of twins with grain
boundaries [10]. The examples presented in Figure 2 show deformation twins immediately ahead of
a crack tip in (a) and a crack that has propagated through several twins in (b). Oxide films at these
crack tips were again found to be non-porous, but were predominately a nanocrystalline FeCr spinel
versus the epitaxial FeO-structure oxide seen at other tips. Low levels of solution impurities (e.g.,
Na) were discovered in the oxides indicating that a caustic environment may have been in cracks.
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Figure 2: Crack-tip interactions with matrix twins in a 316SS sample with twin present
immediately ahead of the crack tip in (a) and immediately behind the tip in (b) where the crack is
clearly displaced off the grain boundary plane. The composition profile in (c) was taken across
the grain boundary in a non-attacked base metal region well ahead of the crack tip.



A final important crack characteristic illustrated in Figures 1 and 2(b) is the crack-tip locations that
are often adjacent to, and not centered on, the grain boundary. Crack propagation along a path
several nm off the boundary was clearly evident at about one-third of the crack tips examined. The
only measured material feature in these mill-annealed 316SS samples that may play a role is the grain
boundary composition. Significant Mo and Cr enrichment is present at grain boundaries as shown in
Figure 2(c). This non-equilibrium segregation has been seen in many mill-annealed stainless steel
heats (often with B enrichment) and is most likely produced during initial processing before service
[11]. The profile presented was obtained ahead of a crack tip that was centered off the boundary
interface and it reveals the maximum segregation adjacent to the boundary. It is possible that the
altered local composition influences dissolution and passivation, thereby SCC propagation.

Intergranular Attack and SCC in Alloy 600

Recent work [3-7] on cracked alloy 600, pressurized-water-reactor (PWR), steam-generator tubes has
shown a remarkable tendency for IG attack along with SCC. TEM examinations of samples cracked
in various high-temperature water environments has revealed narrow oxidized zones, 5-to 20-nm in
width and up to tens of um in length, along nearly every intersected grain boundary in the wakes of
cracks. An example of these IG corrosion zones is shown in Figure 3 for mill-annealed alloy 600
after long-term exposure to PWR primary water at 330°C. TEM images show no visible cracks in the
corrosion zones and no significant deformation of the surrounding metal matrix. Fresnel contrast
imaging in Figure 3(a) shows that these structures are highly porous on a scale of 1-2 nm. Electron
diffraction analyses revealed that the corrosion product consisted of nanocrystalline oxides (NiO,
Cr,03 and/or spinel depending on the particular environment). Lattice imaging identified individual
crystallites with sizes down to a few nm as demonstrated in Figure 3(b). The fine porosity at the tip
of a corrosion zone is illustrated in Figure 3(c). A complex network of nm-size voids and tunnels is
present in the narrow oxide layer along an inclined grain boundary, as well as voids along the grain
boundary plane ahead of the tip. The oxide at the attack tips was Cr,03, even though the
predominant oxide some distance (>100 nm) behind the tip was NiO (Cr and Fe levels similar to the
matrix). Significant Cr enrichment at the oxidized tip was measured by high-resolution EELS, but
the adjacent matrix was not depleted. The observation of pores in the metal ahead of the oxidation
front suggests that vacancies may be injected during the corrosion process. Due to the narrow
dimensions of the corroded IG zones in alloy 600, these structures have been undetectable by other
examination methods including optical metallography, SEM or secondary-ion mass spectroscopy.

Exposure to secondary water or steam environments can produce similar IG attack and aggressive
degradation of precipitates in alloy 600 samples [6,7]. An example of this behavior is shown in
Figure 4 for once-through steam generator tubing removed from the high-superheat (steam) region.
Alloy 600 tubing is put into service in the stress-relieved and sensitized condition with closely spaced
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Figure 3: Intergranular attack of alloy 600 in high-temperature PWR primary water: (a) Fresnel
contrast images showing narrow porous oxidized zone, (b) lattice images identifying crystallites
of Cr,03 and NiO in the corroded zone and (c¢) leading edge of attack with oxidized material
ending within grain boundary plane and presence of isolated pores ahead of corroded region.
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Figure 4: Intergranular attack of alloy 600 in high-temperature PWR secondary water: (a)
former grain boundary Cr carbide converted to Cr oxide, (b) composition profile across attacked
particle showing Pb enrichment at the metal-oxide (M/O) interface and (c) porous corrosion
product oxides around grain boundary particles with Pb present at leading edge of attack.

Cr;C; carbides and Niy;Bg borides. The porous oxide structure in the IG attack zones was similar to
the primary-water samples, but the carbides were converted to fine-grained Cr,O3 oxides and borides
were completely removed. Solution impurities appear to have a strong influence on the stability of
these particles. EDS analyses of the oxidized particles (Figure 4a) revealed that environmental
impurities, notably Pb, had penetrated the structures and concentrated in the reaction layers along the
metal-oxide interfaces (Figure 4b). Further observations at the leading edges of attack showed
tunnel-like corrosion zones formed around the IG particles as presented in Figure 4(c). A penetrative
porous oxide is seen to envelop a partially converted Cr;C; precipitate and end adjacent to a Ni-rich
particle (former boride). The corrosion product in these tunnels consisted of nanocrystalline Cr-Ni
spinel containing high concentrations of Pb at the leading edge of attack. This is consistent with Pb
promoting dissolution and/or impairing passivity to enhance boundary and precipitate degradation.

DISCUSSION

The application of high-resolution ATEM methods to buried corrosion interfaces in stress-corrosion
cracked materials has revealed important details of the degradation processes and mechanisms. This
advance comes from two developments: (1) improvements in cross-sectional sample preparation on
cracked materials, and (2) the availability of FEG TEMs that allow structural, compositional and
crystallographic analyses at resolutions down to atomic dimensions. Significant findings of this
continuing research include the recognition that active-path corrosion of grain boundaries plays a
major role in SCC of alloy 600 in a wide variety of steam generator environments. This IG attack
produces a remarkably thin (<20 nm in width) band of porous, non-protective oxide that extends for
many um. It is clear that water (or steam) penetrates throughout corroded structures. No evidence of
plastic deformation was found associated with the IG attack and it appears that plasticity is not
required for grain boundary degradation to occur. However, it is likely to accelerate growth rates via
a stress-assisted corrosion process. Solution impurities such as Pb are shown to concentrate along the
narrow (few nm) reaction layers at buried interfaces. High impurity enrichments at the leading edge
of attack suggest that Pb promotes metal (and precipitate) dissolution and/or impairs oxide formation.

Secondary cracking was found in the austenitic stainless steel samples, but no evidence of significant
IG attack. The formation of non-porous, protective oxides on crack walls and at the crack tip is more
consistent with a classical SCC slip-oxidation mechanism. Crack-wall films are in general agreement
with surface films reported on stainless steels after high-temperature water exposure. The presence
of the FeO-structure inner film was unexpected and it appears to have a close structural relationship
with the spinel phase that forms adjacent to this oxide. In general, non-porous protective films tend
to form on exposed 316SS surfaces in these high-temperature water environments, while porous, non-



protective oxides are produced in the alloy 600 cracks and attacked boundaries. Cracks are generally
quite tight (tip openings down to a few nm) in both alloys, but the 316SS samples reveal a high
dislocation density at all crack tips suggesting that plasticity is an essential part of the SCC process.

This work has demonstrated the ability of ATEM to reveal new and important details of buried
corrosion and SCC structures that cannot be detected by other methods. However, the current
observations must be considered work in progress and additional work is needed to properly establish
mechanisms controlling IGSCC. In particular, ATEM characterization of degradation structures must
be performed on samples where mechanisms are better distinguished. Tests in high-temperature
aqueous and gaseous environments should be performed under well-controlled solution chemistries
and electrochemical conditions to establish a library of the corrosion signatures.

CONCLUSIONS

Cross-sectional ATEM has been used to effectively characterize corrosion and cracking in high-
temperature water or steam environments. A wide variety of high-resolution imaging and analysis
methods are employed to elucidate processes occurring during crack advance and provides insights
into the mechanisms controlling environmental degradation. Fundamental differences are detected
between corrosion structures in Fe-base and Ni-base stainless alloys. Deeply attacked grain
boundaries off the main cracks are found in alloy 600 samples indicating a major role of IG corrosion
in the SCC process. Corroded boundaries were filled with nanocrystalline oxides to the leading
edges of attack. Precipitates in alloy 600 are also attacked and can be used to identify the local
electrochemistry promoting degradation in complex service environments. Solution impurities such
as Pb are found in high concentrations at nm-width reaction zones in samples from secondary-water
environments documenting water access at leading edges of the attack and indicating how impurities
influence the corrosion processes. Results presented demonstrate the ability of cross-sectional
ATEM to reveal new details of buried corrosion structures that cannot be detected by other methods.
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ABSTRACT

This paper reports our recent progress on the experimental and numerical study of dynamic debond-
ing and frictional push-out in model composite systems. A modified Split Hopkinson Pressure Bar
system is adopted to perform the dynamic fiber push-out test. A Cohesive Volumetric Finite
Element scheme is developed to capture the initiation and propagation of the crack along the
fiber /matrix interface. Interface properties are extracted by comparison of experimental and nu-
merical results. Details of the physical process are scrutinized by investigating numerically the
propagation and evolution of axial stress along the entire system.
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INTRODUCTION

When a crack propagates in a composite material in a direction perpendicular to that of the re-
inforcing fibers, the failure process involves four basic mechanisms: matrix cracking, fiber/matrix
debonding, fiber breakage and fiber pull-out. Under high-velocity impact conditions, a substantial
part of the energy is dissipated in the frictional debonding and sliding of the bridging fibers located
behind the advancing crack front. Because of the important effect they have on the fracture tough-
ness of a composite, these two processes have been the subject of extensive experimental, numerical
and analytical work. Most experimental investigations of fiber debonding and push-out process use
model composites, in which a single embedded fiber is pulled or pushed out of the surrounding



matrix. The fiber diameter is typically chosen one to three orders of magnitude larger than that of
the actual composite reinforcement to allow for a better control and visual analysis of the failure
process. However, the vast majority of existing studies on these topics has been limited to the
quasi-static loading case [1,2,3]. The few experimental investigations involving dynamic loading
recently performed on various composite systems seem to indicate that the dynamic fiber sliding
process presents some unusual and sometimes even contradictory characteristics [4,5]. Recently,
existing models has been extended to high loading rates by taking into account the inertial effect
of fiber and matrix [6].

The primary objective of this paper is to enhance, through a combined experimental and numerical

investigation, the current understanding of dynamic debonding and frictional push-out in model
fiber-reinforced composites.

EXPERIMENTAL ANALYSIS
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Figure 1: Schematic of the modified SHPB for dynamic fiber push-out test and its connection with
a model composite specimen.

To investigate the fiber/matrix debonding and frictional push-out mechanism under high loading
rates, a novel experimental setup has been developed and model mono-filament composites have
been tested. The high-rate experiments are performed using a modified Split Hopkinson Pressure
Bar (SHPB) system (Figure 1). A set of specially designed punch and support connect the model
composite with the incident and transmitted bars of the SHPB, respectively. The tapered punch
is used to apply compressive loading to a single fiber embedded in a surrounding matrix material.
Once the interface debonds, the fiber slides into the hollow support. The contacting ends of the
incident bar, punch, composite specimen, support and transmitted bar are connected with each
other by grease to allow for free expansion in the radial direction. A schematic of the experimental
setup is shown in Figure 1. In this experimental system, the incident bar, punch and support
are all made of steel. As the transmitted signal is relatively small, aluminum is chosen for the
transmitted bar. The model composite specimen is made in a specially designed mold and cured
under room temperature. It consists of a metal fiber (steel or aluminum) embedded in an Epoxy
(EPON 862) matrix. Specimen dimensions are also shown in Figure 1. For later use, the dynamic
material properties of each individual constituent have been measured using standard high strain



rate SHPB dynamic compression tests. Following the traditional derivation of the SHPB equations,
corresponding data reduction equations for the push-out test can be obtained.
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Figure 2: Experimental results: Effect of sliding speed on transmitted force in a model Steel/Epoxy
composite (length = 36 mm, grit 36 roughness).

Figure 2 shows the effect of the sliding speed on the transmitted force. We can see from theses
curves that both the peak force achieved and the rise time of the signal increase with increasing
rate. The figure also illustrates the repeatability of these experiments. Using this technique we
have studied the effect of impact speed, material mismatch, fiber length, surface roughness, and
residual strain. For more results, please refer to [7].

NUMERICAL ANALYSIS

To process and support these experimental results, a special axisymmetric numerical analysis
scheme has been developed and implemented. To extract adequately the complex failure pro-
cess taking place in the dynamic fiber push-out event, the numerical scheme used in this analysis
must account the presence of residual strains in the matrix, the spontaneous motion of the interface
debonding front and the frictional contact between the fiber and matrix surfaces. The main compo-
nent of the numerical method is the cohesive volumetric finite element scheme described hereafter.
We then present a summary of the comparison between experimental and numerical results.

Cohesive Volumetric Finite Element Scheme

The spontaneous initiation and propagation of the debonding crack has been captured by a spe-
cial method referred to as the Cohesive Volumetric Finite Element (CVFE) scheme [8,9]. In our
fiber push-out CVFE model, a series of cohesive elements are introduced along the fiber/matrix
interface within a conventional finite element mesh as shown in Figure 3. These cohesive elements
basically act like nonlinear distributed springs linking standard volumetric elements at interfaces



where failure is possible. The nonlinear springs resist opening (or shearing in this case) in accor-
dance to a prescribed traction-separation law as shown. Eventually, as the separation increases,
the cohesive tractions go to zero, simulating the creation of a new free surface. In the general case,
the traction-separation law relates the cohesive traction vector, defined by its normal and tangen-
tial components, to the displacement jump vector. Figure 3 also shows the relation between the
cohesive traction and displacement jump for the pure shear failure. The maximum traction 7,4,
and fracture toughness G;c characterize the bonding strength of the interface. One goal of this
work is to extract these properties by comparing experimental results with numerical analysis. Let
us note that this CVFE model was successfully used in the simulation of quasi-static fiber push-out
by Lin et al. [8].

Cohesive Tt
element A0
Interface Matrix Tmax
l‘": .An G”c
3 _
Fiber ~ A >
o - Atc At
Volumetric

elements

Figure 3: Schematic of interfacial cohesive elements. The two cohesive elements in the center figure
are shown in their deformed configuration: in their undeformed configuration, these elements have
no thickness and the adjacent nodes are superposed. The quasi-linear cohesive model is shown in
the right figure for the pure shear mode.

Comparison between Numerical and Experimental Results

The numerical simulation described hereafter is carried out for an aluminum/EPON specimen, with
the stress signal measured from the incident bar in experiments as the load boundary condition.
The residual strain in the epoxy matrix is taken as -0.0022 [2]. The material properties of the
constituents measured from traditional dynamic SHPB experiments are listed in Table 1.

Table 1: Material Properties of Constituents.

Material Properties | Steel | Aluminum | Epon
E (GPa) 207.0 69.0 5.65

v 0.30 0.35 0.34

p (Kg/m?) 8130.6 2650.0 1176.0

By fitting the numerical model with experimental results for the 6 m/s impacting speed case, it
was found that the interface is characterized by a shear failure strength 7,,,, = 60 M Pa, a mode
IT fracture toughness G;;¢ = 150 N/m, and a friction coefficient p; = 0.2. As shown in Figure 4,
these interface properties also capture the increase of the peak load with increasing impact speed.
Also, the slope of the transmitted stress is well matched with experiments. As indicated by the
increasing difference between experimental and numerical peak values of the transmitted stress
with increasing sliding speed, these interface properties appear to have small rate sensitivity. For
details of the numerical scheme and more simulation results, please refer to [10].
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Figure 4: Comparison between numerical and experimental values of the transmitted stress for the
model Aluminum/Epoxy composite. All CVFE curves have been computed with 7,,,, = 60 M Pa
s G[[C =150 N/m and Hy = 0.2.

Determination of Crack Initiation Point and Propagation Speed

Beyond the comparison with experimental measurement of the transmitted force, the numerical
scheme also provides a unique tool to shed more light on the failure process, through a detailed
study of the evolution of the axial stress at various locations in the SHPB system. Several obser-
vation points (indicated by A, B, C and D in Figure 1) have been tested. The evolution of the
axial stress o,, at three of these points (A, C, D) and that of the crack tip location are presented
in Figure 5 for Aluminum/Epoxy composite case (impact speed = 10 m/s) shown in Figure 4.
Using the wave speed in the bar, the curve denoting the stress evolution in the middle of the in-
cident bar (point A) is shifted backward in time to match that observed at the interface between
the punch and the fiber (point B). To determine the crack initiation time, we performed another
elastodynamic simulation in the absence of failure (i.e., by imposing a very high strength 7,,,, in
the cohesive model). The corresponding axial stress evolution computed at point C is shown as a
dotted curve in Figure 5. At time ¢t = 18 us, we note a clear separation between the point C stress
evolution curves with and without failure, indicating the onset of the interface failure process. This
crack initiation time is confirmed by the crack tip evolution curve (solid curve in Figure 5). It
should be noted that the appearance of the failure-induced kink in the stress curve at point C is
unfortunately smoothed out by the time the signal reaches the mid point of the transmitted bar
(point D), indicating the need to measure the stress wave closer to the composite specimen [10].

It is interesting to note that, in this particular case, the interfacial crack initiated from the support
end of the composite specimen instead of the punch end, as it has been observed for quasi-static
experiments involving composite constituents with a high modulus mismatch [2]. Let us note that
this behavior also depends on the interface strength: for weak interface, the crack typically starts
from the punch end. As indicated in Figure 5, the crack propagates rapidly toward the punch end
at a speed of about 1650 m/s, slightly higher than the shear wave speed of epoxy (Cs. = 1340 m/s)
but less than that of Aluminum (Cs, = 3110 m/s), i.e., at a speed which is referred to as inter-sonic
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Figure 5: Numerical simulation of the force transfer process for model Aluminum/Epoxy composite
with sliding speed of 10 m/s: time evolution of the axial stress at various locations of the push-out
setup and of the crack tip location. Time ¢ = 0 us corresponds to the arrival of the initial loading
wave at the punch location.

[11]. As the crack length reaches 75% of the fiber length, the crack propagation speed increases
further to approximately 5500 m/s which represent 85% of dilatation wave speed in aluminum fiber
(Cy = 6460 m/s).
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ABSTRACT

The continuous requirement of the automotive industry for increased safety and weight savings related to the
reduction of the fuel consumption, results in an increasing application of High Strength Steels (HSS). Cur-
rently also austenitic stainless steels are under investigation for structural and safety relevant parts due to
their high potential in energy absorption and their high strength. In order to achieve a better performance and
accuracy of crash test finite element simulations, the mechanical characteristics at high strain rates of these
different steel grades are of great importance. Therefore, the strain rate sensitivity of steel grades like dual
phase, micro-alloyed and 301LN stainless steel, produced in the ARBED group, is investigated in a range of
strain rates between 102s” and 1000s™ using a hydraulic tensile machine and a recently developed impact
test-bench based on the split Hopkinson bar method.

Special emphasis is addressed to the austenitic stainless steel, which shows a relative low ductility loss at
high strain rates and is characterised by a change in strain hardening confirmed by the measurements of the
martensite volume fraction. The interaction between strain rate, temperature and strain is discussed in terms
of y—>a’ transformation and strengthening behaviour.
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Strain rate sensitivity, Hopkinson bar, high strength steels, austenitic stainless steels

INTRODUCTION

Since weight reduction has become more and more a hot topic in the automotive industry, industrial devel-
opments of new steel qualities with excellent deformability at high strength levels are a major concern in
most steel industries. Although currently the automotive industry uses stainless steels only in small amounts
for applications where corrosion resistance is an issue, austenitic stainless steel grades could challenge low-
alloyed HSS grades for car body applications, due to their excellent mechanical properties. First assessments
[1-4] have shown that the combination of high strength and good formability of austenitic stainless steels of-
fers a high freedom in design. Due to their high impact energy absorption austenitic stainless steels are very
well suited for e.g. safety relevant parts. However, it is essential to make the most efficient use of the avail-
able various steel grades in automotive applications to meet the competitive threat from alternative materials.



Currently, there are discussions going on concerning high strain rate testing methods and data needed to be
optimised for the use of steel in Finite Elements Analysis (FEA) models. Crash models results show strain
rates of up to 1000s™ and therefore material data up to this strain rate level is needed. Not only the strain rate
but also the temperature has an influence on the mechanical properties. Therefore, the combination of strain
rate and temperature effects is of great interest. Indeed, it is well known that high temperature leads to a de-
crease of the mechanical characteristics, while high stain rate leads to an increase. A balance of the latter ef-
fects is important since the location of some crash relevant parts close to the engine leads to temperatures
close to 80°C. With regard to the steel grades produced in the ARBED group and used for car body applica-
tions, in this study the strain rate sensitivity is investigated in the temperature range from —40°C to +80°C
for different steel grades: Interstitial Free High Strength Steel IFHSS260, micro-alloyed steel ZStE420, gal-
vanized Dual Phase steel DP500G and austenitic stainless steel 301LN.

MATERIALS AND TESTING PROCEDURE
Investigated materials
The mechanical properties were measured in rolling direction (RD) according to the standard EN10002 on a

common tensile test-bench at room temperature with a strain rate of 5- 107! (see Table 1).

TABLE 1
MECHANICAL PROPERTIES OF THE INVESTIGATED STEEL GRADES IN ROLLING DIRECTION

Grade Thickness| YS TS A80 ng Io
mm MPa | MPa %

IF HSS 260 1.20 260 | 394 36.6 0.201 1.37

ZStE 420 1.13 431 | 495 26.0 0.166 0.65

DP500G 1.15 368 | 558 25.0 0.151 0.84

301LN annealed condition 1.20 378 | 752 50.8 0.35-0.6 | 0.92

Dynamic tensile testing facilities

The dynamic tensile tests were performed in RD on a servo hydraulic high-speed tensile machine up to a
strain rate of 10s™ for 3 temperatures based on the automotive standards, i.e. -40°C, 20°C and 80°C. Flat
tensile specimens with a 40mm gauge length were used at ram speeds up to 400mm/s. In order to complete
the strain rate range up to & = 1000s™, tensile tests were performed on a split Hopkinson tensile bar set-up
developed at the University of Ghent but only at room temperature. The experimental test facility consists of
a 6m long input bar and a 3.15m long output bar, between which the test specimen is fixed, as schematically

presented in Figure 1.
Specimen Impactor Anvil

Output Hopkinson bar Input Hopkinson bar

=
Pneumatic accelerator |
|

Figure 1: Schematic representation of a split Hopkinson tensile bar setup

Both the aluminium input bar and output bar have a diameter of 25 mm. The Smm wide, flat steel sheet
specimen has a gauge length of 10 mm. The anvil at the outer end of the input bar is hit by an impactor,
which is pneumatically accelerated. The pneumatic accelerator has a capacity of 5kJ. A tensile wave with a
duration of 1.2 msec is generated by the impact and propagates along the input bar towards the specimen.



Upon reaching the specimen the wave is partly reflected back into the input bar to form the reflected wave,
and is partly transmitted to the output bar to form the transmitted wave.

The strain histories &, & and &, respectively corresponding with the incident wave, the reflected wave and
the transmitted wave, are measured by means of strain gauges. These strain gauges are located at well-
known points on the input and the output bar, away from the specimen. The recorded signals are subse-
quently shifted, forward or backward, towards the interface planes with the specimen, in order to obtain
forces and displacements at both ends of the specimen. The specimen dimensions given above were opti-
mised using numerical simulations in order to have a uniaxial, homogeneous stress and deformation state in
the specimen. With these assumptions the time histories of strain, strain rate and stress in the specimen can
be obtained from the following expressions in Eqn. 1 [5]:

0 2C Ay Ey

[e(r)dr, em=-—s1), om)=2Ls (1)

s 0 s s

2 C

a()=-

with E, the elasticity modulus of the Hopkinson bars, A and Ay, the cross section area of the specimen and
of the Hopkinson bars respectively, Cy, the velocity of propagation of longitudinal waves in the Hopkinson
bars and L, the specimen length. The main advantage of the Hopkinson test is that strain, strain rate and
stress in the specimen are obtained without measurements on the specimen.

TEMPERATURE AND STRAIN RATE SENSITIVITY RESULTS
Strain rate sensitivity at room temperature

As expected, the IFHSS260 shows the highest ratio between dynamic (& ~ 1000s™) and quasi-static lower
yield strength (Y Sayn/YSs) close to 1.8 (Figure 2a) but also a reduction of 34% in uniform elongation (Fig-
ure 4). The micro-alloyed steel ZStE420 is characterised by a low Y S4yn/Y Sy of 1.3 and also by a reduction
of 46% in uniform elongation. The dual phase grade and the austenitic stainless steel have nearly the same
ratio YSayn/YSs close to 1.7 but do not show the same strain rate sensitivity of the yield point. Indeed,
301LN shows a continuous increase of the yield stress over the range of strain rates, while the yield strength
of DP500G increases more slowly up to strain rates around 300s™ and shows a higher strain rate sensitivity
above & = 300s™. This latter observation is also valid for the other ferritic steels but in a less pronounced
manner. Plotting the logarithm of the yield strength versus the logarithm of strain rate has validated the
strain rate dependency of strain rate sensitivity on the yield strength for IFHSS260, ZStE420 and DP500G
and the almost constant strain rate sensitivity of 301LN, as illustrated in Figure 2b.
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Figure 2: a) Influence of strain rate and temperature on the lower yield strength of the steel grades
b) Strain rate dependency of the strain rate sensitivity on lower yield strength at room temperature



Concerning tensile strength, strain rate sensitivity is quite similar for each steel grade with a ratio between
dynamic (& = 1100s™) and quasi-static tensile strength comprised between 1.10 and 1.24 (Figure 3). The
strain rate dependency of the uniform elongation shown in Figure 4 underlines the high ductility of the aus-
tenitic stainless steel 301LN compared to the other steel grades. Even at ¢ = 1100s™ the uniform elongation
of 301LN is close to 50% and the tensile curve still presents a pronounced strain hardening.
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Figure 3: Influence of strain rate and temperature on the tensile strength of investigated steel grades

Influence of strain rate and temperature

The influence of strain rate and temperature in the range -40°C to +80°C defines stress domains in function
of strain rate with an upper limit for -40°C describing a combined effect of strain rate and low temperature
and a lower limit expressing the strain rate effect balanced by the higher temperature. Over the investigated
range of strain rates the ferritic steels and DP500G are characterised by a maximum decrease of 50MPa for
the lower yield strength or tensile strength at +80°C compared to room temperature. The increase of the
lower yield strength noted at -40°C shows higher strain rate sensitivity due to a combined effect of tempera-
ture and strain rate (Figures 3, 4). The strain rate dependency of the uniform elongation, shown on Figure 4,
is quite similar for ZStE420 and IFHSS260 with a higher reduction at -40°C compared to room temperature
and a nearly constant value at 80°C. It must be noted that the dual phase steel DP500G did not show any in-
crease or reduction in uniform elongation within the investigated temperature range, at least up to & = 10s™.
So, only the results at room temperature are presented in Figure 4.
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Figure 4: Influence of strain rate and temperature on the uniform elongation of investigated steel grades

The influence of strain rate and temperature on 301LN stainless steel is quite different due to the strain in-
duced austenite to martensite (y—a’) transformation. The austenitic steel is very sensitive to temperature



changes, which leads to a broader band for the yield strength and tensile strength curves than for the other
steel grades. Compared to room temperature a decrease of 100 MPa in yield and tensile strength can gener-
ally be observed at 80°C for strain rates up to 10s™. However, Figure 2 indicates that the high strain rate sen-
sitivity is similar for each temperature, i.e. the curves related to the lower yield strength at different strength
levels have the same slope. This high strain rate sensitivity allows 301LN to catch up with DP500G in yield
strength at low strain rates after ¢ = 10s™'. At lower temperature the y—a’ transformation increases the
strain hardening rate leading to a typical discontinuous tensile curve and very high values for the tensile
strength accompanied by a decrease of the uniform elongation as shown on Figures 3 and 4. The influence of
strain rate is related to adiabatic heating during the deformation, which restricts the y—a’ transformation.
Hecker et al. have also observed the latter on austenitic stainless steel 304 [6]. Currently running volume
fraction measurements, performed on the specimens tested at & = 10”s™ and & = 10s” at increasing defor-
mation levels, are confirming lower martensite volume fraction at high strain levels for high strain rate con-
ditions. However, martensite is formed more readily at low strain levels during high strain rate testing than
during quasi-static loading.

Energy absorption

The strain rate dependency at room temperature of the energy absorption of the different steels is indicated
in Figure 5. The energy absorption is calculated at 10% true strain taking into account that in a crash situa-
tion automotive parts will hardly deform until fracture. On this figure the ratio of the dynamic over static ab-
sorbed energy is also plotted showing the higher ratio for the austenitic stainless steel and the ferritic steel
IFHSS260 but naturally at lower energy levels. The evolution of energy absorption over the whole range of
strain rate illustrates the need to characterise materials dynamically. Indeed ZStE420 and DP500G show the
higher energy absorption under quasi-static testing conditions but the absorbed energy of 301LN increases
stronger with the strain rate and finally, at ¢ = 1100s™', reaches a value 6% higher than DP500G.
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Figure 5: Energy absorption at 10% true strain (columns) and dynamic over static absorbed energy ratio
(line) for the investigated steel grades at room temperature

The same behaviour is expected at 80°C with a more pronounced difference between dynamic and static
conditions due to the lower yield strength of 301LN under quasi-static testing conditions. This great poten-
tial of dynamic energy absorption of 301LN is due to its higher strain hardening well described in Figure 6
showing the evolution of the dynamic strain hardening coefficient with strain at 80°C. Consequently, the dif-
ference in dynamic energy absorption between 301LN and the other steel grades like DP500G becomes lar-
ger when considering a higher true strain value than 10%.
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Figure 6: Dynamic strain hardening coefficient versus true strain for 301LN and DP500G at 80°C

CONCLUSION

The split Hopkinson bar testing facility developed at the University of Ghent has proven to be a very valu-
able technique for the determination of the dynamic mechanical properties of a wide range of steel grades.
This technique is complementary to hydraulic test-benches by enabling reliable results at & > 1000s . Even
the austenitic stainless steel, which has a dynamic elongation higher than 50%, can be tested to rupture.

The analysis of the tensile tests performed at room temperature and up to ¢ = 1100s™ shows that strain rate
sensitivity of the lower yield strength is strain rate dependent only for IFHSS260, ZStE420 and DP500G. A
low temperature of —40°C leads to higher strength values but also to higher strain rate sensitivity due to a
combined effect of temperature and strain rate. In contrast, the austenitic stainless steel 301LN shows a con-
stant strain rate sensitivity of the yield strength over the whole range of strain rates.

It has been shown that the study of combined temperature and strain rate effects is of great importance espe-
cially at 80°C where a decrease of the mechanical properties is observed. The austenitic steel is very sensi-
tive to temperature changes and its mechanical properties are governed by the strain induced austenite to
martensite transformation. The influence of strain rate is related to adiabatic heating during the deformation,
which restricts the y—>a’ transformation. However, martensite forms more readily at low strain levels during
high strain rate testing, which allows 301LN to absorb more energy in dynamic testing conditions. The need
to characterise materials dynamically is well illustrated by the strain rate dependency of a crash relevant pa-
rameter like the energy absorption, which shows that austenitic stainless steel 301LN is more sensitive to
strain rate than other steel grades, especially at 80°C despite a reduction of the transformed martensite vol-
ume fraction. The already high sensitivity to temperature of austenitic stainless steels could be even im-
proved when considering it in a pre-hardened state. This will be an issue in the course of the European pro-
ject “LIGHT&SAFE” coordinated by OCAS leading to broaden know-how on manufacturing techniques
and durability of austenitic stainless steels for automotive applications.
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ABSTRACT

The aim of the present study is to characterize the strain rate dependency and the microstructural change
behavior of Al-Mg series alloys over a wide range of strain rate. Impact tensile tests are carried out using a
split-Hopkinson bar apparatus and servo hydraulic testing machine. SEM observation is made to analyze the
microstructural changes of fracture surface. AI-Mg alloys show an increase in 0.2% proof stress, ultimate
tensile strength, elongation, reduction of area and work hardening exponent with increasing strain rate.
Although strain rate dependency of the stress and work hardening exponent are negligible up to the strain
rate of approximately 10’s™, the extent of rate sensitivity appears to increase from this strain rate. The
elongation and reduction of area show linear increases with increasing strain rate. Although fracture surfaces
mainly exhibit the shear type dimple pattern under the low strain rates, ordinary equiaxed dimple fracture is
observed under the high strain rates.
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Hopkinson bar, strain rate dependency, Al-Mg series alloys, impact tensile test, SEM, fracture surface,
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INTRODUCTION

The dynamic deformation behaviors of materials have become increasingly important in many applications
related to the design especially in the field of transportation industry such as automobiles. Because Al-Mg
series alloy has superior mechanical properties such as a high strength/weight ratio, good corrosion
resistance and deformability, it is considered for many advanced applications where the structural
components are subjected to dynamic loading. In order to optimize deformation and fracture performance of
this alloy under the high strain rates, it is necessary to understand the dynamic deformation mechanisms [1].

It is recognized that materials often respond in different ways to high strain rate loading as compared to low
strain rate loading. As strain rate is increased from static to dynamic, it results in an increase of the strength
with increasing strain rate. Further, the flow stress of a material depends not only on the strain and strain rate
but also on its microstructure especially at the dislocation level. In order to combine the micromechanisms of
deformation and macroscopic constitutive relationships, there is a need to understand the microstructural
changes which take place during deformation [2,3]. Therefore, it is the purpose of this work to study the



impact response of commercial Al-Mg series alloys deformed in the stain rate range of 10™ to 10%s™" and,
further, to investigate the microstructural changes.

MATERIALS AND EXPERIMENTS

Two kinds of work hardening aluminum alloys used in this investigation are 5052-H112 and 5083-H112
alloys. The chemical compositions are listed in Tablel. Geometry and nominal dimensions of the tensile
specimens are given in Fig.1 [4,5] and Fig. 2. All specimens used in static tensile, dynamic servo hydraulic
tensile and dynamic split-Hopkinson bar tests have the same gage length and diameter.

TABLE 1
CHEMICAL COMPOSITIONS OF SAMPLES USED

(mass%)

Si Fe Cu Mn Mg Cr Zn Ti Al

5052-H112  0.09  0.25 0.03 0.04 250 0.19 001 0.0l bal.
5083-H112  0.14  0.20 0.03 0.65 4.64 0.11 - 0.02  bal.
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Figure 1: Geometry of a specimen in the static Figure 2: Geometry of a specimen in the
and dynamic tensile tests. split-Hopkinson bar test.

Static tensile experiments were carried out using the Instron testing machine. Intermediate rate tests were
made on a servo-controlled hydraulic testing machine over a range of strain rates approximately from 10" up
to 10°s™. The split-Hopkinson bar test was conducted for strain rate exceeding approximately 10%s™ [6,7].
All of tests were conducted at room temperature. Fracture surfaces of the tested specimens were observed
with a scanning electron microscope.

RESULTS AND DISCUSSION

Stress-Strain Curves over a Wide Range of Strain Rates

Figures 3 and 4 show the typical stress-strain curves at four strain rates (4% 10%, 107, 1x 10° and 3x 103s'1)
for the 5052-H112 and 5083-H112 alloys, respectively. In comparison with the result of the static loading
condition, the 0.2% proof stress, ultimate tensile strength and elongation showed increases with increasing
strain rate. Stress-strain curves showed a three-step process in which there were an initial elastic deformation
region, uniform plastic deformation region until the maximum stress, then unstable deformation to the
failure. In the static loading, the fracture occurred immediately when the stress reached the maximum stress.
However, the flow stress decreased gradually at the high strain rate after the maximum stress. In the case of
the dynamic tensile test using the split-Hopkinson bar apparatus, the stress-strain curves could be recorded
exactly from the initial elastic deformation to the final fracture as compared to the other techniques.
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Figure 3: Typical stress-strain curves of the
5052-H112 alloy at various strain rates.

Strain Rate Dependency of Tensile Properties

Figures 5 and 6 show the 0.2% proof stress and ultimate tensile strength as a function of strain rate in the
5052-H112 and 5083-H112 alloys. Although strain rate sensitivity of the ultimate tensile strength is
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Figure 4: Typical stress-strain curves of the

5083-H112 alloy at various strain rates.

negligible up to the strain rate of approximatel 102s'], the degree of rate sensitivity appears to increase for
ghg p pp y g y app

the higher strain rates. Tanimura, et al. [8] reported that the aluminum alloys containing magnesium solute
atoms showed the negative strain rate dependency at intermediate strain rate. However, the negative strain
rate dependency could be scarcely recognized in this study. The 5083-H112 alloy shows higher strength than
the 5052-H112 alloy. Under the same strain rate range, the 5083-H112 alloy showed a larger strain rate
dependency compared with the 5052-H112 alloy. While the 5052-H112 alloy showed an increase in the
ultimate tensile strength of approximately 31MPa in the strain rate range of 4% 10* to 3% 10°s™, that of the

5083-H112 alloy was approximately 43MPa.
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Figure 7 presents the variation of strain hardening exponent with the strain rate. The strain hardening
exponent showed a similar strain rate dependency with the 0.2% proof stress and ultimate tensile strength.
However, the increase in the strain hardening exponent was kept constant up to a strain rate of
approximately 10%s™. The 5083-H112 alloy contains approximately twice magnesium element as compared
to the 5052-H112 alloy: however strain rate dependency was similar.

Figures 8 and 9 present the variation of elongation and reduction of area with strain rate. The elongation and
reduction of area increase linearly with increasing strain rate. Although the strain rate dependency in
elongation and reduction of area is negligible up to the strain rate of approximately 10%™, the degree of rate
sensitivity appears to increase rapidly for the higher strain rates.
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Effect of the Strain Rate on Fracture Surface and Structure

Figure10 shows the SEM micrographs of the fracture surfaces of the 5052-H112 and 5083-H112 alloys at
various strain rates. Both Al-Mg series alloys provide the flat surfaces at static load conditions. However, the
fracture occurred by a combination of two different dimple sizes at higher strain rates, one of which is
approximately 104 m and the other is several micrometer in the case of 5083-H112 alloy having higher
magnesium content. The fracture surface of low magnesium 5083-H112 alloy is mainly dominated by
dimples of approximately 204 m in diameter. Although the fracture surfaces mainly exhibited the shear type
dimple pattern under low strain rates, ordinary equiaxed dimple fracture surfaces were observed under high
strain rates. The specimen was largely necked at high strain rate. In both materials, the dimple size and depth
increased with the strain rate.

5052-HI112

5083-HI112

Figure 10: SEM micrographs of fracture surfaces at various strain rates.

CONCLUSIONS

The effect of strain rate on mechanical properties and microstructural changes in 5052-H112 and 5083-H112
aluminum alloys were examined over a wide range of strain rate. The following conclusions could be drawn.

1. The strain rate dependencies of two kinds of AI-Mg series alloys were very sensitive at high strain rate. As
the strain rate increased, 0.2% proof stress and ultimate tensile strength increased. Under the same strain rate
conditions, the 5083-H112 alloy showed more clear increase in strength than the 5052-H112 alloy.

2. The strain hardening exponent can be seen to increase with increasing strain rate. Strain hardening
exponent showed similar degree of strain rate dependency with the 0.2% proof stress and ultimate tensile
strength. However, the increasing rate of the strain hardening exponent was constant up to the strain rate of
approximately 10%s™ for both materials.



3. The elongation and reduction of area increased markedly with increasing strain rate, and these
dependencies were linear. Although strain rate dependencies in the elongation and reduction of area were
negligible up to the strain rate of approximately 10%s", the degree of rate sensitivity appears to increase
rapidly for the higher strain rates.

4. Although the fracture surfaces mainly exhibited the shear type dimple pattern under the low strain rates,
ordinary equiaxed dimple fracture surfaces were observed under the high strain rates. The specimen was
remarkably necked at the high strain rate. In both materials, the dimple size and depth increased as the strain
rate increased.
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ABSTRACT

The need for structural systems to perform reliably at high temperatures continues to increase.
Improvements in energy production, pollution control, chemical processes (especially, engine propulsion),
efficient micro-process devices, among other applications, are possible with higher temperature operations.
Higher temperature operation means that creep damage must be managed over the life of the component.
One of the important mechanisms of creep damage development, matter diffusion, is investigated here. In
particular, the effect of elastic accommodation on the grain boundary diffusion-controlled void growth is
analyzed using an axisymmetric unit cell model. An incremental form of the virtual work principle was used
to formulate the boundary value problem involving grain boundary diffusion. The model accounts for
material elasticity and void interaction effects. Analyses are performed for initially spherical voids spaced
periodically along the grain boundary. The results of the analyses on void growth rates agree well with the
Hull-Rimmer [1] model after the initial transient time. During the elastic transient, void growth rates can be
several orders of magnitude higher than the steady state growth rate. Though the elastic transient time may
occupy a small portion of the total rupture time, in metallic components experiencing cyclic loading
conditions with short hold times, elasticity effects may be important.

KEYWORDS

Creep, damage, diffusion, fracture, high temperature, steel.

INTRODUCTION

Failure in metals exposed to high temperature creep conditions predominantly occurs by nucleation
and growth of cavities along grain boundaries, thus resulting in intergranular fracture. Nucleation of such
cavities is mainly driven by diffusion of atomic flux from the lattice or interfaces into grain boundaries.
Further growth of these cavities is aided by diffusion of atomic flux primarily from cavity surface into grain
boundaries. The nucleation of these intergranular cavities in many instances occurs during the primary creep
stage. In addition to diffusion mechanisms, the creep deformation of the material also contributes to cavity
growth. The purpose of this paper is to quantitatively examine the effect of elastic transient on growth of
spherical cavities. The growth of the cavities was controlled by grain boundary diffusion as well as material
elasticity.



ANALYSIS

Consider a damaged material exposed to high temperature creep conditions in which voids were periodically
arranged in parallel sheets. The initial shape of the voids was assumed to be spherical with a radius of ‘a’.
Interaction effects between voids lying within a sheet, with initial mean center-to-center spacing of ‘b’, were
accounted for by approximating the voided medium as consisting of cylindrical unit cells, each with a void
located at is center, as shown in Figure 1. Assuming axisymmteric conditions, only one quarter of the
cylindrical unit cell needs to be modeled. The axisymmetric unit cell is shown as hatched region in Figure 1.
The far-field stress state was assumed to be uniaxial. The grain material was assumed to be elastically
linear and isotropic. Diffusion of matter takes place along the grain boundaries.
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Figure 1. Dimensions and discretization for model.

We consider an incremental form of a functional, F, given by,
1 . . .
F=IVG:SAddV-ng06v+IAEAJ0AJdA+IFGOmO]dF (1)

for all kinematically associated fields, namely, the rate of deformation tensor, d, and the velocity, v, and the
volumetric flux, j, crossing unit length in the grain boundary. In Equation (1), ¢ is the applied stress, T is
the applied traction along the boundary S, A denotes the grain boundary area, and I" denotes the collection of
arcs where the grain boundaries meet the void surfaces. The normal stress, G,, on the grain boundary at the
void tip, also known as the sintering stress, is given by,

co = ¥s (k1 +x2) )

where ys is the surface energy, and k; and «k; are the principal curvatures of the surface of the void. The
diffusion parameter, D, used in Equation (1), is related to the grain boundary diffusion coefficient of the
material by,
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where Dy, is the grain boundary diffusion coefficient at a given temperature, T, Q is the atomic volume, 0, is
the thickness of the diffusion layer, O, is the activation energy, and R and k are the Gas and Boltzmann’s
constant. The functional [1] Starts from Needleman and Rice [2], with appropriate modifications to account
for material elasticity, etc. It can be easily shown that F as given in equation (1) is not only stationary but
also a global minimum for the true field. Exercising the variational principle on F, it can be shown that the
full set of field equations for the considered problem will result.

Using the above formulation to develop the finite element equations (as elaborated in [3]), a special user
element (UEL) was developed and used with the ABAQUS finite element software [4]. We have examined
the transient effect for several metallic materials at a temperature, T = 0.6 Ty, in this study. The properties of
the materials are given in Table 1. We consider an average void spacing 10 um (b =5 um). Using this
value for b and a/ b = 0.1, we obtain a characteristic time, 1, also given in Table 1, for the materials
considered in this study. The properties listed in Table 1 are obtained from Frost and Ashby [5]. In all the
cases examined, the ratio of far-field stress to Young’s modulus, 6*/E, was 107, The characteristic time is
defined as:

3
(b - a)
T = 4
D 4
TABLE 1.
MATERIAL PROPERTIES OF THE METALLIC MATERIALS USED.
Material Property Aluminum Copper y—Iron
Young’s Modulus, E (MPa)’ 75.30 124.0 205
Poisson’s Ratio, v'° 0.34 0.32 0.3
Atomic Volume, Q (m*) " 1.66 x 107 1.18 x 107 121 x 107
Melting Point, T,, (K) " 933 1356 1810
Grain Boundary (GB) Diffusion 14 14 14
Pre-exponential, 8,Dy, (m’/s) * 3x10 0.5x10 7.5x10
Activation Energy for GB Diffusion
0, (ki/mole)’ 84 104 159
Characteristic Time, T, secs 772 857 327
Grain Boundary Energy, v, (J/m*) " 0.63 0.65 0.78
Surface Energy, v, (J/m?) " - 1.73 1.95

In Figure 2, the ratio of the void growth rate predicted by FEM and by the Hull-Rimmer model (the Hull-
Rimmer classical solution neglect elastic accommodation, i.e., assumes rigid response [1]) is plotted against
normalized time. The inset shows the transition from transient to steady state conditions. It can be seen that
the transient time is larger for larger a/b values. The variation of the ratio of normal stress and applied
stress along the grain boundary ahead of the cavity tip is shown in Figure 3 for a/b of 0.1. In the figure, X
denotes the distance from the tip of the cavity along the grain boundary. While in the pure elastic case the
peak stresses occur at the cavity tip, matter diffusing into the grain boundary from the cavity surfaces relaxes
the stresses at the tip, even during the beginning stages of the transient. Consequently, the peak stress occurs
away from the cavity during the transient stage. With increasing time, the peak stress decreases in
magnitude and moves away from the cavity tip. As can be seen from the figure, a parabolic profile is



achieved as steady state condition ensues. Vitek [6] obtains a variation similar to the one shown in Figure 3
for the transient stress distribution ahead of crack tip arising due to non-uniform deposition of matter from
the tip onto the grain boundary. It is also found (but not shown here) that the peak stress away from the
cavity tip is higher for larger a/b ratios. This would imply that the chances for nucleation of new cavities,
during transient stages, increase with initial cavity radius-to-spacing ratio.
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Figure 2. Temporal variation ratio of void growth rate predicted by FEM and by the Hull-Rimmer model
for several a/b ratios in y-Fe. Inset shows the transition from transient to steady state.
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Figure 3. Temporal changes in stress distribution ahead of the cavity tip along the grain boundary in y-Fe
fora/b=0.1.



The temporal variations of void growth rates normalized with the respective rate predicted by Hull-Rimmer
model, are shown in Figure 4 for all the three metals. Indeed, all the curves collapse into a single
distribution indicating that the choice of time scale is appropriate. It is worth mentioning that Raj [7] was
the first to suggest the appropriate time scale as given in equation (4). It is interesting to note that Trinkaus
[8] and Shewmon and Anderson [9] note that in the case of an isolated cavity along a grain boundary, the
stress and displacement field expand around the cavity in a self-similar manner in proportion to the cavity
radius, with a oc t'. They obtained this result assuming rigid grains. In our problem, a wedge of material is
introduced ahead of the cavity tip during the transient stage, due to material elasticity. In the work of
Trinkaus [8] and Shewmon and Anderson [9] a wedge is introduced because the cavity is isolated (well
separated and small). In addition, unlike the Hull and Rimmer model they assume that the grain boundary
thickening vanishes at some distance away from the cavity. However, their solution is different from the
present in that elasticity and void interactions are not taken into account.
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Figure 4. The temporal variations of void growth rates normalized with the respective
rate predicted by Hull-Rimmer model for all the three metals.

CONCLUSIONS

The effect of elastic accommodation on the grain boundary diffusion-controlled void growth was
analyzed using an axisymmetric unit cell model. In order to accomplish this we have extended the
formulation of Needleman and Rice [2] to account for material elasticity. This extension also involved an
incremental formulation of the virtual work principle of the boundary value problem involving grain
boundary diffusion. The model accounts for void interaction effects. The results of the analyses on void
growth rates agree well with the Hull-Rimmer model after the initial transient time for the three different
metals considered. During the elastic transient, void growth rates can be several orders of magnitude higher
than the steady state growth rate. Using the predictions of finite element analyses for several metals, we
demonstrated that the characteristic time is appropriately given by equation (4). Indeed, Raj [7] was the
first to suggest a similar form for the characteristic time. It was observed that the transient time is larger for
larger a/b values (or larger volume fraction of cavities). Though the elastic transient time may occupy a
small portion of the total rupture time, in metallic components experiencing cyclic loading conditions with
short hold times, elasticity effects may be important.

ACKNOWLEDGMENT

This work was supported by Department of Energy, Office of Basic Sciences under Grant No. DE-
FG02-90ER14135. The authors thank Dr. B. Armaly and R. Price for their support.



REFERENCES

1.

2.

Hull, D., and Rimmer, D. E., 1959, “The Growth of Grain Boundary Voids Under Stress” Philosophical
Magazine, 4, pp. 673-687.

Needleman, A., and Rice, J. R., 1980, “Plastic Flow Creep Effects in the Diffusive Cavitation of Grain
boundaries,” Acta Metallurgica et Materialia, 28, pp.

Mohan, R., and Brust, F. W., "Effect of Elastic Accommodation on Diffusion Controlled Cavity Growth
in Metals" ASME Journal of Engineering Materials and Technology, Volume 122, July 2000, pp. 294-
300.

ABAQUS Finite Element Software, 1999, User Manual, Ver. 5.8, Hibbitt, Karlsson and Sorenson.
Frost, H. J., and Ashby, M. F., 1982, Deformation Mechanism Maps: The Plasticity and Creep of
Metals and Ceramics, Pergamon Press, Oxford.

Vitek,V.,1978, “A Theory of Diffusion Controlled Intergranular Creep Crack Growth,” Acta
Metallurgica et Materialia, 26, pp. 1345-1356.

Raj, R., 1975, “Transient Behavior of Diffusion-Induced Creep and Creep Rupture,” Metallurgical
Transations, 6A, pp. 1499-1509.

Trinkaus, H., 1979, “Drift Diffusion in Grain Boundaries under the Influence of Stress Fields,” physica
status solidi, 93, pp. 293-303.

Shewmon, P., and Anderson, P., 1998, Acta Metallurgica et Materialia, 46, pp. 4861-4872.



ABSTRACT REF NO: ICF1008890R
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ABSTRACT

The hydrogen concentrations in equilibrium with local stress and plastic straining are studied in conjunction
with large elastic-plastic deformation in the neighborhood of a blunting crack tip. The hydrogen effect on
material behavior is modeled through the hydrogen-induced volume dilatation and the reduction in the local
flow stress. Plane strain finite element analysis shows that stress relaxation due to solute hydrogen decreases
the extend of plastic yielding whereas hydrogen-induced material softening causes the deformation to center in
the region directly ahead of the crack tip. The consequence of this result on the hydrogen-induced fracture
processes is discussed.

KEYWORDS
Hydrogen, diffusion, plasticity, softening, fracture
INTRODUCTION

Of the many suggestions for the explanation of the hydrogen related failures, the mechanism of hydrogen-
enhanced localized plasticity (HELP) appears to be a viable one [1]. Arguments in support of the HELP
mechanism are based on experimental observations [2] and theoretical calculations [3] that in a range of
temperatures and strain rates, the presence of hydrogen in solid solution decreases the barriers to dislocation
motion, thereby increasing the amount of deformation that occurs in a localized region adjacent to the fracture
surface [4]. The underlying principle in the HELP mechanism is the shielding of the elastic interactions between
dislocations and obstacles by the hydrogen solutes [2, 3]. Reduction of the interaction energies between elastic
stress centers results in enhanced dislocation mobility, i.e., decreased material local flow stress [4].

Nonetheless, significant issues remain to be resolved. Among these are: 1) what is the detailed mechanism by
which the enhanced dislocation mobility causes fracture in bulk specimens? ii) does the fracture occur by
microvoid coalescense, formation of a Stroh crack or some other mechanism? iii) can the contribution of the
plastic deformation to the fracture energy be established as a function of the hydrogen concentration? In view



of these questions, the prime goal of this paper is to address the effect of hydrogen-induced softening on the
stress and deformation fields around a blunting crack tip. In a continuum sense material softening can be
described through a local flow stress that decreases with increasing hydrogen concentration. It is important to
emphasize that the term “flow stress” denotes the intrinsic flow characteristics of a small volume of material at
the microscale around a crack tip where hydrogen concentrates as the material deforms. The amount of
hydrogen concentration in the specimen is calculated by considering the effect of plastic straining (trapped
hydrogen) and hydrostatic stress (normal interstitial lattice site hydrogen). In view of the very high mobility of
the hydrogen solute, hydrogen concentration in trapping sites is assumed always in equilibrium with hydrogen
in interstitial sites, which is also assumed to be in equilibrium with local hydrostatic stress. The calculated total
hydrogen concentration is then used to estimate the material softening along the lines proposed in the work of
Sofronis et al. [5] on the basis of the experimental observations of Tabata and Birnbuam [6]. It is emphasized
that the present equilibrium calculation of the hydrogen concentrations, stress, and deformation fields is fully
coupled. It should also be pointed out that the numerical predictions for our chosen model system, i.e. niobium,
turn out to be independent of the amount of trapped hydrogen. Therefore, the present numerical results can be
considered as an assessment of the synergism between the local hydrostatic stress and hydrogen-induced
softening ahead of a crack tip. However, in view of the generality of the present approach, the current treatment
can be easily applied to other systems with different trapping characteristics.

HYDROGEN CONCENTRATION AND CONSTITUTIVE LAW

Hydrogen is assumed to reside either at normal interstitial lattice sites (NILS) or reversible trapping sites at
microstructural defects generated by plastic deformation. Hydrogen concentration in NILS is studied under
equilibrium conditions with local stress o;;, and the occupancy of NILS sites, 0;, is calculated through the
Fermi-Dirac form in terms of the stress-free lattice concentration ¢, and stress [5]. Hydrogen atoms at trapping
sites are assumed to be always in equilibrium with those at NILS according to Oriani's theory [7], and the
trapping site occupancy is given by 6, =0,K/(1-6, +6,K), where K =exp(W;/RT), Ws is the trap
binding energy, R is the gas constant, and 7 is the temperature. Thus the total hydrogen concentration (in
trapping and NILS) measured in hydrogen atoms per solvent atom (H/M) 1is calculated as
¢ =0, (o) +a0; (0, )N;(¢”)/ N, , where Ny is the trap density which is a function of the effective plastic

strain &”, N, is the number of host metal atoms per unit volume, and o, § are material constants.

Sofronis et al. [5] based on the calculations of Sofronis and Birnbaum [3] and on microscopic studies of the
effect of hydrogen on dislocation behavior in iron [6] argued that a continuum description of the hydrogen

1/n
effect on the local flow stress oy can be stated as oy = o’ (1 +e? / 6‘0) , where o} is the initial yield stress

in the presence of hydrogen that decreases with increasing hydrogen concentration, &, is the initial yield strain

in the absence of hydrogen, and » is the hardening exponent that is assumed unaffected by hydrogen. In this
equation, the hydrogen effect on the local continuum flow characteristics is modeled through the initial yield

stress which is assumed to be given by O'OH =¢(c)o,, where ¢(c) is a monotonically decreasing function of the
local hydrogen concentration ¢ and o, is the initial yield stress in the absence of hydrogen. A possible
suggestion for ¢(c) is a linear form @(c) = (& —1)c+1, where the parameter & which is less than 1 denotes the
ratio of the yield stress in the presence of hydrogen, aé{ , to that in the absence of hydrogen, o, at the

maximum hydrogen concentration of 1.

The total deformation rate tensor (symmetric part of the velocity gradient in spatial coordinates) is written as the
sum of an elastic part (which is modeled as hypo-elastic, linear and isotropic), a part due to the presence of

hydrogen, and a plastic part: D;; = D; + Dg + Dé’ . The mechanical effect of the hydrogen solute atom is purely
dilatational and is phrased in terms of the deformation rate tensor as D,-? = A(c)éé‘ij / 3, where ¢ is the time rate

of change of concentration ¢, A(c)= /1/ |:1+ﬂ(c—co )/3] , A=Av/Q, Av is the volume change per atom of



hydrogen introduced into solution that is directly related to the partial molar volume of hydrogen V; = AvN , in
solution, Q is the mean atomic volume of the host metal atom, ¢, is the corresponding initial concentration in

the absence of stress, and é‘ij is the Kronecker delta. The material is assumed to be rate independent, flow

according to the von Mises J, flow theory, and harden isotropically under plastic straining. Thus,

v
1( 30, 30/ 0
D =—| =+ 15,8, |~ 1
i h(ZGe HOpy, lmj 20, (1)
12
where o, :(30;].01} /2)/ is the von Mises equivalent stress, o) =0, —0,0;/3 is the deviatoric stress,
0oy Ooy Oc doy Oc » . . . .
= + , U=——" , &P = | 2D D} /3 dt is the effective plastic strain, and the superposed
os?  oc o0&’ a Oc Ooy, I / "/ P peip

v denotes the Jaumann stress rate that is spin invariant.
NUMERICAL RESULTS

Solutions to the boundary value problem for the equilibrium hydrogen concentration coupled with material
elastoplasticity are presented in the neighborhood of a blunting crack tip under plane strain mode I opening.
Small scale yielding conditions were assumed and the system’s temperature was 300K. The material used in
the simulations was niobium, as this metal is a high H solubility system, suffers from embrittlement at room
temperature, and experimental data are readily available. Displacement boundary conditions of the singular
linear elastic field were imposed at a circular boundary at a distance L =15c¢cm from the tip. The ratio of L/b ,
where b, is the initial crack opening displacement, was taken equal to 30,000. The finite element mesh is
described in the work of Sofronis and McMeeking [8]. Before the application of the external load, the specimen
was assumed to be stress free and at a uniform initial hydrogen concentration ¢,. Upon loading, uniform

redistribution of the H solute occurs within the solid so that hydrogen is always under quasi-static "local
equilibrium" conditions with local stress and plastic strain as discussed in the previous section. Since hydrogen
is assumed to be provided by a chemical reservoir, an arrangement corresponding to "far field concentration"
kept constant at c¢,, the calculation corresponds to a constant chemical potential for the hydrogen solute.

Hydrogen was assumed to expand the lattice isotropically and its partial molar volume in solution was
V,, =1.88cm’/mole  which corresponds to A=0.174. The molar volume of niobium was

10.852x107° m*/mole which implies that the number of the available NILS was N, = 5.55x10%* solvent lattice

atoms per m°. The hydrogen trap sites were associated with dislocations in the deforming metal. Assuming

one trap site per atomic plane threaded by a dislocation, one finds that the trap site density in traps per cubic
meter is given by N; :\/Ep/a, where p is the dislocation density and a is the lattice parameter. The
dislocation density o, measured in dislocation line length per cubic meter was considered to vary linearly with
logarithmic plastic strain &” so that p = p,+ye” for &” <0.5 and p=10"® for & >0.5. The parameter

2o =10"" line length/m’ denotes the dislocation density for the annealed material and y =2.0x10'° line

length/m®. The trap binding energy was taken equal to Wy =29.2kJ/mole [5], the parameter B was set equal

to 1 and this corresponds to a maximum NILS concentration of 1 H atom per solvent lattice atom, and the
parameter oo was also set equal to 1 which denotes 1 trapping site per trap. The lattice parameter was

a =3.3><10_10m, Poisson's ratio v =0.34, Young's modulus £ =115 GPa, the yield stress in the absence of
hydrogen o, =400MPa, the hardening coefficient n =10, and the softening parameter & was set equal to 0.1.

In Figure 1, the normalized stress o,, /0, and normalized hydrogen concentration c/c, are plotted against

normalized distance R/b from the crack tip along the axis of symmetry at an initial hydrogen concentration
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Figure 1. (a) plot of the normalized stress o, /0, vs normalized distance R/b along the axis of symmetry

ahead of the crack tip for various applied stress intensities measured in MPa\m . The parameter R denotes
the distance of a point from the notch root in the undeformed configuration and 5 is the current crack opening
displacement; (b) plot of the normalized hydrogen concentration ¢/c, vs normalized distance R/b.

Clearly, at a given initial hydrogen concentration ¢, , the hydrogen concentration profiles are shown in Fig. 1b
to scale with the applied load in accordance with the formula ¢ = c(akk,gp ) and the well known corresponding

scaling [9] of the stress and effective plastic strain in the small scale yielding solution. Lattice dilatation by H is
accompanied with stress relaxation in the area ahead of the tip. As shown in Fig. 1a, this relaxation is more
pronounced in the region R/b>1.6 where the plastic strain in the absence of hydrogen is small in comparison

to the plastic strain in the region close to the crack tip (R/b <1.6). Hydrogen-induced softening decreases the

local flow stress ahead of the crack tip, thus resulting in a reduced hydrostatic stress (Fig. 1a) and increased
plastic strain. Since the hydrogen concentration profiles are dominated by the hydrostatic stress, the hydrogen
concentration profile ahead of the tip is lower for a material undergoing softening due to hydrogen than for a
material in the absence of any softening effect (Fig. 1a). It should also be mentioned here that the reduced
hydrogen populations in the softened material are associated with a stronger stress relaxation than in the
material without softening under the same applied load. Thus, the overall stress relaxation ahead of a crack tip
is dictated by the synergism between material softening and relaxation due to hydrogen-induced dilatation.
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Figure 2: (a) Plot of normalized crack opening displacement b/h, against the applied J = (l—vz)K azpp /E

integral. The parameter b, denotes the crack opening displacement in the undeformed configuration; (b) Plot
of a(c;)/a(0) against the initial hydrogen concentration ¢, , where a(c) is defined through b/5, = a(c)J +1
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Figure 3: Superposed plastic zones ahead of a crack
tip: for the hydrogen free material, ¢, = 0.1 and with

no softening, and ¢, = 0.1 and with softening.

In the absence of hydrogen, there exists a linear relationship
between the crack tip opening displacement (CTOD) and the
applied J integral, namely b/b, =aJ+1 [9], where a is a

constant. In the presence of hydrogen, the numerical results of
Fig. 2a show that for both hydrogen-induced softening and in the
absence of any softening effect, this linear relationship between
b and J continues to hold. This is a direct consequence of the
fact that scaling of the stress and deformation fields ahead of the
tip with the applied load continues to hold in the present case of
equilibrium hydrogen concentrations. Figure 2a shows that at a
certain applied load and initial hydrogen concentration, hydrogen
tends to close the crack, i.e., decrease the parameter a. This is
because hydrogen-induced lattice dilatation relaxes the stresses
around the crack tip, thus leading to reduced plastic strains
behind the tip and smaller plastic zones (see Fig. 3).
Furthermore, hydrogen-induced softening causes a to be greater
than that without softening because the plastic zone and strains
are larger in the former case than in the latter (Fig. 3). It can be

deduced that softening increases the parameter a (i.e. increases the CTOD) whereas relaxation due to dilatation
decreases (i.e. decreases the CTOD) it. Also, comparing the cases with no hydrogen and hydrogen-induced
softening, one sees that the softening effect is overridden by the relaxation effect at the concentration of 0.1

H/M as shown in Fig. 2a.

The dependence of the parameter a (i.e., the CTOD) on the initial hydrogen concentration ¢, is shown in Fig.

2b for the cases with and without hydrogen-induced softening. For the case without softening, a decreases
with increasing ¢, and asymptotes a nearly constant value at large initial hydrogen concentrations. This is

because for 0< ¢, <0.4, numerical results show that the hydrogen concentration enhancement Ac=c—c,

ahead of the crack tip increases with ¢,, thereby resulting in increased stress relaxation and in turn, in

decreasing a(cy)/a(0) (CTOD) with increasing c¢,. However, for initial concentrations 0.4 < ¢, < 0.6, Ac is

almost insensitive to ¢, in particular for R/b>20, and hence a(c,)/ a(0) is nearly constant.
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Figure 4: (a) Superposed plastic zones ahead of the crack tip at various initial hydrogen
concentrations ¢, for the case (a) without softening; and (b) with softening.

In the case of hydrogen-induced softening and ¢, <0.2, a(c,)/a(0) decreases with increasing c, because the

relaxation due to Ac=c—c, overrides the relatively small softening effect associated with concentrations

¢y <0.2. In contrast, for ¢, > 0.2 the corresponding relaxation is mild due to the small increases in Ac, and



this mild relaxation is overridden by the strong softening effect associated with these large initial
concentrations.

The numerical results for the effect of hydrogen on the shape and size of the plastic zone in the neighborhood of
the crack tip are shown in Fig. 4. First, hydrogen-induced lattice dilatation relaxes the stresses ahead of the tip
and as a result, the plastic zones are shown spread and confined directly ahead of the tip and smaller (Fig. 4a)
than in the absence of hydrogen. In the case of no-softening, Figure 4a shows that as the initial hydrogen
concentration increases, the plastic flow of the material continues to concentrate in the region ahead of the crack
tip while the plastic zone shrinks in the directions along the normal to the axis of symmetry and behind the
crack tip. Shrinking of the plastic zone behind the crack tip with increasing initial hydrogen concentration (Fig.
4a) yields reduced crack opening displacements in agreement with the trend shown in Fig. 2b. For ¢, = 0.4 and

¢, = 0.6, both the plastic zone shape and size are almost the same (Fig. 4a), and this also corresponds to the
nearly constant a(c,)/a(0) shown in Fig. 2b in the absence of softening. In the presence of hydrogen-induced

softening, the plastic zones are shown expanding in every direction relative to the case with no softening (Figs.
3, 4b) as the initial concentration increases. Since ¢, = 0.1 is a relatively low initial concentration at which the
softening effect on spreading the plasticity is dominated by the local expansion and confinement of the plastic
flow ahead of the tip due to the dilatation-induced relaxation, the plastic zone size continues to be smaller than
that in the absence of hydrogen (Fig. 3). However, at much larger initial concentrations (e.g. ¢, =0.6), the

softening effect results in much larger plastically deforming regions (Fig. 4b) and this is in accordance with the
behavior of a(c,) shown in Fig. 2b.

CONCLUDING DISCUSSION

The present finite element calculations of coupled elastoplasticity with hydrogen concentration development in
equilibrium with local stress and plastic strain show that that hydrogen concentration profiles ahead of a crack
tip scale with the applied load for both hydrogen-induced softening and with no softening effects (Fig. 1).
Dilatation-induced relaxation causes the plastic zone to expand and be confined ahead of the crack while it
shrinks in all other directions. This reduces the crack tip opening displacement. In contrast, hydrogen-induced
softening causes the plastic zone to expand in all directions and the CTOD to increase. At small initial
concentrations (¢, < 0.2), stress relaxation dominates whereas softening prevails at larger initial concentrations

(cp20.2). As aresult, the plastic zones are smaller in the former case than in the latter. However, in all cases,

there is substantial plastic flow that takes place directly ahead of the crack tip which is not the case in the
hydrogen free material (Fig. 4b). Therefore, one may identify the role of hydrogen with promoting
intensification of the ductile fracture processes (e.g. void opening and inter-void ligament fracture by shear
localization) that occur directly ahead of the crack tip. This is particularly true at small ¢, (~0.1H/M) at which

the hydrostatic stress, assisting void growth, is not substantially relaxed even in the case with softening.
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ABSTRACT

The purpose of this work was to determine in a quantitative manner the effect of an externa uniaxia stress on the
kinetics of the hydrogen induced cracking. In this study, the hydrogen induced cracking was done by cathodic
charging of API-5L—X52 gtedl plates. The growth of the induced cracks was recorded at increasing ingpection times
by ultrasonic ingpection. The externd uniaxid stress affected the number of initid cracks in the HIC tests, having
more initid cracks as the dress increases. This effect is related with the dress fields interaction from the internd
pressure produced by the molecular hydrogen and the applied externd stress, which weakens the interface between
the matrix and the nontmetdlic incdlusons, thus facilitating the nuclestion of cracks by the pressure mechanism. A
greater number of individual cracks causes that the number of cracks interconnections to increase, thus affecting the
crack shape and growth. The externd uniaxid stress, however did not show a sgnificant effect on the hydrogen
induced crack growth rate, at least in theinterval of the applied stresses used in thiswork.

KEYWORDS: API-5L-X52 steel, hydrogen induced cracking, crack growth, pipelines

1. INTRODUCTION

There have been a number of fallures of line-pipe steels due to the presence of delaminations and blisters which are
formed when atomic hydrogen resulting from the corrosion reaction of the sted pipe in the presence of sour gas (
H,S). Although the actud trend in indudtry is to continue developing and evauating new steds resstant to hydrogen
induced cracking (HIC), there are thousands of kilometers of installed sour gas pipelines that till experience HIC.
This facts judtifies a need to be able to predict the life span of these pipdinesin terms of the extension of HIC. The
HIC is due to the absorption of the atomic hydrogen generated by the corrosion reaction between the sour gas and
ged, which diffuses towards some internd discontinuities, such as non-metdlic indusions and pre-existing cracks,
where it recombines to form molecular hydrogen. The internd pressure in the cavity incresses until that the stress
intengity in the edge overcomes the toughness of the materid and a crack propagates (1). The cracks usudly are
formed pardld to the surface of the pipe; when they are located approximatdly at the haf thickness, are called
delaminations, and when they are located near a free surface, deforming the pipe wall, they are cdled blisters (1-4).
The HIC is possible even in the absence of an externa stress, because the stress concentration at the crack tip
provides the driving force for the growth (1-4).

lino (5) found that the manner of extenson of the hydrogen induced cracks is consderably influenced by the
presence of externa stress (pipe hoop stress): in absence of the externd siress, cracks extension develops by
sepwise linking the hydrogen induced cracks, founding consderable plastic deformation accompanies the stepwise
linking. In the presence of an externa dress, cracks extenson develops by linking the cracks formed in stacked
arays out of a plane approximately perpendicular to the dress axis. The linking between cracks, in this casg, is
characterized by the absence of plastic deformation. However, recently Zakaria (6) mentions that externa stress did
not sgnificantly affect the manner of formation and extension of the hydrogen induced cracks. In his investigation,
Zakariafound that in the absence of externa stress the cracks till form in astacked array.

Although the actud trend in industry is to continue developing and evauating new steds resstant to hydrogen
induced cracking (HIC), there are thousands of kilometers of ingtaled sour gas pipelines that till experience HIC.
Thisfactsjudtifies a need to be able to predict the life span of these pipelinesin terms of the extension of HIC.



Therefore the main am of the present paper isto determine in a quantitative manner the effect of the externd uniaxia
dressin the range from zero to s/s , = 0.5 on the kinetics of hydrogen induced cracking.

2. EXPERIMENTAL PROCEDURES

The materid used in the experimentation was a carbon sted, type API-5L-X52, from a pipe of 91.4 cm diameter
and 2.0 cm thickness. The chemica composition was. 0.14 C, 0.25 Si, 0.99 Mn, 0.01 P and 0.03 S (Wt.%). At
first, the pipe was inspected with an ultrasonic flaw detector to verify the absence of pre existing cracks and internal
defects. Plates of 7.6 cm wide and 17.8 cm long, were cut out from the pipe and ground to get pardld facesand a
thickness of 0.9 cm. The grester length of the test plates was paralld to the rolling direction of the pipe. The plate
faces were finished with grade 400 SIC grit-paper and cleaned by immersion in an ultrasonic bath for 10 minutes.
usng a commercia deaning solution (Ultramet). The plates were stressed using a loading frame as shown in Figure
1. The stress was measured with a strain gauge placed on the face of the plate. Finite e ement stress field calculation
showed that plate exposed test area was under a uniform stress. The agpplied stress were 15.3, 68.3 and 165.9
MPa, which correspond to a s/s, ratio of 0.05, 0.2 and 0.5 respectively (s isthe applied stressand s, isthe yidd
gress of the materid).
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Figure 1. Loading frame and cathodic charging set up.

The cathodic charging set up is shown schematicaly in Figure 1. This set up, promotes hydrogen absorption through
only one face of the plate, just as happens in a pipeine in sarvice. The test solution was 0.4 wt % sulfuric acid in
bidigtilled water plus five drops of a*“poison solution”, that conssts of 2g of phosphorus dissolved in 40 ml of carbon
disulfide. The average pH of the test solution was 2.9. The applied current dengity was 2.5 mA/ent and the test
were ran at ambient temperature (average 22 °C). The solution was changed every six days, adding five drops of the
“poison solution” daily. The growth of cracks in the plate was monitored from the free Sde by ultrasonic ingpection.
The ingpection technique assured a resolution for crack length increments of at least 1 mm. The test were ran until
most of the exposed area was cracked.

3. RESULTSAND DISCUSSION

Ultrasonic system used in these studies is a sengitive technique for detecting cracks in samples exposed to hydrogen
cathodic charging. Since ultrasonic ingpections were conducted before an after to cathodic charging, and those
obtained before charging had no defect indications, al defects detected after cathodic charging were due to HIC.
Ultrasonic indications were used to identify locations of cracking and quantitative deta to characterize the extend of
cracking, such as crack length ratios, were obtained. To verify the presence of the cracks, the samples were
sectioned for metalographic examination. The cracks observed metdlographicaly were found at the locations
indicated from the ultrasonic flaw detector. Figure 2 shows the cracks contours (dashed areas) after the HIC tests at



different stresses and inspection times. It is observed that the crack contours are irregular, showing the tendency to
be longer in the ralling direction than in the transverse direction of the plate (an average of 1.3 times).

The medllographic observations showed that most of the cracks were initisted at elongated manganese sulfide
inclusons (Figure 3); therefore, the longer crack extension in the rolling direction is attributed mainly to the eongated
shape of the non-metdlic indusons

Figure 4 shows that the initid number of cracks increased with the gpplied externa dress. In the absence of an
externd dress, the atomic hydrogen generated by the corrosion reaction between the sour gas and sted, diffuses
towards eongated MnS inclusons, where it recombines to form molecular hydrogen, reducing the bond strength
between inclusion and matrix, which produces the HIC. We suppose that effect of external stresses on the hydrogen
induced cracks formation is due to the weskening of the interface between the matrix and the non-metdlic indusons
by the superposed stress fields of the molecular hydrogen pressure and the applied externd stress in the plate. This
will promote the formation of cracks. Figure 2 shows that as charging time increases, linking between cracks takes
place to form more complex shapes. This crack linking occurred preferentialy in the longitudinal direction, dueto the
fact thet the crack growth was greeter in that direction. This preferential growing was more evident a the lowest
externd dress. Figure 2 shows aso the profiles of the cracks in the thickness of the test plates. It is seen that the
maximum gepwise cracking was of 10 % of the thickness. During the HIC tests, the crack linking occurred
preferentidly in the longitudina direction, due to the fact that crack growth was greeter in that direction. This dso
contributes to make the cracks longer in the longitudina direction, with afina shape close to a rectangle with round
corners. lino(5) found thet in the presence of an externa stress (sufficiently high compared to zero and sufficiently
low compared to the yield srength of the materia) cracks linking developed by stacked arrays in a plane
gpproximately perpendicular to the externa stress axis, while in absence of an externd sress, the cracks link in a
Sepwise manner. In the present work, it was found that the externa stress did not significantly effect the manner of
the formation and extenson of the cracks a least in the interval of externa stresses used in this work, i.e. in the
presence of an externd stress the cracks il link in a stepwise manner (Figure 5).

From the crack contours at different inspection times, the crack length and crack growth rates were calculated.
Figures 6 and 7 show the average crack growth rate and crack length in the longitudina direction of the test plates as
afunction of the exposure time. Figure 6 shows that the crack growth rate decreases with the exposure time and that
there is not a sgnificant effect of the externd stress on the crack growth rate; however, figure 7 shows that the
presence of an externd diress incresses the final average crack length. This is associated with the effect of the
externd stress on the crack initiation. and not with the effect of the externd stress on the crack growth rate. As the
number of initid cracks increases, the interconnection of individua cracks is more frequent and the find crack szeis
larger.



Figure 3. HIC initigting & the MnSinclusons.
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Figure 5. Examples cracks linking in a stepwise manner, observed in the loaded plates.
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Figure 6. Measured crack growth rates at different externa stresses.
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Figure 7. Measured crack lengths at different externa stresses.

4. CONCLUSIONS
0 The effect of aexternd dress on the hydrogen induced cracking was monitored successfully using an ultrasonic
flaw detector.

0 The presence of an externd dress affected the number of initid cracks in the HIC tests, having more initid
cracks as the stress increases. This effect is due to the weakening of the interface between the matrix and the non-
metallic inclusions by the superposed stress fields of the molecular hydrogen pressure and the applied externa stress.

0 It was found that the total crack length and the number crack interconnections, increased proportiondly to the
goplied uniaxid stress, however little or no effect of the stress was seen on the crack growth rate.
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ABSTRACT

Nanoindentation and thin-film decohesion experiments in the presence and absence of hydrogen
have revealed a connectivity in terms of size scale. We propose this can be qualitatively
interpreted in terms of a volume to length scale which is more precisely connected to the local
stand-off distance of the nearest dislocation. The latter controls the local stress. This has
ramifications to the ductile-brittle transition, thin-film decohesion and threshold stress intensities
for hydrogen embrittlement. Interpretation of threshold stress intensity as a function of test
temperature in Fe-3wt%Si single crystals as well as thin film decohesion of Cu from silicon after
hydrogen charging are discussed.
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INTRODUCTION

Recent findings on two levels of scale have prompted reexamination of our current understanding
of hydrogen embrittlement [1-4]. Specifically, at the nanometer/uN scale, nanoindentation
measurements of yield points have exhibited a couple of phenomena. One has led to a size scale
plasticity dependence often referred to as the indentation size effect. Here the shallower the
penetration depth the harder the material as measured by nanoindentation. Elsewhere in this
proceedings this is elaborated upon in length. If the same type of experiment is conducted after
electrochemically charging the same sample, small penetration depths give a yield point load that
strongly increases with increasing hydrogen content. A second level has involved the micron/uN
scale where larger indentations into thin films can produce sufficient stored elastic energy that
energy release rates can delaminate the film/substrate interface. In addition, we have
electrochemically charged such film/substrates system and have shown the critical strain energy
release rates associated with interfacial fracture are reduced by as much as a factor of two [4].



In the present paper we propose a connectivity between these two sets of phenomena and as such
an interrelationship between two levels of scale. At best, however, we view this as a work in
progress because of the complexity of the phenomena and its interpretation. We will emphasize
where progress has been made and point out alternative pathways by which hydrogen
“embrittlement” might be understood. The research includes a brief review of the indentation size
effect on Fe3%Si and W single crystals and its connectivity to a volume to surface area concept.
We then briefly review the modified Rice-Thompson model for the brittle to ductile transition
applied to Fe3%Si single crystals in the absence and presence of hydrogen. This is all brought
together with a length scale that can be measured independently for thin films of Cu/Ti/Si0,/Si.
Applications to film deadhesion with and without hydrogen utilize the Rice-Thompson approach.

THEORETICAL CONNECTIONS

At the smallest scale discussed here, we have found that extremely large enhancements of hardness
exist at depths of penetration in the 10-100 nm range [1,2]. Whereas the hardness, H, might be
expected to be about three times the bulk yield stress, o, values of (5-20)c;, were found for
indentation into {100} planes of Fe-3wt%Si and W single crystals. Results [1] and interpretation
[2] are given elsewhere, examples being given in Figure 1.
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Figure 1. Fit of the proposed model [2] for two (100) oriented single crystals. Single tips of 205
nm and 70 nm radii were used in (a) and multiple spherical tips with radii noted were used in (b).

The solid curves in Figures 1(a) and 1(b) represent Eqn. (1) as given by

2 [wi1s)”
O-YS_{ 35R } (1)

where V/S is the indent volume to surface ratio, o 'is the penetration depth and R is the tip radius of
the 90° diamond cones used. For the Fe-3wt%Si this was a 70 nm tip radius while for the W a



variety of tips were used as indicated in Figure 1(b). Tip correction factors were utilized for any
penetrations beyond the spherical regime.

In the same study [2] it was noted that V/S was constant for the first 100 nm of penetration in a
given material. However, it varied from 4.7 to 11.7 g4m for four single crystals ranging from
tungsten to gold. Since V/S is a length scale, this was immediately considered as having a
fundamental connectivity to the plasticity process. More details about this are considered in a
companion paper as part of this proceedings [5]. We then hypothesized that if this um-size length
scale from nm level experiments represented a microstructural characteristic, might it not be
applicable to fracture experiments as well as indentation. While at first glance this might suggest a
leap of faith, it is not so strange if you consider the modified Griffith criterion scaling with the
relative amount of work associated with crack exposed surface energy and crack-tip plastic
volumes. Again, as detailed in the companion paper [5], this analogous behavior for
nanoindentation and crack tips is demonstrated. Given that, the step of including hydrogen effects
is trivial in concept but complex in detail. That is, hydrogen can be affecting both the surface
energy and the plastic work contribution in ways not understood well at all. We [3] and others [6]
believe that thin film decohesion, as described in the next section, can provide some of the
answers.

In a recent paper and a review, some 25 film/substrate multilayers were evaluated for the effects of
film thickness, yield strength, test temperature and interfacial chemistry on delamination toughness
[3]. It was concluded that there are brittle to ductile transitions (BDT) in metal films deposited on
ceramic or semiconductor substrates. This was analogous to the BDT that occurs when either
reducing thickness (increasingly plane stress) or raising test temperature (reducing yield strength)
in bulk test specimens. Additional features of this are detailed in the companion paper [5]. One
significant feature is that as film thickness decreases, plastic energy dissipation decreases. As
shown later under results and discussion, the fracture resistance decreases to the true surface

energy of the interface. This allows the local stress intensity (k,; = [2E}/i ]“2) at the Griftith

energy level to be established without having to deconvolve the plastic energy dissipation
contribution. This may be coupled with a nanometer length scale associated with the distance of
the nearest dislocation to the crack tip. Often referred to as a dislocation free zone (DFZ) this
leads to the second necessary parameter, c. In a series of papers [7], it is shown that if both k;; and
¢ are known, use of the Rice-Thomson [8] and Lin-Thomson [9] formalism leads to
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Having the yield strength, o;,, and the Griffith energy which gives k;;, the only unknown is the
dislocation stand-off distance, ¢, which controls the local stress and hence the fracture criterion.
We believe there is a connectivity between the length scale in nanoindentation, V/S, and an
approach which should eventually lead to an understanding of the stand-off distance, c. While we
leave that discussion for the companion paper, a more qualitative argument here is that the number
of dislocations in a pile-up follows a similar relationship for cracks and nanoindentations implying
the same length scale applies. Approximately six years ago [10] we suggested that observations of
crack-tip and nanoindentation-tip emission of dislocations “will eventually lead to more precise
mechanisms and solutions for brittle-ductile transition and contact wear phenomena.” In a series
of papers [7,11,12] we suggested that the number of dislocations in an inverse pile-up might be
similar for a yield instability at an indenter or at a crack tip. The number of dislocations in the



respective pile-ups, as calculated elsewhere [5], are shown in Figure 2. This is of some
significance and suggests a connectivity of scale over this range as discussed below.
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Figure 2. The average dislocation spacing variation with the resolved stress on the slip planes at
the crack tips or the maximum shear stress under the indenter. The data range in the 70 and 700
nm tip data are based upon the densest lip band (upper points) and average density of all planes
(lower points).

RESULTS AND DISCUSSION

First, we reexamine some hydrogen embrittlement data in Fe-3wt%Si single crystals. We note that
this undergoes discontinuous cracking with single forward crack increments of about 0.74 + 0.12
um. Such extensions occurred for both externally supplied (1 atm.) or internally supplied
(cathodically charged) hydrogen. An example of the latter, not previously published, is shown in
Figure 3. Rather than attempting to reexamine kinetics, which is far too complex [14], we will
address threshold in the context of the dislocation model presented above.

As discussed elsewhere [5] in this volume, we demonstrate that the lead dislocation for a 22
dislocation pile-up would give a value of 3.2 nm for the “DFZ” which is hardly worth calling a
zone. However, Li [15] has recently shown in simulations that additional slip bands emitting can
produce a “DFZ” much larger than if a single band is emitting. In fact, a DFZ ranging from 3 to 16
times as large as the distance between the first and second dislocations in front of the DFZ exists.
Even though our dislocation arrangements are not identical to the one used [15] we interpreted our
79.5° orientation of slip bands in the context of Li's simulations. From those simulations, it was
found that the DFZ could be 15 times as large as our calculated value of 3.2 nm. This would
represent a DFZ of 48 nm which is ¢ in Eqn. (2). It is important to note that he used 15 emitting
slip planes, quantitatively similar to those previously observed. We used this to determine fracture

toughness for <100>Fe-3wt%Si crystals tested at temperatures from 100 to 298°K.



Figure 3. Fracture surface of Fe3%Si indicating discontinuous crack growth during electrolytic
hydrogen charging.

The yield strength and average fracture toughness values from the previous study [7] are given in
Table 1 for five test temperatures. With a ¢ = 48 nm, the yield strengths observed and a k;; of 0.85
MPa-m'”? as taken from nominal surface energies [7], the agreement is seen to be good between
observed and calculated K. values.

TABLE 1
Yield strength and fracture toughness, observed and calculated
from Eqn. (2) using a value of ¢ = 48 nm.

T, °K 100 | 173 | 233 | 298 | 363
o, MPa 450 | 395 | 352 | 305 | 285
Obs. K., MPa-m"” 6 | 23 | 50 | 120 | >120
Calc. K, MPa-m'? 11.7 | 227 | 446 | 118 | 199

Regarding hydrogen effects, the one simple assumption is that the concentration levels involved do
not affect the far field yield strength which dictates pile-up behavior. The second one is ad hoc
and assumes that k,; through the surface energy is reduced to 0.70 MPa-m'?. This is a slightly
greater reduction than was found in a previous analysis [5]. This allows an equally good fit to
previously published data [17]as seen in Figure 4.

Returning to small volume behavior as represented by thin films, in a review of 14
metal/interlayer/substrate combinations, it was found that the dislocation stand-off distance scaled
with (k/0,,)°. Taking the Griffith value of 0.85 MPa-m'?, for this Fe-3wt%Si single crystal, this
correlation shown elsewhere [3] would give a value of ¢ ~ 500 nm, an order of magnitude greater
than the 48 nm found. This suggests that the longer length of slip bands available in single crystal
or coarse grained solids allows greater shielding compared to nanocrystalline thin films. That is, it
is well-documented that regular arrays of dislocations can shield the crack tip from the far-field
stress. A balance of forces between the stress field of the dislocation array and the stress field of
the stress intensity essentially increases the resistance to crack propagation. In the early stages of
nanoindentation, this same balance of forces between tip-emitted dislocations and the stress field
of the indenter increases the resistance to penetration. In fact, it has been recently shown [5] that



film thickness which partially controls the nanocrystalline grain size is an integral part of the size
scale.

In the thin film review it was found that a Cu/T1/S10,/Si film system had a value of ¢ = 60
nm [3].
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Figure 4. Comparison of Eq. (2) to hydrogen-affected threshold stress intensities for Fe3%Si
crystals.

Here, yield strength was given by
o, =o,|l+ "] 3)

where o, = 400 MPa, = 0.287 um'? and & = film thickness. With measured values of G,; = 3.6

J/m?* for interface fracture in Cu/Ti/SiO,/Si and E = 120 GPa, it was a simple matter to calculate k;;
= (EGy;)"* to be 0.66 MPa-m'* and from that determine ¢ = 60 nm at K, = k,; using Eqn. (2). The
fit to all the data using Eqn. (2) with yield strength varying as a function of thickness from Eqn. (3)
is shown in Figure 5. Cathodically charging the same copper films at 60 mA/cm’ for 70 s in 1 M
NaOH reduced the fracture resistance as shown in Figure 5. By allowing a small decrease in the
Griffith stress intensity from 0.66 to 0.59 MPa-m'? due to hydrogen, Eqn. (2) also predicts the
decrease in strain energy release rate. For the hydrogen case here, it is seen that a 20% drop in the
surface energy can lead to a 50% decrease in the practical work of adhesion for the 1 pm size film
in Figure 5.

What does this approach imply for hydrogen embrittlement mechanisms at different levels of
scale? Reexamination of Eqn. (2) reveals several aspects perhaps unappreciated prior to recent
studies of thin films:



1) At large scale, ¢ can be reasonably small particularly for relatively low yield strength
materials such as single crystals or coarse-grain alloys. This can provide large toughness at
intermediate temperature in even those materials prone to brittle fracture. At low enough
temperatures low energy brittle fracture still prevails in such materials.

2) This does not preclude a microscopic fracture mode transition as temperature increases and
yield strength decreases. All this implies is that with greater shielding and lower yield
strength, o;,c"” in the denominator of Eqn. (2) decreases with increasing test temperature.
This raises K. exponentially. By elimination of decohesion along either a cleavage plane or
an intergranular or bi-material boundary because the necessary K. is too high (!), the
alternative fracture mode is ductile fracture. The same concept applies to hydrogen
embrittlement but with additional complexity. Consider stainless steels or superalloys.
Does hydrogen reduce 4, increase o, but leave ¢ unaffected? Clearly this does not happen
in many stainless steels that fail by microvoid coalescence but perhaps it does in high
strength superalloys that fail by intergranular fracture. An intriguing aspect of this is that
slip localization would tend to enhance shielding by reducing c¢. Even if k,; were reduced
this could lead to microvoid coalescence as the preferred fracture mode.
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Figure 5. Effect of film thickness on Cu/Ti/SiO2 interfacial fracture resistance with (dashed line)
and without hydrogen(solid line).

3) Finally, with respect to small scale, we hypothesize that the values of ¢ can be considerably
larger at the same yield strength in thin films compared to larger scale microstructures.
The limited shielding available due to restricted lengths of slip bands and numbers of
dislocations will tend to give larger values of ¢ and form lower toughness and higher
susceptibility to hydrogen embrittlement. This is particularly the case for thin
nanocrystalline films with high yield strengths (fine grain size) weakly bonded to a
substrate. For such cases it is seen that all three parameters in the exponential, a lower k;;
in the numerator and high yield and a larger stand-off distance in the denominator, would
favor embrittlement.



SUMMARY

A connectivity of scale in terms of numbers of dislocations emitted at a point source and their
average spacing has been established for both nanoindenters and crack tips. Determination of the
numbers of parallel slip bands have been indirectly and in some cases directly observed allowing
estimates of the number of dislocations per slip band. This gives a crude estimate for the back
stress on the source which is surprisingly even much greater for sharp indenter tips than a crack
tip. For the same two orders of magnitude displacement scale examined (10-1000 nm), this
agreement gives some reason to believe that a consistent length scale is controlling the plastic
deformation process. What we have learned with such small scale deformation processes leads to
a refined brittle-to-ductile transition model via the Rice-Thomson and Lin-Thomson formalism.
This is then easily modified for the hydrogen embrittlement process where either a cleavage plane,
a grain boundary or a bi-material thin film interface is degraded. The key here is a length scale
dictated by the closest approach of the last dislocation emitted in a shielding array.
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ABSTRACT

This paper summarizes results obtained in our laboratory on the susceptibility of
commercial purity titanium and the o/f titanium alloy Ti-5111 to hydrogen cracking.
The tests were run under cathodic polarization in sodium chloride solutions. Cathodic
potentials as low as —1400mVcg had little effect on the mechanical properties of grade 2
titanium, but grade 3 titanium showed a decrease in the elongation to failure as the
electrochemical potential became more cathodic. However, the fracture mode remained
ductile with microvoids nucleating at hydrides. Ti-5111 was very susceptible to
hydrogen cracking when the pH of the solution was low and the electrochemical potential
was cathodic, but hydrides did not appear to play a role in the cracking process.
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INTRODUCTION

The mechanisms of hydrogen embrittlement have been a topic of great debate in
past years. One reason for this is that the actual mechanism can vary significantly from
one materials system to another [1]. In some materials, such as titanium and zirconium,
the primary cause of embrittlement appears to occur through hydride formation. In other
materials, such as steel and nickel-base materials, atomic hydrogen appears to be the
primary cause of embrittlement. More recent studies of intermetallic compounds have
suggested that the source of hydrogen is very important [2]. For example, in FeAl the
presence of atomic hydrogen in the environment does not appear to have a great effect on
mechanical properties, whereas water vapor can cause a significant decrease in
elongation to failure.

Although one single mechanism will not explain hydrogen embrittlement, it is
important to have complete descriptions of this problem in all important structural
materials. We have recently examined hydrogen embrittlement in various grades of



commercial purity titanium as well as in titanium alloys. The results show that in
commercial purity titanium hydrides play a dominant role in causing embrittlement,
whereas in the o/ alloys they may play no role at all. By comparing these materials one
can understand the different mechanisms that lead to embrittlement.

EXPERIMENTAL

In this paper we will discuss three different materials. Two of the materials were
commercial purity titanium and the third was an o/f alloy, Ti5111. Their compositions
are listed in Table I along with their basic mechanical properties. All were tested in the
as-received condition. The two commercial purity titanium materials had an equiaxed
grain structure and the Ti-5111 had a lamellar o/ microstructure.

The mechanical tests for these materials were all performed on single-edge
notched sheet tensile samples. The thickness of the grade 2 and grade 3 samples was
1.12 mm and 0.62 mm, respectively, and that of the Ti-5111 was 2.56 mm. The notch had
an included angle of 60°. The samples were pulled to failure in a 3.5% solution of
sodium chloride under various applied electrochemical potentials. We used the ratio of
the elongation to failure in the sodium chloride solution to that in an inert oil held at the
same temperature as a measure of susceptibility to hydrogen embrittlement. We will
refer to this parameter as the elongation ratio in the text below. All tests were run with
the solution at 70°C. The pH of the solution used to test the commercial purity titanium
was 1 and that used for the Ti-5111 was either 1 or 8. More details of the testing and
post-test examination have been given in references 3 -5.

Table I
Alloy Composition and Mechanical Properties

Alloy Composition (wt.%) Yield UTS Elongation
Strength (MPa) to Failure
(MPa)

Grade 2 | Ti-0.140-0.02C-0.008N-0.08Fe 344 506 28

Grade 3 | Ti-0.210-0.01C-0.009N-0.16Fe 489 603 24

Ti-5111 | Ti-5Al-1Sn-1Zr-1V-0.08Mo 750 Not Not
(nominal) | Measured | Measured

RESULTS

Figure la shows the elongation ratio for grades 2 and 3 titanium plotted as a
function of electrochemical potential. The results show that there is very little change in
the elongation ratio for grade 2 titanium as the electrochemical potential is made more
cathodic. This result was obtained, even though other experiments had shown that
hydrides begin to form in this material at electrochemical potentials below —600 mVgcg
and that thick layers of hydrides are formed at potentials near —1400 mVgscg. In contrast,
grade 3 titanium showed a measurable loss in the elongation ratio as the electrochemical
potential was made more cathodic. Figure 1b shows the elongation ratio at —1400 mVscg
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Figure 1: (a.) The elongation ratio plotted as a function of electrochemical potential for
grade 2 and grade 3 titanium. The crosshead speeds are given in the figure. (b.) The
elongation ratio plotted as a function of crosshead speed for grade 2 and grade 3 titanium.

for both grade 2 and grade 3 titanium plotted as a function of crosshead speed. The
results show that as the crosshead speed decreased the elongation ratio stayed
approximately constant for grade 2 titanium, whereas the elongation ratio dropped for
samples of the grade 3 titanium.

Examination of the fracture surfaces showed that under all conditions the grade 2
titanium underwent ductile failure. An example is shown in Figure 2a. The grade 3
titanium had a similar fracture surface when tested in oil or under anodic conditions.
However, as the elongation ratio decreased for the grade 3 titanium, the fracture surface
showed new features. These included brittle secondary cracks on the surface, some
evidence of large voids on the surface, and evidence of a new population of fine scale
voids. A micrograph is shown in Figure 2b. Additional information was obtained by
examining the hydride that formed on the surface of a sample after cathodic charging. In
the case of the grade 2 titanium, we found that there was a thick layer of hydrides, as
shown in Figure 3a, but that beneath this layer few hydrides were observed. In the grade
3 material, this thick layer was also observed, but in addition there were hydrides beneath
this thick layer extending into the matrix, as shown in Figure 3b. In flat samples charged
for 24 hours at an electrochemical potential of —1000 mVSCE, hydrides extended

Figure 2: Scanning electron micrographs of (a.) grade 2 titanium tested at -400 mVscg
and (b.) grade 3 titanium tested at —1400 mVgcg. The arrow points out fine microvoids.



approximately 50 um into the bulk and for an electrochemical potential of —1400 mVgcg
the hydrides extended approximately 90 pum into the bulk.

We also examined samples in which the crack had been stopped before
proceeding completely through the sample. In the grade 2 material we always found a
blunted crack, as shown in Figure 4a, with no evidence of cracking ahead of the rounded
crack tip. In contrast, in the grade 3 material we found a sharper crack extending from
the blunted crack tip, with evidence that microvoids were forming ahead of this blunted
crack and that these microvoids were connecting up to allow the crack to extend.

We now consider the results for Ti-5111. Figure 5 shows the elongation ratio of
this material plotted as function of applied potential. In the pH=8 solution, there was no
loss in elongation even though the electrochemical potential was very cathodic. In
contrast, in the pH=I1 solution the elongation ratio was essentially zero when the
electrochemical potential was below —1000 mVscg. The fracture surfaces of the samples
that showed no elongation to failure were very brittle, and examination of propagating
cracks in these samples showed that they tended to go through the B-phase (5). There
was no evidence of hydride formation in these samples, even though in the pH=1 solution
the hydrides were found to precipitate at potentials below —500 mVscg. However, these

Figure 3 : Scanning electron micrographs of hydrides on the surface of (a.) grade 2 and
(b.) grade 3 titanium after cathodic charging.

Figure 4 : Scanning electron micrograph of a crack tip in (a.) grade 2 titanium and (b.)
grade 3 titanium. Both tests were performed at —1400 mVscg. The circle in Figure 4b
highlights a region where the crack is connecting up between two microvoids.



samples failed so rapidly that there was insufficient times for the hydrides to nucleate and
grow to any extent.

DISCUSSION

In general, hydrogen cracking is thought of as a brittle fracture mode. In steels,
nickel-base alloys, and intermetallic compounds where atomic hydrogen is the
embrittling species, the fracture mode is usually transgranular cleavage or intergranular
fracture. Both of these fracture modes are associated with very limited ductility. In
systems where hydrides form, the fracture mode is also usually reported to be brittle [1].
The most general models suggest that hydrides form at the crack tip in the tensile field of
the crack. These hydrides then fracture in a brittle manner or a crack forms along the
hydride-matrix interface.

In our study of the grade 2 and grade 3 titanium, we found no evidence of brittle
failure. The fracture mode remained ductile, even though a decrease in the elongation
ratio was found for the grade 3 material. Our results suggest that hydrides nucleate in
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Figure 5: The elongation ratio plotted as a function of the electrochemical potential for
Ti-5111. Results are shown for tests run in both pH=1 and pH=8 3.5%NaCl.

the matrix in front of the crack tip. These hydrides then act as sights for microvoid
formation. As the stress in front of the crack tip increases, these microvoids connect up,
leading to crack advance. New hydrides then form in front of the crack tip and the
process is repeated. In the grade 2 material, the hydrides do not form in front of the crack
tip and this process does not occur. The reasons why the grade 3 material forms hydrides
in front of the crack tip whereas the grade 2 material does not form these hydrides has
been discussed in previous publications [4,6]. In short, we propose that the main reason
for this difference is the lower solubility of hydrogen in grade 3 material as a result of its
higher interstitial content. In addition, the higher yield strength of the grade 3 material
may contribute to its greater susceptibility to hydride-induced ductile failure.

When B-phase is present in the material but does not provide a continuous path
through the material, the fracture mode should be similar to that reported above. This
idea is consistent with the results of Nelson and Williams on Ti-6Al1-4V [7,8]. Once the



B-phase forms a continuous pathway, as it does for Ti-5111, the mechanism of hydrogen
embrittlement changes significantly. The B-phase has a higher solubility of hydrogen
than does the a-phase, and hydrogen will diffuse more rapidly into the B-phase. Thus
when the sample is tested in a sodium chloride solution under conditions where hydrogen
is generated, the atomic hydrogen will quickly diffuse into the material through this phase
and be primarily concentrated there. This high concentration then leads to embrittlement.
This result is again similar to that reported by Nelson and Williams for Ti-6Al-4V that
had been heat treated to have a continuous B-phase [7,8]. They found cracking along the
o/f interfaces and that the fracture mode was a brittle cleavage along the a/f} interface.

CONCLUSIONS

This paper has presented results for hydrogen embrittlement in three titanium-
base materials. Two were commercial purity titanium in which only the a-phase was
present. The third was an o/ alloy. The results showed in the commercial purity
titanium that the embrittlement occurred through the formation of hydrides. However,
the fracture was completely ductile and the hydrides acted as sights for void nucleation
and growth. These voids were then connected up through a fracture process that led to
crack advance. Thus, precipitation of hydrides in front of the crack tip is a critical feature
of this model. In the o/f material, the fracture was brittle. As shown in reference 5, the
crack propagated through the B-phase, which has a higher solubility for hydrogen and
also provides a faster diffusion path. Thus by a change in the microstructure of the
material, the fracture mode changes significantly.
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INTRODUCTION

The mechanisms of hydrogen embrittlement have been a topic of great debate in
past years. One reason for this is that the actual mechanism can vary significantly from
one materials system to another [1]. In some materials, such as titanium and zirconium,
the primary cause of embrittlement appears to occur through hydride formation. In other
materials, such as steel and nickel-base materials, atomic hydrogen appears to be the
primary cause of embrittlement. More recent studies of intermetallic compounds have
suggested that the source of hydrogen is very important [2]. For example, in FeAl the
presence of atomic hydrogen in the environment does not appear to have a great effect on
mechanical properties, whereas water vapor can cause a significant decrease in
elongation to failure.

Although one single mechanism will not explain hydrogen embrittlement, it is
important to have complete descriptions of this problem in all important structural
materials. We have recently examined hydrogen embrittlement in various grades of



commercial purity titanium as well as in titanium alloys. The results show that in
commercial purity titanium hydrides play a dominant role in causing embrittlement,
whereas in the o/ alloys they may play no role at all. By comparing these materials one
can understand the different mechanisms that lead to embrittlement.

EXPERIMENTAL

In this paper we will discuss three different materials. Two of the materials were
commercial purity titanium and the third was an o/f alloy, Ti5111. Their compositions
are listed in Table I along with their basic mechanical properties. All were tested in the
as-received condition. The two commercial purity titanium materials had an equiaxed
grain structure and the Ti-5111 had a lamellar o/ microstructure.

The mechanical tests for these materials were all performed on single-edge
notched sheet tensile samples. The thickness of the grade 2 and grade 3 samples was
1.12 mm and 0.62 mm, respectively, and that of the Ti-5111 was 2.56 mm. The notch had
an included angle of 60°. The samples were pulled to failure in a 3.5% solution of
sodium chloride under various applied electrochemical potentials. We used the ratio of
the elongation to failure in the sodium chloride solution to that in an inert oil held at the
same temperature as a measure of susceptibility to hydrogen embrittlement. We will
refer to this parameter as the elongation ratio in the text below. All tests were run with
the solution at 70°C. The pH of the solution used to test the commercial purity titanium
was 1 and that used for the Ti-5111 was either 1 or 8. More details of the testing and
post-test examination have been given in references 3 -5.

Table I
Alloy Composition and Mechanical Properties

Alloy Composition (wt.%) Yield UTS Elongation
Strength (MPa) to Failure
(MPa)

Grade 2 | Ti-0.140-0.02C-0.008N-0.08Fe 344 506 28

Grade 3 | Ti-0.210-0.01C-0.009N-0.16Fe 489 603 24

Ti-5111 | Ti-5Al-1Sn-1Zr-1V-0.08Mo 750 Not Not
(nominal) | Measured | Measured

RESULTS

Figure la shows the elongation ratio for grades 2 and 3 titanium plotted as a
function of electrochemical potential. The results show that there is very little change in
the elongation ratio for grade 2 titanium as the electrochemical potential is made more
cathodic. This result was obtained, even though other experiments had shown that
hydrides begin to form in this material at electrochemical potentials below —600 mVgcg
and that thick layers of hydrides are formed at potentials near —1400 mVgscg. In contrast,
grade 3 titanium showed a measurable loss in the elongation ratio as the electrochemical
potential was made more cathodic. Figure 1b shows the elongation ratio at —1400 mVscg
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Figure 1: (a.) The elongation ratio plotted as a function of electrochemical potential for
grade 2 and grade 3 titanium. The crosshead speeds are given in the figure. (b.) The
elongation ratio plotted as a function of crosshead speed for grade 2 and grade 3 titanium.

for both grade 2 and grade 3 titanium plotted as a function of crosshead speed. The
results show that as the crosshead speed decreased the elongation ratio stayed
approximately constant for grade 2 titanium, whereas the elongation ratio dropped for
samples of the grade 3 titanium.

Examination of the fracture surfaces showed that under all conditions the grade 2
titanium underwent ductile failure. An example is shown in Figure 2a. The grade 3
titanium had a similar fracture surface when tested in oil or under anodic conditions.
However, as the elongation ratio decreased for the grade 3 titanium, the fracture surface
showed new features. These included brittle secondary cracks on the surface, some
evidence of large voids on the surface, and evidence of a new population of fine scale
voids. A micrograph is shown in Figure 2b. Additional information was obtained by
examining the hydride that formed on the surface of a sample after cathodic charging. In
the case of the grade 2 titanium, we found that there was a thick layer of hydrides, as
shown in Figure 3a, but that beneath this layer few hydrides were observed. In the grade
3 material, this thick layer was also observed, but in addition there were hydrides beneath
this thick layer extending into the matrix, as shown in Figure 3b. In flat samples charged
for 24 hours at an electrochemical potential of —1000 mVSCE, hydrides extended

Figure 2: Scanning electron micrographs of (a.) grade 2 titanium tested at -400 mVscg
and (b.) grade 3 titanium tested at —1400 mVgcg. The arrow points out fine microvoids.



approximately 50 um into the bulk and for an electrochemical potential of —1400 mVgcg
the hydrides extended approximately 90 pum into the bulk.

We also examined samples in which the crack had been stopped before
proceeding completely through the sample. In the grade 2 material we always found a
blunted crack, as shown in Figure 4a, with no evidence of cracking ahead of the rounded
crack tip. In contrast, in the grade 3 material we found a sharper crack extending from
the blunted crack tip, with evidence that microvoids were forming ahead of this blunted
crack and that these microvoids were connecting up to allow the crack to extend.

We now consider the results for Ti-5111. Figure 5 shows the elongation ratio of
this material plotted as function of applied potential. In the pH=8 solution, there was no
loss in elongation even though the electrochemical potential was very cathodic. In
contrast, in the pH=I1 solution the elongation ratio was essentially zero when the
electrochemical potential was below —1000 mVscg. The fracture surfaces of the samples
that showed no elongation to failure were very brittle, and examination of propagating
cracks in these samples showed that they tended to go through the B-phase (5). There
was no evidence of hydride formation in these samples, even though in the pH=1 solution
the hydrides were found to precipitate at potentials below —500 mVscg. However, these

Figure 3 : Scanning electron micrographs of hydrides on the surface of (a.) grade 2 and
(b.) grade 3 titanium after cathodic charging.

Figure 4 : Scanning electron micrograph of a crack tip in (a.) grade 2 titanium and (b.)
grade 3 titanium. Both tests were performed at —1400 mVscg. The circle in Figure 4b
highlights a region where the crack is connecting up between two microvoids.



samples failed so rapidly that there was insufficient times for the hydrides to nucleate and
grow to any extent.

DISCUSSION

In general, hydrogen cracking is thought of as a brittle fracture mode. In steels,
nickel-base alloys, and intermetallic compounds where atomic hydrogen is the
embrittling species, the fracture mode is usually transgranular cleavage or intergranular
fracture. Both of these fracture modes are associated with very limited ductility. In
systems where hydrides form, the fracture mode is also usually reported to be brittle [1].
The most general models suggest that hydrides form at the crack tip in the tensile field of
the crack. These hydrides then fracture in a brittle manner or a crack forms along the
hydride-matrix interface.

In our study of the grade 2 and grade 3 titanium, we found no evidence of brittle
failure. The fracture mode remained ductile, even though a decrease in the elongation
ratio was found for the grade 3 material. Our results suggest that hydrides nucleate in

i I ' ' '
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Figure 5: The elongation ratio plotted as a function of the electrochemical potential for
Ti-5111. Results are shown for tests run in both pH=1 and pH=8 3.5%NaCl.

the matrix in front of the crack tip. These hydrides then act as sights for microvoid
formation. As the stress in front of the crack tip increases, these microvoids connect up,
leading to crack advance. New hydrides then form in front of the crack tip and the
process is repeated. In the grade 2 material, the hydrides do not form in front of the crack
tip and this process does not occur. The reasons why the grade 3 material forms hydrides
in front of the crack tip whereas the grade 2 material does not form these hydrides has
been discussed in previous publications [4,6]. In short, we propose that the main reason
for this difference is the lower solubility of hydrogen in grade 3 material as a result of its
higher interstitial content. In addition, the higher yield strength of the grade 3 material
may contribute to its greater susceptibility to hydride-induced ductile failure.

When B-phase is present in the material but does not provide a continuous path
through the material, the fracture mode should be similar to that reported above. This
idea is consistent with the results of Nelson and Williams on Ti-6Al1-4V [7,8]. Once the



B-phase forms a continuous pathway, as it does for Ti-5111, the mechanism of hydrogen
embrittlement changes significantly. The B-phase has a higher solubility of hydrogen
than does the a-phase, and hydrogen will diffuse more rapidly into the B-phase. Thus
when the sample is tested in a sodium chloride solution under conditions where hydrogen
is generated, the atomic hydrogen will quickly diffuse into the material through this phase
and be primarily concentrated there. This high concentration then leads to embrittlement.
This result is again similar to that reported by Nelson and Williams for Ti-6Al-4V that
had been heat treated to have a continuous B-phase [7,8]. They found cracking along the
o/f interfaces and that the fracture mode was a brittle cleavage along the a/f} interface.

CONCLUSIONS

This paper has presented results for hydrogen embrittlement in three titanium-
base materials. Two were commercial purity titanium in which only the a-phase was
present. The third was an o/ alloy. The results showed in the commercial purity
titanium that the embrittlement occurred through the formation of hydrides. However,
the fracture was completely ductile and the hydrides acted as sights for void nucleation
and growth. These voids were then connected up through a fracture process that led to
crack advance. Thus, precipitation of hydrides in front of the crack tip is a critical feature
of this model. In the o/f material, the fracture was brittle. As shown in reference 5, the
crack propagated through the B-phase, which has a higher solubility for hydrogen and
also provides a faster diffusion path. Thus by a change in the microstructure of the
material, the fracture mode changes significantly.
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ABSTRACT

This paper andyzes the evolution of hydrogen-assisted damage topography in progressively drawn pearlitic stedls.
The fractographic andysis reveded changes in the microscopic topographies depending on the fracture propagation
mode, with an evolution from pure tearing topography surface (TTS) in dightly drawvn steds to a kind of very
deformed TTS (in direction of cold drawing or wire axis) in heavily drawn steds. An image andys's technique was
used to andyze the different microscopic fracture modes, thus finding correlations between them. Results showed
that the very deformed TTS really observed in heavily drawn stedls could be virtually obtained by deforming —in
the drawing direction- the micrograph of dightly drawn stedls. This fact provides bases to ducidate the red physica
micromechanism of hydrogen-assisted fracture in pearlitic Seds.

KEYWORDS

Pearlitic stedl, cold drawing degree, hydrogenassisted micro-damage, fracture micromechanisms

INTRODUCTION

Cold drawn eutectoid stedls are high-strength materials used as congtituents of prestressed concrete structures in
cvil engineering. Previous research [1,2] dedt with the fracture of this kind of sted in aggressive environment,
showing that heavily drawn prestressng stedls exhibit anisotropic fracture behavior associated with changes in the
crack propagation direction and trangtion from mode | to mixed mode propagetion approaching the wire axis
direction.

In more recent works [3,4] this research line has been developed to anadyze steels with intermediate degree of cold
drawing, in order to relate —in the materids science manner— the macroscopic behavior of the steds with their
microdructure a the two basic microstructurd levels of the pearlite colonies [5,6] and the pearlitic lamdlar
microgtructure [7,8], as afunction of the cold drawing degree achieved during the manufacturing process to produce
the find commercid product.

This paper goes further in the research line and studies —by means of image analys's techniques— the evolution of
hydrogen-ass sted microdamage topographies a the microscopic levels for the different degrees



of cold drawing, in order to ducidate the physca micromechanisms of fracture of pearlitic seds in hydrogen
environments, taking into account the progressvely anisotropic fracture behaviour as the strain hardening leve
produced by cold drawing increases.

MATERIALSAND MICROSTRUCTURE

The materids used in this work were high-strength stedls taken from a rea manufacturing process at EMESA
TREFILERIA, SA. Wires with different degrees of cold drawing were obtained by stopping the manufacturing
chain and taking samples from the intermediate stages. The different stedls were named with digits O to 6 which
indicate the number of cold drawing steps undergone. Table 1 shows the chemica composition common to dl sedls,
and Table 2 includes the diameter (D;), the yidd strength (svy), the ultimate tensile stress (sg) and the fracture
toughness (K ¢).

TABLE 1
CHEMICAL COMPOSITION (Wt %) OF THE STEELS

C Mn Si P S Cr V Al
0.80 0.69 0.23 0.012 0.009 0.265 0.060 0.004
TABLE 2

DIAMETER REDUCTION AND MECHANICAL PROPERTIES OF THE STEELS

Stedl 0 1 2 3 4 5 6

D;(mm 1200  10.80 9.75 8.90 8.15 7.50 7.00
sy(GPa) 0686  1.100 1.157 1.212 1.239 1271 1506
sg(GPa) 1175  1.294 1.347 1.509 1521 1526 1762

Kic (MPamb2) 60.1 61.2 70.0 74.4 110.1 1065 1079

The microgtructurd evolution with cold drawing was studied in previous woks [5-8]. Attention was paid to the
evolution with cold drawing of the two basic microgtructurd levels: the pearlite colonies (first level) and the pearlitic
lamellae (second leve). With regard to the first microgtructura level, a progressive eongation and orientation of the
pearlitic colonies in the cold drawing direction (wire axis) was observed [5,6]. In the matter of the second
microdtructurd leve, the andyss showed an increasing closeness of packing (with decrease of the interlamellar
gpacing) and a progressive orientation of the pearlitic lamellar microgtructure in the cold drawing direction [7,8].
Therefore, both pearlite colonies and pearlitic lamellar microstructure tend to align to a direction quas-pardle to the
wire axis as cold drawing proceeds. Figures 1 and 2 (cf.[8]) show the pearlitic microstructure of steels 0 and 6
respectively, by means of micrographs corresponding to longitudind metalographic sections of the wires (those
sections containing the wire axis). It is seen that, while the microstructure of sted 0 (hot rolled bar which is not cold
drawn at dl) is randomly oriented, the microstructure of sted 6 (prestressing stedl heavily cold drawn) is markedly
oriented in the direction of the wire axis (or cold drawing direction) which corresponds to the verticd sde of the



micrographs. Figures 3a and 3b plot the quantification of this orientation effect at the levels of colonies and lamelae
respectively.
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Figure 1: Microgtructure of stedl O (L-section) Figure 2: Microgtructure of steel 6 (L-section)
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Figure 3: Evolution with cold drawing of the orientation angles of pearlite colonies () and lamdllae (b), in the
longitudinal (L) and transverse (T) metallographic sections. In (a) the angle was measured between the major axis of
the colony (modeled as an dlipsoid) and the axid direction (L section) or the radia one (T section). In (b) the angle
was measured between the direction of the lamellae in the metalographic cut and the axid direction (L section) or
the radia one (T section).

EXPERIMENTAL PROGRAM

To analyze the hydrogen asssted cracking (HAC) behavior of the different steds, dow dran rate tests were
performed on precracked sted wires. Samples were precracked by axid fatigue in the norma laboratory air
environment to produce a transverse precrack, so that the maximum stress intengity factor during the last stage of
fatigue precracking was Kmax = 0.30K ¢, and the crack depth was a = 0.30D in dl cases, with D as the wire
diameter. After precracking, samples were placed in a corrosion cell containing agueous solution of 1g/l Ca(OH),
plus 0.1g/l NaCl (pH=12.5). All tests were conducted under potentiogtatic control at —1200 mV vs. SCE at which
the environmental mechanism is HAC [1]. The applied displacement rate in axid direction was congtant during each
test and proportiona to each wire diameter: 1.7 x10-3 mmvmin for sted 6 and 3.0 x10-3 mm/min for sted 0.

The experimenta results showed an important fact: the HAC behaviour becomes more anisotropic as the cold
drawing degree increases, as depicted in Figure 4 by means of the fracture profile (macroscopic topography of the
fracture surface). Thus atransverse crack tends to change its propagation direction to approach the wire axis or cold



drawing direction and an initid mode | growth evolves towards a mixed mode propagation (strength anisotropy

with regard to HAC).
[
- f

Figure 4: Evolution with cold drawing of fracture surfaces in HAC, from dightly to heavily drawvn steds (left to
right). Increasingly anisotropic behaviour with cold drawing (f: fatigue |: mode | propageation; Il: mixed mode
propagation; F: find fracture by cleavage).

FRACTOGRAPHIC ANALYSS

A fractographic andysis by scanning eectron microscopy (SEM) was carried out on the fracture surfaces to
elucidate the microscopic modes of fracture. Figures 5 and 6 offer respectively the microscopic topographies for hot
rolled bar (sed 0 which is not cold drawn a dl) and for a heavily drawn prestressng stedl (sted 6 which has
suffered six steps of cold drawing).

In the hot rolled bar (sted O; cf. Figure 5) there is a subcritical crack growth in mode | by tearing topography
surface (TTS, cf. [9-12]) before the unstable cleavage-like propagation associated with mechanicd find fracture.
This specia microscopic fracture mode is undoubtedly associated with hydrogen-assisted micro-damage in seds
with pearlitic microstructure [11-12].

In the heavily drawn prestressing sted wire (stedl 6; cf. Figure 6) the microscopic fracture mode is akind of very
deformed TTS, the deformation axis coincident with the cold drawing direction. This topography is produced as a
consequence of the macroscopic crack deflection with mode Il propagation, as if a previous TTS mode had been
srained by shear in its own fracture plane (quasi-parale to the drawing axis).

Figure 5: Microscopic fracture mode in stedl 0. Figure 6: Microscopic fracture mode in stedl 6.

The microscopic fracture modes of Figures 5 and 6 may be classified as hydrogen damage topographies (HDT).
The appearance of this generic topography is a function of the degree of drawing so that it can be noted as HDT®,
where i is the number of cold drawing steps undergone by the stedl. Thus the topography HDT® evolves form pure
TTS (which corresponds exactly with the mode described in [9-12]) in stedl 0 to HDT® (akind of TTS very



deformed in the wire axis or cold drawing direction) in sted 6. Between them, a wide range of HDT topographies
with intermediate degree of deformation was observed.



DISCUSSION

Form the observation of the fractographs corresponding to HDT® (Figure 5) and HDT® (Figure 6), the following
satements may be drawn:

* All the HDT modes for different degrees of cold drawing are associated to the same HAC mechaniam (cathodic
potentials and decresse of stressintensity factor).

A generic HDT® exhibits an apparent deformation (in the fractograph) which is an increasing function of the
degree of cold drawing (represented by the superindex i which indicates the number of cold drawing steps
undergone by the sted!).

» Such a deformation seems to be oriented in the direction of the larger Sze of the fractograph, i.e,, in a direction
quas-pardld to the wire axis or cold drawing direction.

Thus the question arises about whether or not a geometric relationship does exist between the HDT modes o that
one can be virtually obtained by deformed a previous one (associated with a lower degree of cold drawing). This
virtua transformation is sketched in Figure 7, in which the initid fractograph HDT® (or pure TTS) in the hot rolled
bar is virtudly oriented in the direction of HAC in the cold drawn materid and deformed by transformations in the
radia, hoop and axial directions.

The parameters of the geometric transformations are obtained by the hypothess of conservation of volume in the
Plasticity theory and represent the virtual deformation which should be applied to the HDT® to obtain other
HDT® (j > i). Figure 8 shows the resuilts of this virtual deformation process to obtain HDT® from HDT®, whereit is
seen tha this virtud topography redly resembles the red one shown in Figure 6, which confirms tha the
micromechanism of fracture is Smilar in both cases.
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Figure 7: Virtual deformation of the fractograph. Figure 8: Virtual HDT® by deformation of HDT®.



CONCLUSIONS

In eutectoid stedls, the microstructura changes produced by the cold drawing process affect the macroscopic
behavior with regard to environmentally asssted cracking in generd and hydrogen assisted cracking (or hydrogen
embrittlement) in particular.

In heavily drawn stedls, the microscopic fracture mode is a kind of very deformed tearing topography surfece, the
deformation axis coincident with the cold drawing direction. This topography is produced as a consequence of the
macroscopic crack deflection with mode |1 propagation.

A proportiona relationship was found between the different hydrogen damage topographies (HDT): the very
deformed TTS really observed in heavily drawn stedls could be virtually obtained by deforming the micrograph of
the pure TTS (associated with the hot rolled materid) in the direction of cold drawing.
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ABSTRACT

Impact tension, bending and torsion experiments are performed using precracked strip and pipe specimens made of
polymethyl methacrylate. The dynamic strain concentration factor, Kq ., is evaluated on the basis of the dynamic
strain histories measured at the crack-tip and the smooth portion of each specimen in terms of the strain gauge
method. The magnitude of Ky, of the short specimen is larger than that of the long one except for the pipe in the
case of impact bending. The similar influence of specimen length on the dynamic stress concentration factor Kg ,, is
evaluated by numerical analysis. When the dynamic stress concentration factor is evaluated for the incident stress
wave without the influence of reflected w aves, it is i nfluenced by the crack-tip ge ometry. But, the crack-tip
geometry dose not influence on the static stress concentration factor, K., which is evaluated in a small region at a
crack-tip by a new method.

KEYWORDS

Strip, pipe, PMMA, crack, impact experiment, numerical analysis, stress concentration factor.

1. INTRODUCTION

Under a static load, the stress intensity factor is conveniently used to evaluate the integrity of a cracked structural
member without regarding for the size effect, if the product of the stress applied and the square root of crack length
is equal to that of model for an analogous geometry. However, according to our previous investigations, the fracture
strength of a specimen subjected to an impact force showed size dependence, which is named as the mechanical
size effect [1,2]. Therefore, it is considered that the investigation on the influence of the length on the impact
fracture strength of cracked member is important to secure the safe design. However, no investigations of this type
have b een r eported except for our previous papers[1,2]. Thus, this report i ntends to c larify t he i nfluence of
specimen length on the impact fracture strength using cracked strip and pipe specimens made of polymethyl
methacrylate (PMMA).

Numerical analyses were also performed to consider the experimental results. Since the influence of the reflected
waves is included in these results. Then, the influence of the crack-tip geometry on the dynamic stress concentration
factor was also considered without the influence of the reflected waves. Furthermore, it has been pointed out that
macroscopic stress analysis for a structural member should be related to the microscopic consideration, taking into
account the atomic-level mechanical condition, in order to clarify the fracture mechanism [3]. But, microscopic



investigations do not always consider the loading condition [4,5]. Then, the influence of the crack-tip geometry on
the static stress concentration factor is also numerically analyzed by a new method, which enable us to consider the
mICroscopic stress concentration at a crack-tip under a given macroscopic loading condition, and the results were
compared with the results of the investigation on the dynamic stress concentration factor.

2. EXPERIMENTAL

2.1 Preparation of Specimens

Long and short strip and pipe specimens made of PMMA were prepared. The Young’s modulus and the density of
this material are 2.99GPa and 12x102kg/m3, respectively. The width and the thickness of strip specimens were 80
and Smm, respectively. The crack length, which was introduced on one side of each strip using cutter and falling
weight, was 10mm. The outer and inner diameters of pipe specimens were 30 and 25mm, respectively, and a partial
circumferential precrack was introduced with the length of 16, 12 and 19mm for impact tension, bending and

torsion experiments, respectively.

2.2 Experimental Method and the Results

Impact tension, bending and torsion experiments were performed by the falling weight method, as shown in Figs.
1(a) ~ (e). In the case of the impact bending experiment, the cracked side of the specimen was set as for the tensile
side, as shown in Figs.1 (b) and (d). Dynamic strains were measured by strain gages cemented at the crack-tip and
the smooth portion of every specimen. The distance between a crack-tip and the centerline of the strain gage was
0.5mm. In the case of impact torsion, strain gauges were cemented at the crack-tip and the smooth portion of pipe
at an angle of 45° to the axis of pipe, respectively. Every crack extended obliquely to the axis of pipe by an impact
torsion. Typical examples of strain history are shown in Figs.2(a) ~ (d).
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Abrupt rise in strain is evident in each strain history measured at the crack-tip. This abrupt rise in strain was caused
by the fracture of the strain gage due to the crack extension, and all specimens were fractured in a brittle manner.
Thus, the strain, £, at this point was considered to correspond to the impact fracture strength of the cracked
specimen. On the other hand, no abrupt rise was observed in the strain history measured at the smooth portion of
the specimen, but the maximum strain, £, was observed at almost the same time as the time of the above
mentioned abrupt rise in the strain history at the crack-tip. Next, the dynamic strain concentration factor was
definedby Ky ., =€ ./ €. The influence of specimen length on K , was shown in Fig.3.

In Fig.3, the magnitude of Ky . of the short specimen is larger than that of the long one in all cases, except for the
case of the impact bending of the pipe specimen. Comparing Figs.2 (a) and (b), it is evident that the magnitude of
€ cis almost the same, but that & s of the long specimen is slightly larger than that of the short one. The time, T,
to attain the fracture strain, € ., of the long specimen is also longer than that of the short specimen. This result
implies that the stress amplitude was increased by the superposition of stress waves reflected at both ends of the
specimen. However, in the case of impact bending, the magnitude of K. of the short pipe specimen is little bit
smaller than that of the long one, as shown above. In order to consider the reason for this, numerical analyses were
performed by the finite element method (FEM) employing the DYNA3D.

3. NUMERICAL CONSIDERATIONS

3.1. Influence of Specimen Length on the Dynamic Stress Concentration Factor

The strip and pipe models were made of PMMA and divided into 400 and 600 elements, respectively. Typical
examples of stress history are shown in Figs.4 (a) and (b). The stress wave propagates with the velocity, v, then, it
needs the time 7| =L/v to travel the specimen length, L. Since the time 77 is shorter than the time T . to attain the
maximum stress amplitude, O, after the arrival of wave at the crack-tip, reflected waves were included in the
maximum amplitude. Therefore, the dynamic stress concentration factor, Ky ,, which was defined as the ratio of
O to Oy at the smooth portion of model, was influenced by the length of model as shown in Fig. 5. Where, O is
the stress averaged for the time T . Thus, the length dependences of Ky . and Ky, are also understood by
considering the effect of superposition of mechanical waves, which means both strain and stress waves.

However, in the case of the pipe model, stress waves propagated in spirally between the outer and inner surfaces.
Then, it is supposed that the dynamic stress distribution will be very complicated and different from other cases.
This is the reason for the different length dependence. But, the computation needs very long time and so an exact
analysis shall be performed in the future. In the case of impact torsion, the shearing stress showed very complicated
history. And crack extended obliquely for the axis of pipe. Then, the fracture would be caused by the normal stress
at the crack-tip. Therefore, the tensile stress component should be used rather than the shearing stress component in
order to evaluate the dynamic stress concentration factor. However, the stress concentration factor for the tensile
stress was c onsidered in the case of impact tension as described above. T hus, stress history and the stress
concentration factor are not described in the case of impact torsion.

3.2. Influence of Crack-tip Geometry on the Dynamic Stress Concentration Factor

As described above, reflected waves were included in the maximum amplitude, and the investigation for the
microscopic region at a crack-tip is indispensable to clarify the fracture mechanism. Then, the influence of the
crack-tip geometry on the dynamic stress concentration factor was numerically investigated for the incident wave
without the influence of reflected waves. When an impact tension was imposed with the amplitude of 2MPa on the
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left side of the strip, which has a central crack, the stress histories were recorded at the loaded side and at the crack-
tip as shown in Fig.6 (a). In this figure, the peak stress was recorded at the crack-tip. The dynamic stress intensity
factor also shows similar peak [6]. In Fig.6 (a), no reflected waves came back to the crack-tip yet until the peak
stress was attained. In this case, the dynamic stress concentration factor, Kq was defined as the ratio of the peak
stress to the stress amplitude of incident wave and shown in Fig.6 (b) for five types of crack-tip geometries.
According to this figure, the magnitude of Ky  was influenced by the crack geometry.

33 Influence of Crack-tip Geometry on the Static Stress Concentration Factor
It is also important to determine how the dynamic stress concentration factor is different from static one. Thus, the

influence of the crack-tip geometry on the static stress concentration factor was numerically investigated by a new
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method. Usually, a crack 1s considered as a hairline crack. However, the geometry of a crack no longer resembles a
hairline crack under the observation by a high magnification microscope [8]. It implies that it needs to change from
engineering scale to microscopic one to investigate a microscopic geometry. Similarly, it is considered that the
stress distribution in the microscopic region at a crack-tip should be analyzed using a microscopic scale, which is
suitable to investigate the influence of microscopic geometry on the stress concentration at a crack-tip in detail,
instead of engineering one as follows.

In the first step of this method, the stress distribution around a small region, SR, which includes a crack-tip, was
analyzed for a strip with a central crack under a given tension, F. In the second step, the stress distribution was
loaded on the boundary of the small region after an imaginary magnification, which is not merely a simple zooming
up but also reveals small defects such as short crack, S, void, Vg, and grain boundary, Gy,. These models are shown
in Figs.7 (a) and (b). These models were divided into about 88 and 172 elements for the first and the second steps,
respectively, and analyzed by FEM. Since the suitable magnification can not be predicted beforehand, five types of
stress distributions are selected to simulate the stress distribution to be applied on the upper side of the small region
as shown in Fig.8. The local static stress concentration factor was defined as Ksc =0/ O .1 in the small region,
SR. Where, O and O, are the maximum stress at the crack-tip and the mean stress averaged over the length of
upper side, L, of SR. The influence of crack-tip geometry on K¢ is shown in Fig.9. According to this figure, the
crack-tip geometry does not influence on the magnitude of Ki..

4. CONCLUSION

Impact tension, bending and torsion experiments were performed using cracked strip and pipe specimens made of
PMMA. Except for pipe specimen in the case of impact bending, the dynamic strain concentration factor of short
specimen was slightly larger than that of long one. The similar influence of specimen length on the dynamic stress
concentration factor is evaluated by numerical analysis. These size effects can be understood by considering the
interference effect of mechanical waves. The dynamic stress concentration factor is also influenced by the crack-tip
geometry, when it was evaluated without the influence of reflected waves. But the static stress concentration factor,
which was evaluated in the microscopic region at a crack-tip by a new method, was not influenced by the crack-tip
geometry.
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IMPACT WELDING OF ALUMINUM TUBE TO A STAINLESS STEEL TARGET
— EFFECT OF DEFORMATION OF TUBE ON BONDING CONDITION -

H. DATE
Department of Mechanical Engineering
Tohoku Gakuin University
1-13-1 Chuo, Tagajo 985-8537, Japan

ABSTRACT

A tubular aluminum projectile, subjected to a longitudinal impact, was impact-welded onto a
stainless steel target using a gas gun at impact velocities of 200 m/s or more. The bonded area
was estimated using acoustic tomography. The microstructures and element distribution in the
joint were analyzed by means of SEM and Energy dispersive X-ray spectroscopy. It appeared
that the aluminum projectile was bonded to stainless steel target at an impact velocity from
200 to 300 m/s. The compound layer was observed at the joining interface of
aluminum/stainless steel by SEM. The bonding strength of aluminum/stainless steel joint
showed a maximum of 190 MPa at 230 m/s and decreased with lower impact velocity. The
bonding strength at impact velocities of 220~ 240 m/s was stronger than fracture strength of

the aluminum projectile.

KEYWORDS

tube impact-welding, aluminum/stainless steel joint, compound layer, bonding strength

INTRODUCTION

The bonding technique of a tube to a tube or a plate is one of important techniques in
mechanical engineering. It has been reported previously by Date and others that a cylindrical
projectile with a flat end subjected to a longitudinal impact was bonded to a target plate at
impact velocities of 200 m/s or more using a gas gun [1]. A tube was also impact-welded on a
flat target using the same gas gun [2]. However the bonding mechanism of the tube could not
be deduced by the results of the bar, since the two deformation processes during impact were
different. Here, the impact welding of an aluminum tube to a stainless steel target was carried
out and the bonding mechanism was examined by the bonding area, deformation process,
bonding strength and the compound layer at the joining interface. The differences of the
bonding mechanisms of the bar and the tube were clarified with some of the points described

above and the proper phenomena about the tube were found out in the experiment.



MATERIALS AND EXPERIMENT

The materials used were stainless steel plates (SUS304) having a diameter of 40 mm and a
thickness 5 mm as the target and pure aluminum rods (A1050) having an outer diameter of 11
mm, inner diameter of 6 mm and length 20 mm as the projectile. The aluminum was annealed
at 623 K for 3.6 ks. The impact face of target was polished using polishing paper having a
mesh of 800 after grinding. An aluminum projectile collided with the stainless steel target at
an impact velocity of 200 m/s or more using compressed nitrogen gas [1]. The impact welding
was carried out in a vacuum chamber because the air compressed between the target and
impact face of the projectile prevented welding. The impact velocity of the projectile was
evaluated by a laser beam system. The bonding area was observed and measured using a
scanning acoustic tomograph. The microstructure and element distribution in joining interface
of the bonded specimen sliced to a thickness of about 3 mm were analyzed by means of SEM
and energy dispersive X-ray spectroscopy (EDX). A tension test for measuring the bonding

strength of the sliced specimen described above was carried out [1].

BONDED AREA AND DEFORMATION OF PROJECTILE

Two ultrasonic images of the bonded area are shown in Fig. 1 (a) and (b). The impact
velocities are 274 m/s and 339 m/s, respectively. The central ring areas in Fig. 1 (a) and (b)
are called the inner ring area. Since appearance of the outer ring area shown in Fig.1 (a)
depends on the impact velocity as described later, the inner ring area is defined as the bonded
area hereafter. The superimposition of a bonded area and a cross-sectional profile of the
deformed projectile are given in Fig. 2. Figure 2 shows that the bonded area was not formed
at the center of the impact face of the tube wall, but more to the inside. It was clarified that the
outer ring area was formed by the folding of the outer wall of the tube because the inner
diameters of the outer ring area were larger than the initial outer diameters of the tube. It is
observed that the metal of the inner wall flowed in and piled up in the tube. An opening like a

crack is observed along the deformed inner wall of the tube.

1 3:1.2 KEII-({INg-35)
45 x 45 mm . mm 10mm
(a) v=274 m/s (b) v=339 m/s Fig. 2 Deformation profile of projectile

Fig. 1 Acoustic images of bonded area and bonded area ( v =254 m/s)



The cross-sections of specimens bonded at the impact velocities of 238 m/s and 339 m/s are
shown in Fig. 3(a) and (b). The contour of the outer wall after deformation is similar to the
mushrooming profile. However, the profile of the inner wall is complicated as described
below. Though the velocity of the metal flowing toward the center of the tube decrease as the
inside of the tube is filled with the metal, the metal of the outer wall has continued to flow out
during impact. The velocity difference of the two metal flows caused a crack to be initiated,
grow and penetrate the wall. Finally the inside metal only is bonded at the target and the other
part of the tube is separated from the target. It is clarified from Fig. 3 (a) and (b) that the outer
ring area shown in Fig.1 (a) has vanished at a high velocity impact because the outer edge of
the impact face of the projectile was lifted up from the target surface and the outer ring area
was torn up. The effect of the impact velocity on the bonded area is given in Fig. 4. The size
of the area hardly increases with impact velocity unlike the bar [1]. This means that the heat

generation on the impact face of the tube is almost constant regardless of impact velocity.
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COMPOUND LAYER AND ELEMENT DISTRIBUTION

The magnified microstructure and X-ray image analysis of elements can be seen in Fig. 5 (a)
and (b). Table I gives quantitative analysis of the phase formed at the joining interface in Fig.
5 (a). The maximum thickness of the compound layer was about 8 um as seen in Fig. 5 (a)
and (b). Figure 6 shows the maximum thickness of the compound layer plotted against impact
velocities. The thickness hardly increases with impact velocity. The element distribution
hardly depends on the position in the compound layer as shown in Table I and the content is
almost constant regardless of impact velocity as shown in Fig. 7. The content of aluminum is
more than that of Al;Fe seen in the alloy phase diagram. The lack of dependence of aluminum

content on the impact velocity and the position in the layer described above is the same as th
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Table I Quantitative analysis of elements (at %)

1 2 3 4 5
Al 2.7 99.7 79.0 78.8 72.8
Cr 19.3 0.0 4.4 4.4 5.4
Fe 69,9 0.3 15.1 15.3 19.7
N1 8.1 0.0 1.5 1.5 2.1
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results for the bar [1]. A mechanical mixing model has been proposed previously by Date
for interpreting the formation mechanism of the compound layer by impact welding [3]. The
model consists of mixing and solidification of the melting metals. It is deduced from the
results obtained using the model that the high content of aluminum in the layer shows much

lower heat generation on the impact face than that of explosive welding.



BONDING STRENGTH

Figure 8 shows the dependence of the bonding strength on impact velocity. It was reported
previously that the bonding strength of the impact-welded bars is independent of impact
velocity because a fracture has not occurred at the joining interface, but on the aluminum
projectile. However, as shown in Fig. 8, the bonded strength of the tube decreases with higher
impact velocities. The difference of the two tendencies depends on the following difference of

the deformation processes of the bar and tube.
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Fig. 8 Effect of impact velocity on bonding strength

The radial deformation was generated at the impact face of the cylindrical projectile subjected
to a longitudinal impact. Since the radial displacement increases with the radial distance at
symmetric deformation with respect to the axis, the deformation applies a shearing force on
the joint. In the case of impact welding of the bar, the compound layer hardly suffers
deformation because the layer was formed in the vicinity of the center. However, since the
forming position of the compound layer at the impact face of the tube is near the inner wall, a

shearing force acts on the interface. It is also clarified that the shearing deformation

x50 904 20KV - Lhm

(a) v=233m/s (b) v=260 m/s
Fig. 9 EDX images of fracture surface obtained by tension test



increases with impact velocity. It is conjectured that the deformation initiates a micro-crack in
the layer and the increasing of the impact velocity causes the length of the crack to increase.
The X-ray image analyses of the fracture surface at the point with the maximum bonding
strength in the compound layer after the tension test are shown in Fig. 9 (a) and (b). The
impact velocities are 233 m/s and 260 m/s, respectively. Since the white dots show aluminum,
a decrease of aluminum is observed with impact velocity. The decrease of aluminum indicates
that the fracture surface moves from the aluminum side to the compound layer side with
increasing impact velocity. Finally, when impact welding of a tube was carried out with
impact velocities of 220 ~ 240 m/s, the bonding strength was stronger than the fracture

strength of aluminum.

CONCLUSIONS

An aluminum tube was impact welded onto a stainless steel target and the following
results were obtained.

1) Acceptable impact-welding was obtained at impact velocities from 200 m/s to 300 m/s
because the inside flow of metal in the tube caused poor welding at impact velocities of 300
m/s or more.

2) Since the temperature generated at the impact face of the tube was lower than that obtained
by the impact-welding of the bar, the thickness of the compound layer was thinner than that
of the bar and hardly depends on impact velocity.

3) The bonding strength decreased with impact velocity because the bonding surface received
shearing deformation with impact velocity.

4) The bonding strength was stronger than the fracture strength of aluminum, when impact

welding of a tube was carried out at impact velocities of 230 ~ 250 m/s.
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IMPORTANCE OF CRACK TUNNELING DURING FRACTURE:
EXPERIMENTSAND CTOA ANALYSES
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ABSTRACT

This paper compares experimental crack-front shapes recorded at various stages of crack extension with
area-average crack-extension values during fracture tests conducted on 2024-T351 aluminum alloy plate.
Crack-front shapes were determined by fracturing the specimen to a predetermined amount of crack
extension, and fatigue cycling the specimen for about 2,000 cycles at a high stress ratio (Pmin/Pmax) to mark
the crack-front location. For each shape, the area-average crack length was determined. The evolution of
tunneling was used to create a calibration curve that could be used to adjust surface measured crack length
values, for a more representative comparison with analyses that use a straight crack-front approximation.
The analysis compares much more favorably with the average crack extension than with the surface
measured values near maximum load. However, the area average technique tends to over correct crack
extension near the crack initiation load. Crack tunneling results show that the area average technique
produces more representative crack-length measurements compared to optical based surface measurements.

KEYWORDS

CTOA, crack extension, unloading compliance, area-average, tunneling, finite-element analysis

INTRODUCTION

During the 1990’s, as part of a national aging aircraft program, NASA Langley Research Center (LaRC)
conducted intensive research on the fracture behavior of thin sheet aluminum aloys [1]. Some of the
products of that research were the constant critical crack-tip-opening-angle (CTOA, Y ) fracture criterion,
optical/digital imaging means for measuring CTOA, and optical methods for measuring surface crack
extension [2]. Two additional means of measuring crack extension, unloading compliance and area average,
were not used in favor of the optical methods. This paper presents a comparison of experimental crack-front
shapes recorded at various stages of crack extension with area-average crack extension values, and shows
how these various measures compare with surface measured values and typical finite-element predictions.

BACKGROUND

WEélls [3] originally proposed the use of the crack-tip-opening displacement (CTOD) or angle (CTOA)
during his experimental work. CTOA (Y ) is usualy applied as the angle formed by stable tearing material
measured at a fixed distance, d, behind the moving crack (typically, d is taken as 1 mm). The fracture
methodology developed as part of the NASA program assumes that the critica CTOA is constant and
independent of loading and in-plane configuration, as long as the crack length is about 4 times the plate
thickness. The criterion has been applied in both two-dimensional (2D) and three-dimensional (3D) finite-
element analysis (FEA). Inherent in 2D FEA is the approximation that the crack front is flat and straight
through the thickness of the model. However, neither plane stress nor plane strain accurately capture both



the local stress triaxiality near the crack tip and the plane-stress behavior remote from the crack. Three-
dimensiona analyses with a flat, straight crack-front maintain a straightforward modeling approach, yet
capture the complex constraint behavior missing from typical 2D anaysis. The methodology is applied by
finding Y ¢ such that the analysis matches the average maximum load for coupon tests (typically, compact
tension, W = 152 mm, specimen). This angle is used in subsequent analyses for predictions of crack
extension and fracture.

Figure 1 shows a schematic of atypical fracture surface. Initially, the material fails in tension, most likely
due to micro-void coalescence. Tunneling occurs on the interior, and shear bands start on the surface and
eventually join to form a single shear dominated fracture surface.

Recently, a wide variety of fracture tests were conducted on 6.35 mm thick 2024-T351 aluminum alloy [4].
Both C(T) (compact tension) and M(T) (middle-crack tension) specimens were tested. Figure 2 shows
selected load-crack extension results, including both test and analysis results. The 152 mm wide C(T) was
used to find Y ¢, the critical value of CTOA, by matching the average maximum load for the tests. Thisvalue
of Y . was used to predict the behavior of the other C(T) and M(T) configurations. The results show that the
constant critical CTOA fracture criterion is transferable between C(T) specimens and M(T) specimens and
show that the analysis was able to accurately predict the maximum load for C(T) specimens ranging in size
from 50 mm to 152 mm and for M(T) specimens ranging in size from 75 mm to 1016 mm.

A consistent observation made of these load-crack extension curves (and similar curves for other thin sheet
and plate materials) is that the straight crack-front analysis generally over-predicts crack extension, before
and after maximum load. A number of factors could be contributing to the discrepancies in crack extension,
including crack-front tunneling, transition from initialy flat fracture to slant fracture after maximum load,
and the simplicity of the constant value of CTOA.

CTOA is alocal fracture criterion that is always measured a fixed distance from the current crack tip. An
aternative fracture criterion is ds, which is the displacement measured across the original crack tip location
using a5 mm gauge length. ds isinitialy aloca parameter, but after crack extension behaves more like a
remote parameter. Figures 3 (a) and (b) show load-ds plots for the 152 mm wide C(T) and 1016 mm wide
M(T), respectively. In contrast to the load-crack extension comparisons, shown in Figure 2, the analysis
matches the ds behavior of the tests very well. The ds results compared well before and after maximum load,
corresponding respectively to the local and remote stages of crack extension. The resultsin Figure 3 (b) are
somewhat abbreviated because the clip gage measuring ds went out of range near the end of the test.
However, data was collected past maximum load.

The results in Figure 3 strongly suggest that the flat, straight crack front in the 3D analysis represents the
“average” crack length at any given load. Returning to Figure 2, the amount that the analysis over-predicts
crack extension is on the order of the plate thickness. The crack extension was measured on the surface of
the specimen during the test using a traveling-stage optical microscope. The surface measured value is the
shortest crack length if the specimen is experiencing crack-front tunneling. A more appropriate comparison
metric may be to use an average crack length measure, such as unloading compliance or an area average.

TUNNELING TESTS

Experiments and analyses were performed to characterize the crack tunneling for the 6.35 mm thick 2024-
T351 aluminum alloy. The typica approach to characterize crack tunneling is to perform a multiple
specimen test to obtain one crack-front per specimen [2]. In an effort to obtain more data per specimen, a
combined approach was taken here. Three specimens are single crack-front tests, while the final specimen
was used as a multiple crack-front specimen test.

A number of methods may be available to mark the crack fronts and measure the tunneling. Dye penetrants
could be used while the crack is held open to take advantage of the capillary action at the crack.
Radiographic measuring methodologies may be able to characterize the crack extension. Herein the crack
front was marked with fatigue cycles at a high stress ratio (R = 0.75 or 0.8) and arelatively high load (80%



of the current fracture load). Typically about 2000 cycles were applied to mark the crack front. The crack
front shapes were measured using an optical microscope with X-Y traveling stages.

Three C(T) specimens of width 152 mm were fatigue pre-crack at low stress levels (8 MPa Om) to an a/W of
0.4. Each specimen was loaded just enough to cause a predetermined amount of crack extension. Then the
fracture crack front was marked using fatigue crack growth. For each specimen, some or al the of the
following were collected: load, load-line displacement, crack-mouth-opening displacement, ds, unloading
compliance, crack extension, and surface field displacements in the vicinity of the original crack tip. The
amount of crack extension was based on the desire to characterize the tunneling progression along the crack
front for various loading levels. The first specimen was loaded until about 0.25 mm of surface crack
extension was visible. Two subsequent specimens were loaded to lower loads based on the unloading
compliance load-crack extension curve. Table 1 summarizes the maximum load as well as maximum
interior and surface crack extension values. The tunneling magnitude is T = Dana - Das, where Dans is the
crack extension on the interior, and Da; is the crack extension on the surface. The load corresponding to K¢
for this material and configuration is about 10.7 KN.

Figure 4 shows the measured fatigue and fracture crack fronts from the multiple crack front specimen test.
Also included in Figure 4 are the area-average (dash-dot) crack lengths for each crack front. Unloading
compliance crack extension is somewhat less than area average and is omitted here for clarity. During the
early stages of growth, for instance, at the lowest load from Table 1, the crack has some extension aong
nearly 80% of the fatigue crack-front. This extension was attained at only about 25% above the equivalent
Kic load for this material, indicating that there may be relatively high constraint on the interior of the
specimen encouraging growth at such low loads. The estimated plastic zone radius at this load is about 4
mm -- well beyond the limits of LEFM, but still smaller than the thickness. Additionally, this indicates that
the crack extension may be retarded on the surface by plasticity, since surface-crack extension does not
initiate until significant tunneling has taken place. Tunneling initially increases as the tensile fracture region
develops, then as the shear lips form with increasing plasticity, tunneling decreases to an essentially constant
value during fully developed slant fracture. The fatigue crack-front tunneling was about 12% of the plate
thickness (B). Tunneling increases to about 40% of B when surface growth starts. After the flat-to-slant
transition is compl ete, tunneling stabilizes at about 20% of B.

CRACK EXTENSION CALIBRATION

For tunneling cracks, there are, at least, four crack-length measurements: (1) crack length on the free surface,
(2) unloading compliance crack length, (3) area-average crack length, and (4) maximum crack length in the
interior. Figures 2 (a) and (b) compare experimentally measured surface values of crack extension with
straight crack-front FEA results. Since tunneling does occur, it is desirable to account for the tunneling
either in the analysis or in the test data. The most desirable approach is to modify the analysis to include
crack-front shapes that match the experimental results [5] or use a modeling methodology that allows the
tunneling to evolve naturally as part of the analysis [6]. However, these are cumbersome, time consuming,
and not currently practical for industry. The aternative is to consider the experimental data and estimate
crack extension using either unloading compliance or area average. Herein, the area-average values, based
on the 9-point weighted average procedure [7], will be used, unless otherwise noted. Two situations exist
requiring separate calibration curves. specimens that remain flat and specimens that exhibit the flat-to-slant
crack transition. The process is essentially the same for the two fracture conditions using different
calibration curves.

Figure 5 shows the tunneling magnitude, T, for the two fracture conditions. The tunneling for the flat-to-
slant specimens was derived from Figure 4. The tunneling for the flat fracture is adapted from work by
Dawicke et al. [5] for a thin sheet 2024-T3 aluminum alloy (scaled from B = 2.3 mm). Dawicke showed
through experimental measurements similar to those from Figure 4 that for flat fracture, tunneling increased
monotonically until it stabilized at a constant value. The curve for flat fracture in Figure 5 is a curve fit of
Dawicke's data.

Figure 6 shows the area-average calibration curves derived from the flat and flat-to-slant crack datain Figure
5. The correction ratio, Cg, isthe ratio of area average crack extension to the surface crack extension. The



curves are calculated using the equation for Cg in Figure 6 and the respective tunneling curves from Figure 5.
The data pointsin Figure 6 are the calculated correction ratio based on the area average crack length from the
measured tunneling. The f term in the Cr equation indicates what fraction of the tunneling magnitude
represents the area average crack extension. For flat fracture the coefficient was determined from the area
average crack length of Dawicke's [2] crack front shapes and is 0.64, and for slant fracture the coefficient
was determined from the average of the tunneling data as 0.5.

Figure 7 compares data from Figure 2 corrected using the calibration curves for area-average crack extension
with the analysis. Only data with Da > 0.2 mm were corrected. As expected, both curves shifted
significantly, resulting in a better match between the FEA and experimental results near maximum load.
However, the analysis now significantly over-predicts the initiation load, indicating that a lower CTOA
would be required in the analysis to predict initiation. From Table 1, crack initiation in the interior occurred
before 13.3 KN, but the analysis did not initiate until about 19 KN. Thisis similar to the result by Dawicke
et d. [5]. The crack-extension values for the flat specimen were larger than the value for the slant-crack
specimens at a given load. Beyond maximum load, the measured surface crack-extension values were
approximately the same in Figure 2 for the flat and slant specimens. The differences in the two curves in
Figure 7 indicate that the importance of the failure mechanism (tensile versus shear) between the two failure
modes may be more significant than was indicated by the surface measured crack-extension data of Figure 2.

CONCLUDING REMARKS

The excellent match between the experimental and analysis data in Figure 3 is compelling, and led us to
consider the tunneling issue more carefully. The results in Figure 7 show better correlation between the
corrected test data and the analysis results near maximum load, and showed that the constant CTOA fracture
criterion transfers well between the fully constrained C(T) specimen and the wide, buckling M(T) specimens.
The analysis was able to accurately predict the maximum load for C(T) specimens ranging in size from 50
mm to 152 mm and for M(T) specimens ranging in size from 75 mm to 1016 mm.

Optical measurement methods will likely remain the method of choice for the buckling wide panel tests.
Unloading compliance measurements are difficult for buckling panels, and direct current potential difference
(area average) can be somewhat difficult to set up and increases the complexity of the test procedure.
However, unloading compliance is relatively straight-forward for constrained C(T) and M(T) specimens. |f
reliable tunneling test procedures can be developed, and if the material shows consistent tunneling behavior,
then calibration procedures such as these presented here are viable.
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TABLE 1
CRACK EXTENSION AT MAXIMUM APPLIED LOAD
Specimen | Load (KN) | Das (mm) | Damax (MM)
1 24.4 0.25 2.0
2 17.8 0 0.6
3 13.3 0 0.1
Figure 1: Schematic of atypical fracture surface
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ABSTRACT

Alumina particulate zirconia and alumina particulate glass using polycrystalline alumina powder was
fabricated by atmospheric sintering to investigate the influence of alumina grain distribution on the
mechanical properties of alumina composites. Polycrystalline alumina powder was obtained by quenching
and crushing sintered alumina body. Firstly, the fracture toughness of 20% of zirconia particulate alumina was
slightly increased with the addition of polycrystalline alumina powder. On the other hand, the bending
strength was kept almost constant with the addition of polycrystalline alumina powder. SEM observation of a
crack path indicated that a crack propagated into alumina cluster formed by polycrystalline alumina powder
and transgranular fracture often occurred in the cluster compared to the other region. Second, 50% of alumina
particulate borosilicate glass was sintered using virgin alumina powder or polycrystalline alumina powder.
Using polycrystalline alumina powder, sintered body was obtained at lower sintering temperature than that
using virgin alumina powder and the average bending strength was improved by the addition of
polycrystalline alumina powder, too. Some samples showed that mullite formation occurred during sintering
and X-ray analysis indicated that the addition of polycrystalline alumina powder enhanced mullite formation
in the samples. These results indicate that the addition of polycrystalline alumina powder can improve fracture
toughness, bending strength, mullite formation and/or low temperature sintering of alumina particulate
composites.

KEYWORDS

composite, alumina, zirconia, glass and mechanical properties.

INTRODUCTION

Ceramics or glass matrix composites have been studied to improve the poor mechanical reliability of ceramics
and glass for the practical use in various industries [1-3]. Conventionally, microstructure of ceramics has been



designed and controlled on a singular scale level. Natural materials (e.g. bamboo), however, consist of
complicated structural elements on the several scale level and achieve the excellent combinations of
mechanical properties (e.g. flexibility, toughness and stiffness). In the recent studies, synergy ceramics has
been proposed and some artificial hyper-organized structure controlling ceramics were fabricated [4]. Nano
ceramics composites, for example, exhibited better fracture strength than conventional ceramics [5,6] and the
fracture toughness of Si3;N4 was enhanced by elongated coarse grains [7].

The idea of nano-composites and coarse grain bridging was based on the mixture of dual scale particles. On
the other hand, the mixture of dual scale microstructures is also attractive for design of synergy ceramics.
Simple example is the composites where clusters of ceramics A are dispersed in matrix of ceramics B. In this
case, if the cluster bridging occurs, the toughening by the cluster bridging would be more effective than that
by the grain bridging in the conventional ceramics composites because cluster size is much larger than fine
singular grain. Though the coarse singular gains dispersed composites can be expected to get the same effect
of the toughening by cluster bridging, it usually shows significant decrease in fracture strength caused by
inter/trans granular fracture along/in coarse grains. Polycrystalline alumina clusters dispersed composites,
however, could maintain the same fracture strength of conventional fine ceramics because the clusters consist
of fine singular grains. In this study, alumina polycrystalline powder was obtained by crushing pre-sintered
alumina body, mixed with alumina-zirconia composites or Pylex glass. Polycrystalline clusters dispersed
composites were obtained by atmospheric sintering and measurements of mechanical properties, observation
of microstructure and phase detection by XRD were performed.

EXPERIMENTAL PROCEURE

Commercially available alumina powder (Sumitomo Chemical Co., Ltd., AES-11) was used for
polycrystalline powder preparation. Alumina powder was pressed by cold isostatic press under 200 MPa and
sintered in air at 1873K for 2h. Sintered alumina body was crashed by a stamp-mill and a automated mortar
and sieved through the mesh of which opening size is 32um. Obtained polycrystalline alumina powder was
mixed with virgin alumina powder and commercially available zirconia powder (Tosho Co., Ltd., TZ-3Y) by
a wet ball-mill process in ethanol for 24h and dried by a rotary evaporator. The dried powder was pressed and
sintered under the same condition mentioned above. The volume fraction of polycrystalline alumina, virgin
alumina and virgin zirconia powder was shown in Tablel. The volume fraction of total amount of alumina
powder (virgin and polycrystalline power) and zirconia powder was set to 80 vol% : 20 vol%. Commercially
available Pylex glass powder (Furuya Metal Co., Ltd., 80.9 mol% SiO,, 12.7 mol% B,0O3 and 2.3 mol%
Al,O3) was used for processing of alumina particulate glass matrix composites. The average diameter of Pylex
glass powder was 2 um. Polycrystalline or virgin alumina powder was mixed with Pylex glass powder, dried
and pressed and under the same condition mentioned above. The pressed body was sintered in air for Sh.
Volume fraction and sintering temperature were shown in Table2. Obtained sintered body was cut to the
specimen of 3 x 4 x 40mm and four-point bending test was done. The bending test was performed using a
universal testing machine with a cross-head speed of 0.5 mm/min, an upper span of 10 mm and a lower span
of 30mm. The microstructure of polished and etched surface of specimens was observed a scanning electron
microscope (SEM). Specimens of alumina-zirconia composites were also served for fracture toughness
measurement. Vicker’s indenter was loaded on the specimen surface under 30kgf for 30sec to induce a crack
perpendicular to long axis of a specimen. The four-point bending test was performed to the indented
specimens, which were loaded tensile stress on indented surface and the fracture strength was measured. The
length and depth of the indented crack on fracture surface was measured by optical microscope and the
fracture toughness was calculated using Newman’s equation [8]. The path of indented crack on the surface
was also observed by SEM. The phases in specimens of alumina-glass composites were identified by X-ray
diffraction analysis (XRD) using Cu K radiation.



TABLE 1
COMPOSITION OF ALUMINA-ZIRCONIA SAMPLES

Sample Virgin Alumina Powder Polycrystalline Alumina Powder Virgin Zirconia Powder
(vol%) (vol%) (vol%)
AZ0 80 0 20
AZ1 70 10 20
AZ2 60 20 20
AZ3 50 30 20
TABLE 2

COMPOSITION OF ALUMINA-GLASS SAMPLES

Sample | Virgin Alumina Powder | Polycrystalline Alumina | Pylex Glass Powder Sintering
(vol%) Powder (vol%) Temperature
(vol%) X)
GV1 50 0 50 1273-1573
GP1 0 50 50 1173-1573
RESULTS AND DISCUSSION

Alumina Particulate Zirconia Matrix Composites (Alumina-zirconia)

Figure 1 shows the microstructure of alumina-zirconia samples. The samples using only virgin powder shows
that fine grains of alumina and zirconia were homogeneously distributed. The samples with the addition of
polycrystalline powder show that polycrystalline alumina clusters were dispersed in fine alumina-zirconia
matrix and dual scale microstructure was obtained. The coarsening of alumina grains, however, was observed
in polycrystalline alumina clusters. Polycrystalline alumina powder was obtained by pre-sintering and thus
polycrystalline alumina clusters were suffered double sintering. Such a repeat of sintering caused the
coarsening of alumina grains and the further consideration of sintering condition should be needed to obtain
fine sintered body. Figure 2 shows the bending strength of alumina-zirconia specimens. The bending strength
was slightly increased with the addition up to 20 vol% of polycrystalline alumina powder and dropped with
the addition of 30 vol% of that. The decrease in bending strength with the addition of 30 vol% of

(C)) (b)
Figure 1: Microstructure of the thermal etched surface of 20 vol% of zirconia particulate alumina. (a) the
sample using only virgin alumina powder (b) the sample adding 20 vol% of polycrystalline alumina powder.



polycrystalline alumina powder could be related to the coarsening of polycrystalline alumina clusters due to
double sintering mentioned above. On the other hand, the addition up to 20 mol% of polycrystalline alumina
powder enhanced or kept constant of the bending strength of the samples regardless of coarsening of
polycrystalline alumina clusters. This result indicates that the dual structure formed in alumina-zirconia
samples may contribute on the improvement of bending strength.

Figure 3 shows the fracture toughness of alumina-zirconia samples. Fracture toughness was apparently
increased with the addition of polycrystalline alumina powder. Figure 4 shows a crack path of samples
induced by Vicker’s indentation. In the case of the samples using only virgin powder, intergranular fracture
largely dominated a crack path. In the case of the sample adding polycrystalline alumina powder, however,
both of intergranular and transgranular fracture were observed in the cluster region of polycrystalline alumina
grains and intergranular fracture largely dominated in the other region. It is noted that a crack deflection along
polycrystalline alumina clusters had never been observed. This fact points out that the cluster bridging by
polycrystalline alumina grains unfortunately did not occur in any alumina-zirconia samples although the grain
bridging by alumina and zirconia particles were often observed in the mixture region of alumina and zirconia.
Possible reason why the fracture toughness was enhanced by the addition of polycrystalline alumina powder
is the change of the internal stress distribution in composites. The thermal expansion coefficient of zirconia is
higher than that of alumina and consequently the tensile stress occur in the zirconia particles due to thermal
residual stress in the case of the samples where zirconia particles are uniformly distributed in the alumina
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Figure 2: Relationship between bending strength (c,)
and volume fraction (V;) of polycrystalline alumina
powder.

Figure 3: Relationship between fracture toughness
(Kic) and volume fraction (V;) of polycrystalline

alumina powder.

Figure 4: Indented crack path on the etched surface of the sample adding 20

vol% of polycrystalline alumina powder.



matrix. On the other hand, the mixture region of alumina and zirconia has higher macroscopic thermal
expansion coefficient than the cluster region of polycrystalline alumina and thus the compressive stress occur
in the polycrystalline alumina cluster in the samples where polycrystalline alumina clusters are distributed in
the mixture structure of alumina and zirconia. SEM observation indicates that a crack propagated into the
polycrystalline alumina cluster. If the compressive stress prevents crack propagation in the polycrystalline
alumina cluster, the fracture toughness would be enhanced. Of course, further study is needed because grain
size distribution, crack deflection, crack bowing and the other factors should be considered to explain the
toughening mechanism by the addition of polycrystalline alumina powder.

Alumina Particulate Glass Matrix Composites (Alumina-glass)

Figure 5 shows typical XRD pattern of the alumina-glass samples. The samples using virgin alumna powder
shows that the formation of mullite occurred when sintering temperature was higher than 1473K. On the other
hand, the samples using polycrystalline alumina powder shows the mullite formation occurred when sintering
temperature was higher than 1373K. The peak ratio of mullite (peak B) to alumina (peak A) exhibits 0.25 for
the samples using virgin alumina and 0.46 for the samples using polycrystalline alumina powder when
sintering temperature was 1473K. The addition of polycrystalline alumina powder, therefore, enhances
mullite formation. Possible reason of enhancement of mullite formation is impurities mixed at preparation of
polycrystalline powder. Figure 6 shows microstructure of the samples with mullite formation. Fibrous mullite
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Figure 5: XRD pattern of alumina particulate Pylex glass using polycrystalline
alumina powder (sintering temperature is 1473K).

Figure 6: Microstructure of the etched surface of alumina particulate Pylex

glass sintered at 1473K. (a) the sample using virgin alumina powders (b) the
sample using polycrystalline alumina powder.
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Figure 7: Relationship between bending strength and sintering temperature of
alumina particulate Pylex glass. Opened marks show that mullite formation
occurred.

crystals were largely formed and polycrystalline alumina clusters still remained in the mixture of glass,
alumina and fibrous mullite in the samples, which shows the interested dual structure. Figure 7 shows
relationship between the bending strength and sintering temperature of alumina-glass samples. The bending
strength was apparently enhanced by the use of polycrystalline alumina powder. Mullite formation usually
contributes on the strengthening of glass ceramics but, in this case, the samples with mullite formation tended
to have larger scatter of bending strength than those without mullite formation.

CONCLUSIONS

Alumina particulate zirconia and alumina particulate glass using polycrystalline alumina powder was
fabricated by atmospheric sintering and composites with dual scale structures were obtained.

The samples of dual scale structures where polycrystalline alumina clusters were distributed in the mixture of
alumina and zirconia were obtained though polycrystalline alumina clusters showed coarsening by double
sintering. These samples indicated that the addition of polycrystalline alumina powder enhanced the fracture
toughness while the bending strength was almost kept constant.

The samples of dual scale structures where polycrystalline alumina clusters were distributed in the glass
matrix were obtained. When mullite formation occurred, the polycrystalline alumina clusters were distributed
in the mixture of glass and fibrous mullite. The use of polycrystalline alumina powder enhanced the mullite
formation and the average bending strength though mullite formation causes the increase in scatter of the
bending strength.
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ABSTRACT

The adhesion between polyethylene terephthalate (PET) fibres and polymethyl methacrylate (PMMA)
matrix was analysed. The overall goal was to establish mechanical and chemical links between PET and
PMMA, in order to increase the adhesion in their composites using cold plasma treatments. PET filaments
were treated in a radio frequency (RF) plasma reactor using argon and oxygen as gas fuel. The excitation
frequency was 13,56 MHz; the power of the electrical field 50 W, the pressure was set to 0,4 mbar and the
treatment times were 5s, 20s, and 100s. Oxygen and argon plasmas were found to promote both chemical
and mechanical anchoring by etching and sputtering mechanisms on the surface increasing fibre roughness.
The mechanical strength modification of PET fibres was evaluated by pull-out tests of the treated and
untreated PET monofilaments. The fibres were subsequently examined by scanning electron microscopy
(SEM) to monitor changes of surface roughness. Results obtained showed that the cold plasma causes an
increase of the adhesion strength of PET fibre/PMMA matrix and strong modification in the structure of the

fibre surface.

Keywords: RF plasma; adhesion, PET/PMMA composite
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INTRODUCTION

Reinforcement of thermoplastics polymer like PET fibres/PMMA matrix composite results in a material with
some improved characteristics such as low embrittlement, stability and high mechanical strength. In
addition, the specific gravity of the PET fibres is 1,29 g/cm’ less, which makes possible to produce a
composite material with good mechanical properties and low specific mass. Conversely, it was recognised
that the chemical inertness and the low surface energy of the PET fibres will make it difficult to achieve the
adequate bond with a polymer to produce the composite[1-2]. The plasma treatment can be effective to
improve the interfacial adhesion of the thermoplastics based composites[3]. By using excited-state chemistry
in corona discharge, a number of polymers were modified before painting, printing and lamination[4].
Generally, oxidation on the fibre surface etched results in an increase in interfacial bond strength[5]. Gao
and Zeng[6] concluded that the adhesion increases by at least four time by plasma treatment and, also, a
slight decrease in the surface energy of the treated monofilaments with ageing time is observed. Because of
this attractive attributes, plasma treatment of the fibre surface has been considered the prime technique for
the control of adhesion in composites. However, the time of treatment is an important parameter to be
considered because when it is long the fibers can be degraded and have their mechanical properties reduced.
For the plasma treatment, no real increase in pull strength with treatment time was obtained for more than 5-
10s[7]. In another work, it was observed that treatment time longer than 180s with argon plasma causes
heavy degradation on the poly(tetrafluoroethylene) fiber surface[8]. In this work three different treatment
times, 5s 20s, and 100s were used to obtain the adhesion improvement, by objecting, specifically, a
treatment time with which there is an increase of the superficial energy without further degradation of the
fibers. The oxygen and argon plasma were used to treat the PET in order to promote a perfect interfacial
adhesion with the matrix. The experimental design was performed by pull-out test in order to investigate the
adhesion of the interface PET/PMMA. SEM analysis of the pull-out specimens after oxygen and argon
plasma treatment were realised.

EXPERIMENTAL

Materials

The polymethyl methacrylate resin was polymerized from the methyl methacrylate monomer by a thermal

polymerization at 100°C. The polyethylene therephthalate (PET) fiber provided by Montefiber SpA (Acerra,
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Naples-Italy), has a filament diameter about 13 microns and the elastic modulus about 1 GPa.

The PET filaments were treated in a cold plasma reactor using oxygen or argon gases, according to the

following conditions: excitation frequency was 13,56 MHz, the power of the electrical field was 50 W, the

pressure of treatment was 0,3 mbar and the treatment time varied from 5 to 100 s.

For the pull-out tests in tensile mode, an INSTRON 4204 at a constant speed of 12 mm min™ with a 10 N

' load cell, was used. The pull-out specimens were made according to Gao and Zeng.[6]

? As shown in Fig. 1, one end of a monofilament with 40cm in length was embedded in a

disc of resin that rested in the metal cylindrical support which is attached to a base

device; the other end is glued between two cardboard tabs and then fixed in a superior

grip attached to the load cell of the equipment.

The thickness of the disc which determines the immersion length (/) of the PET

monofilament in the resin disc was 3 mm. The diameter of the monofilament was

Figure 1— Pull-out measured by a scanning electron microscope and the interface area was calculated. The
specimen

fibre resin adhesion t was defined according to the expression (1):

P _ failure load
r.dl interface area

r

)

The surface morphology analysis was developed using a scanning electron microscope LEICA 440S. Gold
coating of the samples was carried out using EMSCOPE SC 500.

RESULTS AND DISCUSSION

Adhesion

Table I indicates the results obtained for the pull-out tests with the treated and untreated fibres.

Tablel — Tensile strength and fibre/resin adhesion values of the untreated and treated PET fibres by cold plasma, obtained
with pull-out tests.

Treatment lel:lnt:;:e()f t(MPa) mﬁ?}i‘ omin(MPa) omax(MPa) ou (MPa)
0, 100” 4 895 116 833 1083 828
0, 20” 8 862 96 650 975 816

0,5 4 576 87 485 650 545
A; 1007 6 931 161 668 1167 858
A, 207 4 792 139 650 975 748
A, 5” 5 859 121 730 1048 829

It is possible to observe that the plasma treatments produce a significant effect on the fibre resin adhesion

strength. Table I contains the number of specimens tested in each plasma treatment condition, the fibre
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average tensile strength and the standard deviation, the minimum and maximum tensile strength and the
fibre resin adhesion strength calculated according to equation (1). For the untreated fibre it was impossible to
obtain the adhesion strength because the monofilament slighted from the resin disc as soon as the test stated.
Experimental tests indicated that for all the treatment conditions the weakest point was the fibre, where the
fracture occurred. In other words, the resin adhesion strength is higher than the fibre tensile strength, as
shown in the Table 1. For the oxygen plasma treatment, the increase in treatment time from 5s to 20s
resulted in an increase in the adhesion strength while for cold plasma treatment, the increase in the treatment
time decrease the adhesion strength.

Scanning Electron Microscopy

Fibres surface of oxygen and argon plasma treated PET subsequently exposed to the matrix cure

temperature, 100°C and the roughness profile are represented in the figures 2 to 7.
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Fig. 2 — Oxygen plasma treated PET fibres for 5s post heated at 100°C a) scanning electron microscopy of the
fibre surface. b) roughness profile of the PET fibre

a) b)
Fig. 3 — Oxygen plasma treated PET fibres for 20s post heated at 100°C a) scanning electron microscopy of the
fibre sur, ace. b) roughness profile of the PET fibre.
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Fig. 4 — Oxygen plasma treated PET fibres for 100s post heated at 100°C a) scanning electron microscopy of the
fibre surface. b) roughness profile of the PET fibre.
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Fig. 5 — Argon plasma treated PET fibre for 5s post heated at 100°C. a) scanning electron microscopy of the fibre
surface. b) roughness profile of the PET fibre.
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Fig. 6 — Argon plasma treated PET fibre for 20s post heated at 100°C. a) scanning electron microscopy of the fibre
surface. b) roughness profile of the PET fibre.
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Fig. 7 Argon plasma treated PET fibre for 100s post heated at 100°C. a) scanning electron microscopy of the
fibre surface. b) roughness profile of the PET fibre.

Figures 2a to 7a represent the fracture surface of oxygen and argon plasma treated from 5s to 100s and post
exposed to the matrix cure temperature, 100°C. Roughness profile obtained through the scanning line
method are represented in figures 2b to 7b and average distances of the roughness interval, for each
condition, were calculated. The distances of the roughness interval (Dy) for the oxygen plasma treated PET
fibres from 5s to 100s post exposed at 100°C were 0,44um, 0,45um and 0,57um, respectively and for the
argon plasma treated PET fibres from 5s to 100s post exposed at 100°C were 0,59um, 0,65pum and 0,99um.
As a comparison parameter, it is important to remember that D,; is equal to 0,55 um for the untreated fibres.
Higher Dy means less roughness peaks in the reference unit length; closely spaced surface defects are

associated to low values of Dy. On the other hand, surface analysis from figure 2a to 7a shows an intense
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surface degradation on the fibres subjected to argon plasma. Roughness profile represented in figure 7b for

argon plasma treatment 100s and post heated at 100°C confirms the significant reduction in the average

tensile strength.

CONCLUSIONS

e The plasma treatments produce a significant effect on the fibre resin adhesion strength;

e For the untreated fibre it was impossible to obtain the adhesion strength due to the inertness and the low
energy of PET fibres surface;

e For all treatment conditions the weakest point was the fibre, where the fracture occurred attesting that the
fibre/resin adhesion strength is higher than the fibre tensile strength;

e The distance of roughness interval (D) was a parameter obtained through the use of Scion Image
Program and used to associate fibre surface condition after cold plasma treatment and average tensile
strength. For oxygen and argon cold plasma treated fibres, D;; is lower in comparison to the untreated
fibres which explains decrease in the tensile strength. In some cases, higher roughness depth enhance
stress concentration effects and influences mechanical behaviour.
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ABSTRACT

Fretting fatigue experiments were conducted to determine the fatigue limit stress at 107 cycles for Ti-6Al-
4V. A step-loading procedure was used to determine the fatigue limit stress that, in turn, was applied to the
test geometry in numerical simulations using finite elements. Several fretting pad geometries and specimen
thicknesses were used to obtain a range of normal and shear forces that produced the stress and displacement
fields in the specimen. An evaluation was made of the conditions near the edge of contact where peak
stresses occur to deduce parameters which lead to fretting fatigue failures at 107 cycles. However, no simple
combination of stresses and slip displacements could be used to correlate all of the experimental data. A
fracture mechanics methodology was also employed in order to determine the conditions for propagation or
non-propagation of cracks that initiate in the edge of contact region. While no parameters were found which
could uniquely predict the fretting fatigue failure, adjustment of the coefficient of friction based on
computed slip displacements was shown to have a substantial effect on the stress and stress intensity factors.
A correlation of friction coefficient with slip displacement is proposed as a possible method for
consolidating data from fretting fatigue experiments conducted under different conditions.

KEYWORDS

fretting, fatigue, fracture mechanics, titanium

INTRODUCTION

Fretting fatigue is a type of damage occurring in the presence of contacts in which at least one of the
components is subjected to bulk loading. It is normally associated with small magnitudes of relative slip, on
the order of tens of microns, and little if any material removal and can lead to premature crack initiation and
failure. Such damage has been indicated as the cause of many unanticipated disk and blade failures in
turbine engines.

Under laboratory conditions, the synergistic effects of various parameters make determination and modeling
of the mechanical behavior of fretting fatigue extremely difficult. The stress state in the contact region
involves very high peak stresses, steep stress gradients, multi-axial stresses and differing mean stresses.
Further, there is controversy whether the problem is primarily one of crack initiation or a crack propagation



threshold, and whether or not stress states rather than surface conditions play a major role in the observed
behavior. The parameters which govern the initiation and subsequent propagation of fretting fatigue cracks
is still not well established. Thus the objectives of this investigation are to find several different fretting
fatigue conditions analogous to the fatigue limit stress under uniaxial fatigue loading corresponding to a
chosen high cycle fatigue (HCF) life. From these, both stress fields and stress intensity factors for specific
cases can be obtained in order to find some commonality which may lead to development of parameters
having broad application to fretting fatigue.

EXPERIMENTS

Tests were conducted using a high frequency test system to simulate the fretting fatigue loading conditions
that occur in turbine engine blade attachments [1,2,3]. The apparatus uses flat fretting pads, with a radius at
the edge of contact, against a flat specimen. Normal and shear loads are applied to the specimen as shown in
Figure 1. A previous study has shown that the bending moment present in the apparatus is negligible
relative to other parameters, and may be disregarded when designing the tests [4].

AY lP

Figure 1: Test geometry and loading schematic.

The test geometry differs from conventional fretting fatigue tests [5,6] in two fundamental ways. First, the
axial stress is transferred entirely to the fixture through shear. Resulting stresses in the specimen are zero on
one end of the pad, thus the shear force into the pad is determined from the load applied to the specimen.
Second, symmetry of the apparatus provides a specimen which breaks on one end, leaving the other end with
a fretting scar and damage obtained under nominally identical conditions. As with a conventional fretting
fatigue apparatus, the clamping force is constant and only the axial and shear loads are oscillatory.

All tests were conducted at 300 Hz under ambient lab conditions. Specimens and pads were taken from
forged Ti-6Al-4V plates used in a series of investigations under a U.S. Air Force sponsored high cycle
fatigue program. The processing and microstructure are reviewed in previous work [7,8]. Each specimen
was subjected to uniaxial fatigue using a step-loading procedure [9] to determine a fatigue limit stress
corresponding to 107 cycle fatigue life. Tests were conducted by incrementing the maximum axial stress by
five percent of the initial value for various combinations of specimen thickness, pad length, and clamping
force. The step loading technique was validated in earlier fretting fatigue studies using the same apparatus
[3,10], and is outlined in reference [11].

ANALYSIS

Finite element analysis (FEA) results from a prior investigation [1] and additional computation provided
stress fields through the specimen thickness and along the length of the specimen in the vicinity of the edge
of contact. Load conditions were selected to cover a range of combinations of pad and specimen geometry,
which produce average shear stresses typical of those tested in the experimental portion of the study.
Conditions used in the numerical analysis are summarized in Table 1 along with some of the results for
comparison. Axial stresses applied to the specimens in the model were taken from experimental



observations. The model included pads with a 3.175 mm blending radius at both ends, resulting in an
undeformed contact length of 6.35 mm for the short pad and 19.05 mm for the long pad. In two of the three
test conditions simulated numerically [1,3,4], the coefficient of friction, p, was taken as 0.3. The third case
was run with u=1.0, to allow comparison of results where only pu was changed.

Assuming cracks normal to the specimen surface under pure mode I loading, and using the stresses from the
FEA, the stress intensity factor, K, was computed as a function of crack length. The K distributions were
calculated using a program developed to model a single edge tension (SE(T)) specimen geometry under a
non-constant oy stress field [12]. Some success has been reported in modeling fretting fatigue behavior as
an edge notch, since both conditions produce similar stress fields [13]. Characterization results from a prior
investigation [4] indicated that cracks nucleated at or near the edges of contact in specimens tested in the
existing apparatus. The objective of these calculations was to compare the K values from two different cases
where the peak stresses were significantly different, yet the stress fields both matched conditions
corresponding to failure in 107 cycles.

The K solution program required material and crack dimension input parameters in addition to the stress
distribution data. 120 GPa was used for the material modulus. The depth position of the final stress value
given in the stress distribution, which was equal to half of the specimen thickness, was used for the final
crack length. Stress intensity values are only reported for the first 100um into the specimen thickness,
although calculations were performed as far into the model specimen as possible using the available stress
data from the FEA simulation.

TABLE 1
SUMMARY OF TEST CONDITIONS AND RESULTS FOR FINITE ELEMENT ANALYSIS.

Specimen | Pad u | Clamping | Applied |Average|Average | Peak | Max. Relative
thickness | length Load (kN) |  cayial oy Txy Ox Displacement
(mm) (mm) (MPa) | (MPa) | (MPa) |(MPa) (nm)
1 12.7 | 0.3 49 275 770 21.6 1300 4.0
4 254 0.3 34 275 140 28.9 540 19.0
4 254 1.0 34 275 140 28.9 1100 3.4
RESULTS & DISCUSSION

The first results presented are the Haigh stresses corresponding to a 10’ cycle fatigue life for the 1 mm and 4
mm thick specimens over a range of contact conditions (Figs. 2 and 3). The data are presented as a function
of average applied clamping stress, which is taken to be positive. Two contact radii (CR) and two stress
ratios are represented, and the baseline uniaxial fatigue limits for this material: 660 MPa @ R=0.5, 558 MPa
@ R=0.1, are included. The numerical simulation conditions area also noted.

Much of the data for the 4 mm thick specimens was reported earlier [1] and seemed to indicate no
appreciable trend as a function of applied clamping stress. However, the data for the 1 mm thick specimens
do show a trend of increasing fatigue strength with decreasing applied clamping stresses, which was not
noted in previous investigations [1,4]. The trend is not marked and conducting tests with clamping stresses
much below 100 MPa to verify the trend is not possible, since clamping stress has to be applied to keep the
specimen from pulling out of the grips in the current test apparatus. Also, the trend is obscured by
experimental scatter in tests involving the smaller (0.4 mm) contact radius. Another feature to note in
comparing Figures 2 and 3 is an apparent effect of thickness. The 4 mm thick specimens produced much
lower fatigue limit stresses than 1 mm thick specimens under similar contact conditions, emphasizing the
need for investigators to consider test specimen geometry issues closely in the development of life prediction
models for service components.
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Figure 2: Experimental results for 1 mm thick Figure 3: Experimental results for 4 mm thick
specimens and unfretted baseline conditions. specimens and unfretted baseline conditions.

The next results presented are the K solutions plotted as a function of depth into the specimen (Figs. 4
through 6) for the deformed edge of contact (DEC) location and two adjacent locations 20 um on either side
of the DEC. In Figures 4, 5, and 6, y=0 corresponds to the surface of the specimen in contact with the pad.
Each plot also includes the axial stress G4, illustrating the extent of the gradients into the specimen thickness
for the corresponding K curve. The K values peak at the DEC, as do the stresses on the specimen surface.
Other cases (not shown) for locations farther beyond the DEC indicated K values decaying proportional to
the stress field. However, K distribution trends at the DEC show a continuous increase in K with crack
length, and point to crack propagation to failure and not crack arrest, as reported for other geometries [5].

In comparing the various cases modeled here, we first address the cases where p is taken as 0.3, a value
which represents an average of values corresponding to gross slip over the entire pad length [1]. Data for the
1 mm thick specimen and short pad case are shown in Figure 5; data for the 4 mm thick specimen and long
pad are shown in Figure 6. The values of maximum oy, shown in Table 1, vary from ~500 MPa for the 4
mm thick long pad case (Fig. 5) to ~1300 MPa for the 1 mm thick short pad case (Fig. 4). Since K depends
strongly on the stress field, the calculated K values are higher for the case with the higher stresses, namely
the 1 mm thick specimen and short pad case. Variations of stress gradients into the depth from one case to
another are not too great and have little effect on the nature of the variation of K with crack length.

The experimental results for these two cases indicate nearly identical fatigue limits (Figs. 2 and 3). One
would expect similar peak stresses and stress intensity factors in cases reflecting similar fatigue limits for the
same fatigue life. As reported previously [1], differences in applied shear stress and average applied
clamping stress at the contact for these two cases do not adequately explain the marked differences in the
stresses from the numerical simulations. One possible explanation lies in the value of p used in the analyses.
Work by other researchers has indicated pronounced changes in p over time under fretting fatigue conditions
[14, 15], and as our previous work indicated, overall fretting fatigue behavior is extremely sensitive to L.

Another observation from the previous work [1] was that the maximum relative displacement (see Table 1)
at the edge of contact was considerably different for the two cases studied. This observation, coupled with
the observation that increasing the value of p resulting in increasing values of oy, lead to consideration of
increasing p for the case of the 4 mm thick specimen, which showed both lower stresses and higher relative
displacements. While there is no physical basis for this assumption, the concept of higher pu for higher slip
displacements is not totally without merit. It is also of interest to note that an early fretting parameter [10]
contained the product of the stress and relative displacement. Perhaps the theory proposed here has the same
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Figure 7: Comparison of relative displacements
along the contact calculated for all three simulation
conditions identified in Table 1.

Figure 6: Stress distribution and resulting K
solution for 4 mm thick specimen, u=1.0 case.

effect by increasing the stress through an increase in p rather than through multiplying by relative
displacement. To explore this concept the next comparison is of the two cases in which a 4 mm thick

specimen with a long pad was modeled with two different values of p. Increasing p arbitrarily from 0.3 to
1.0 results in an increase in the maximum o, from ~ 500 MPa (Fig. 5) to 1100 MPa (Fig. 6). A similar
increase was noted in the previous investigation of a 2 mm thick specimen [1]. Corresponding increases in
maximum shear stresses were also noted for increases in p, which are not discussed here. As with the
previous comparison, the case with p=1.0 resulting in higher tensile stresses also produced higher K values.

Changes in p also produce changes in relative slip between the pad and specimen. In Figure 7, relative slip is
plotted from the DEC, denoted by x=0, to x=2.0 mm under the fretting pad. Maximum slip distance occurs
at the edge of contact, which is where the maximum tensile stresses occur. For the 4 mm thick specimen and
long pad cases discussed above, the maximum slip distances corresponding to maximum tensile stresses is
reduced from 19 pum (500 MPa) to 3.4 um (1100 MPa). By comparison, the 1 mm thick specimen and short
pad case produced a maximum relative slip of 4.0 um (1300 MPa). These results are consistent with
findings from the previous investigation, which concluded that stresses and displacements near the edge of
contact are very sensitive to the value of p between pad and specimen [1].



For the conditions modeled here, we hypothesized that initial slip conditions corresponding to u=0.3 change
over time to conditions of increasing L, and thus increasing oy and corresponding K values. As shown
above, higher tensile stresses and the resulting K values may be produced either by imposing a high
clamping stress or by increasing 1. An equilibrium condition may exist for u, which is dependent on the
resultant relative displacement. If such a condition exists, an iterative method would be required to
determine the final condition.

COMMENTS & CONCLUSIONS

Changes in p over time for various fretting fatigue conditions vastly compound the problem of accurate life
prediction for fretting fatigue, since it is very difficult to determine how p will change over time. Further,
such a change will be different for each combination of pad material, specimen material, applied loads,
surface modification, and environment. Since fretting fatigue behavior is so profoundly influenced by p
which, in turn, may depend on relative displacements, additional research in how p changes under fretting
fatigue conditions is recommended.

Within the constraints of the geometry and test configuration and loading conditions examined in this
investigation and under the assumptions made in the analyses, particularly that of n being 0.3, the following
conclusions can be drawn.
1. High levels of slip may produce increases in p, which might have to be revised to produce higher
stresses and smaller displacements.
2. Stress and relative displacement (slip) fields are very sensitive to the value of p chosen for analysis.
3. Under the assumption of a Mode I crack normal to the surface, if a crack nucleates, it will continue
to propagate to failure.
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ABSTRACT

Apatite ceramics and A-W glass ceramics matrix bonds to living bone through an apatite layer that is
formed on its surface in the body. It has been confirmed by SEM observation, thin film X-ray
diffraction and FT-IR reflection spectroscopy that the apatite layer can be reproduced on the surface of
the hydroxyapatite ceramics and A-W glass ceramics even in an a cellular simulated body fluid with ion
concentrations nearly equal to those of human blood plasma. In the present study, structures of
bioactive hydroxyapatite ceramics, A-W glass ceramics and the apatite layer formed on its surface in
the simulated body fluid were observed under an Atomic Force Microscope (AFM). The apatite layer
formed on the substrate apatite ceramics or A-W glass ceramic in the simulated body fluid consisted of
the fine apatite particle about 2-3 x m. The apatite particle in the surface layer was in direct contact
with those within the apatite ceramics or A-W glass ceramics without intervention of such
hydroxyapatite substrate or A-W glass ceramics substrate.

KEY WORDS

Hydroxyapatite, A-W Glass Ceramics, Bioactive, Simulated Body Fluid, Apatite Layer Form, Fracture
resistance, microstructure

INTRODUCTION

Biocompatible materials, such as bioactive ceramics and bioactive glass ceramics can be effective in
the repair of bone defects during orthopedics surgery. These materials, calcium phosphates,
hydroxyapatite ceramics (HA: Ca;o (PO4) 6(OH) ), tricalcium phosphate (TCP: Ca; (POy) 2) etc and
A-W glass ceramics [1, 2]. These materials have been found by observation to exhibit varying degrees
of osteoconductive behavior. The hydroxyapatite ceramics and bioactive glass ceramics was known as a
highly bioactive ceramics, and replacements of lost bone [3, 4]. The same types of the apatite layer
was also observed on the surface of hydroxyapatite ceramics and A-W glass ceramics, where as it was
not observed on the surface of bioinert ceramics. This indicates that the formation of the apatite layer
is prerequisite for the chemical bond of apatite ceramics to living bone. However, detailed structure of
the formed apatite layer, such as the size, morphology and composition of the apatite crystal, as well as
the detailed microstructure of apatite ceramics and A-W glass ceramics itself has not been revealed yet.
The purpose of the present study is to investigate these issues by a high resolution and 3d image AFM.

EXPERIMENTAL PROCEDURE



Preparation of Hydroxyapatite

Submicrometer hydroxyapatite powder (HAp-200 (Ca;o(PO4)s(OH),) : 0.3~0.5 1 m average grain size:
Taihei chemical industrial Co., Ltd.) were used as starting materials for making hydroxyapatite
ceramics. The chemical compositions of this powder were shown in Tablel. Pressureless sintering was
performed at 1375°C in O, atmosphere using the presintered bodies. And also, A-W glass ceramics,
which is commercialized by the name of cerabone A-W, was supplied from Nippon Electric Glass Co.,
Ltd. (Otsu, Japan). The procedure for preparing the glass-ceramics was previously reported [2]. The
dimensions of the soaking specimens used in this study are disk plate size ¢ 16mm X 3(t)mm were
abraded with the 0.1 1 m diamond paste polished, and washed with pure methanol and distilled water in
an ultrasonic cleaner.

TABLE 1
Contents except for hydroxyapatite powder (numerical weight 2000).
Factor Chloride Sulfate Pleavy metal Fe
Content [ ppm ] 20 > 50> 5> 10 >
Factor As Mg Mn
Content [ ppm ] 1> 50 > 20 >

Soaking in Simulated Body Fluid

The hydroxyapatite ceramics specimen were soaking in an a cellular simulated body fluid (SBF) with
pH and ion concentration nearly equal to those of human blood plasma [5-8], as given in Table 2, to
evaluate their surface bioactivities by examining apatite formation on their surface. The SBF was
prepared by dissolving reagent-grade NaCl, NaHCO;, KCl, K,HPO,, 3H,0, MgCl,*6H,0, CaCl,, and
Na,SO, into distilled water, and buffered at pH 7.40 with tris (hydrotymethyl) amminomethane
((CH,OH);CNH3;) and hydrochloric acid at 37.0°C. Each specimen was soaked in 30ml of SBF at
37.0°C foe various periods, and them removed form the fluid and washed with methanol.

TABLE 2

Ion concentrations and pH of simulated body fluid (SBF) and those of human blood plasma.

(mEqg/L)
Na* K' Ca?* Mg¥ CI= HCO,~ HPO2~ SO2" other

Sodium chloride 154.0 154.0

Ringer fluid 1304 40 2.7 109.4 27.7(Lact.)

Simulated Body Fluid 1420 50 25 1.5 147.8 4.2 1.0 0.5 100(Tris)

Blood plasma 1420 50 25 1.5 103.0 270 1.0 0.5

Lact : Lactic acid
Tris : Tris-hydroxymethyl - amminomethane

Analysis of Specimen with Surface and SBF

Surface structure changes of the specimens due to the subsequent soaking in SBF were examined by
thin film X-ray diffraction [9] (TF-XRD: Model Rint 2000, Ri Rigaku, Japan), FT-IR reflection
spectroscopy (FT-IR: Model 8200RH, Shimadzu, Japan) and scanning electron microscopy (SEM:
Model JEM6100, JEOL, Japan). Changes in element concentration and pH of SBF due to soaking of
the specimens were measured by inductively coupled plasma (ICP) atomic emission spectroscope
(Model 7000, Shimadzu, Japan) and pH meter (Model PH82, Yokogawa, Japan). Moreover, higher
magnification, nanometric, surface damage and apatite layer evolution is required, instead of traditional
micron-order damage evolution by using an in-situ atomic force microscope. Nanometric damage was
examined with a scanning atomic force microscopy (AFM) (Model SPM-9500J2, Shimadzu, Japan)



Mechanical Test Methods

Fracture resistance measurements were performed at room temperature, the standard disk-shaped
compact specimen is a single edge-notched and fatigue crack disk segment loaded in tension. The
general proportions of this specimen configuration are shown Figure 1 and Figure 2.
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The fracture resistance (Kc¢) was determining by employing tension testing method (ASTM E399-90).
Kc values were calculated by using the following equation, where Kc is fracture resistance [MPa-m'"?],
P is fracture load [kN]), B is thickness [cm], a is crack length [cm] and w is width [cm] generated in the
material tested.

Ke=

$6.0 6.5

=

340 2.8 Figure 2 Out looks of Hydroxyapatite CT specimen

Figure 1 Shape and dimension of specimen

RESULTS AND DISCUSSIONS
Bioactive Functional of Apatite Ceramics in a Simulated Body Fluid

Figure 3 shown SEM photographs of sintered surface of apatite ceramics. Figure 4 shown SEM
photographs of the cross section of apatite ceramics layer formed that was soaked periods in SBF were
(a) 2, (b) 6, and (c) 8weeks. It can be seen from Figure 4 that islandlike substances consisting of
particle are formed on all the substrates. Figure 5 shows TF-XRD patterns of the surface of apatite
ceramics substrate that were soaked in SBF for Oweek and 3weeks. The new XRD peaks appearing
after the soaking in SBF are all ascribed to crystalline apatite. Figure 4 show that the islandlike
substance formed on the substrate are crystalline apatite and the rate of apatite formation is
considerably increased by the soaking periods in SBF for 8weeks. The apatite layer thickness
evaluation shown in Figure 6 indicates that the mean thickness increased from 0 2 m to 100 z m while
soaking in SBF for 2,4,6 and 8weeks, respectively.

A
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Figure 3 SEM photograph of etched surface of hydroxyapatite ceramic, sintered at 1375°C
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Figure 4 SEM photographs of grown precipitate layer on hydroxyapatite ceramic. ((a) Soaking in SBF
for 2weeks, (b) 6weeks, (c) 8weeks )
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Figure 5 TF-XRD patterns of hydroxyapatite ceramic in SBF (O: hydroxyapatite)
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Figure 6 Effects of soaking time on hydroxyapatite particle thickness in SBF

Self-Healing Function of Apatite Ceramics

The room temperature fracture toughness of apatite ceramics, after SBF soaking for from 2 to 8weeks
under 37°C, is shown in Figure 7. As a result, corrosion degradation of hydroxyapatite ceramics was
preferentially recognized on hydroxyapatite particle after short time immersion into SBF. The general
tendency of drastic decrease in fracture toughness was recognized in these materials. In case of
materials specimen, most remarkable decrease in fracture toughness after 3weeks immersed into SBF
was detected this remarkable degradation in fracture toughness was bought about by the crack
propagation behavior of going through into corroded pit (Figure 8). However, the specimens after
4weeks immersion into SBF showed improved fracture toughness compared with those of corroded
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Figure 7. Effects of soaking time on fracture resistance of hydroxyapatite ceramics in SBF

Figure 8 SEM photographs of corroded pits surface of hydroxyapatite ceramics in SBF for 3weeks

hydroxyapatite ceramics (until 3weeks). There improvements in fracture toughness may be brought
about through the mechanics was shown to induce the apatite layer formation on it’s surface in some
areas between 4 and 8weeks by simulated body fluid. The apatite layer formed on the it’s
hydroxyapatite surface in the SBF consisted of apatite particle about 100 u m thickness and high
interface strength (Figure 6).

In Vitro Bioactive Functional of Apatite Ceramics by In-situ AFM Observation

Through employing AFM analysis, examination of the hydroxyapatite layer formed of the
hydroxyapatite ceramics and A-W glass ceramics was conducted. The results are shown in figure 9.
Formation of apatite layer was investigated by in-situ AFM observation on the surface of A-W glass
ceramics. Effect of apatite layer formed in A-W glass ceramics upon bioactive functional properties
were investigated : through examining surface before preconditioned in 37°C SBF, which were
preconditioned in 37°C SBF solution for 24hr. In case of A-W glass ceramics specimen, most
remarkable corrosion pit and grown precipitate was recognized. The specimen of soaking in SBF

(a) Omin (b) 30min (c) 45min (d) 60min
Figure 9 In-situ visualization of precipitate particle and corrosion products of A-W glass ceramics
by AFM in a SBF (1.5) solution, which were preconditioned in 37°C SBF solution for 24hr.
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Figure 10 In-situ visualization of precipitate particle and corrosion products of A-W glass
ceramics by AFM in a SBF (1.5) solution, which were preconditioned in 37°C SBF solution
for 24hr.

showed the strongest grown precipitate layer and corrosion pit (Figure 10(d)).

SUMMARY

The apatite layer formed on the sintered apatite ceramic in the simulated body fluid consisted of fine
needle like apatite particle, which are elongated along C-axis and random oriented. The apatite
particles in the surface layer were in direct contact with those within the apatite ceramics substrate
without intervention of Ca and P ion. Apatite layer formed in simulated body fluid bought about the
fracture resistance changes from corrosion damages to precipitate apatite particle. Nanometreic
precipitate apatite particle and corrosion damage is successfully in situ imaged by atomic force
microscope.
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ABSTRACT

Successful application of metal matrix composites often requires strength and lifetime predictions that
account for the deformation of each constituent. However, the deformation of individual phases in
composites usualy differs significantly from their respective monolithic behaviors. For instance,
generdly little is known about the in-situ deformation of the metal matrix and fiber/matrix interface
region, other than that it likely differs from the bulk material response. This article describes an
approach to quantifying the in-situ deformation parameters using neutron diffraction measurements of
matrix failure around a fiber fracture in a model composite consisting of an Al matrix and a single
Al,O; fiber. We aso study the shear diding resistance as it evolves through fiber fracture upon loading
and unloading. Matching the stress/strain distributions predicted from micromechanical models to the
measured strain distributions determined by neutron diffraction under applied tensile loading resultsin
an estimate of the typically non-linear, stress-strain behavior of the metal matrix.

KEYWORDS

Metal-matrix composite, neutron diffraction, constitutive behavior, fiber fracture, matrix yielding, Al-
Al,O3 composite, interface shear strength.

INTRODUCTION

The strength and lifetime of fiber composites are largely governed by the nucleation and interaction of
fiber fractures. These fractures unload onto neighboring fibers and matrix, generating strain
concentrations which can promote more fiber breaks. The magnitudes and length scales of the strain
concentration fields depend on the response of the matrix and interface. Therefore, knowledge on the
in-situ constitutive behavior of these regions are crucial for determining internal stress states.

Particularly for metal matrix composites (MMCs), the deformation of the matrix material in-situ often
differs significantly from its respective monolithic, bulk behavior. Generaly little is known about the
in-situ deformation behavior of the metal matrix and fiber/matrix interface region, other than that it
likely differs from the bulk material response. There are many possible reasons. (i) microstructural
constraints, (ii) localized strain gradients (e.g., near phase boundaries and defects), and (iii)



microstructural features, such as grain size and dislocation densities, of the matrix and interphase, that
differ from monolithic features by virtue of the fabrication and consolidation process. The objective of
thiswork isto develop in-situ constitutive laws for the matrix and the interface region.

Both single and multiple fiber micromechanical composite models for stress distributions around fiber
fracture(s) employ various mathematical forms for the matrix or interface, ranging from rigid plastic to
strain hardening, for instance. The ssimplest model, developed by Kelly and Tyson [E[], assumes the
matrix or interface deform only in shear and are rigid plastic with a constant shear stress 1. The fiber
remains elastic and sustains only axial strains. Due to the high shear stress generated in the matrix next
to the fracture site, inelastic matrix or interface deformation is assumed to initiate at the fiber fracture
site and propagate axialy away from the break. The axia length of this inelastic zone is commonly
referred to as the dip length, Ls. For an MMC system, perhaps a less reasonable assumption is that
axial deformation of the matrix is prohibited. According to [ﬂ], dip length Lsis

L _DE;e
° 4,

D

where, D is the fiber diameter, E; is the Young's modulus of the fiber and ¢ is the far-field applied
strain. The fiber axial coordinate z originates at the fiber fracture. For z < Lg the fiber axial strain is
simply ¢, but for z> L the fiber axial strain & is

41,z
" DE, (2)

This article describes a general approach to quantifying the in-situ deformation parameters by linking
micromechanical modeling to neutron diffraction measurements of fiber and matrix strain around a
fiber fracture. The model fiber composite studied consists of an Al matrix and a single Al,Os fiber.
The propagation and relaxation of matrix plasticity induced by the fiber fracture upon loading and
unloading is also examined. To illustrate the approach we apply the Kelly-Tyson model [Iil to the data.
Matching the fiber axial stress distribution predicted from this model in Equation 2 to the neutron
measured fiber strains under small applied load increments results in an estimate of the typically non-
linear stress-strain behavior of the matrix.

EXPERIMENTAL PROCEDURE

A model composite comprised of a single, polycrystalline Al,O3; (alumina) fiber (4.75 mm diameter,
from Coors Ceramics, Golden, CO) and an Al aloy (6061, ESPI Metals, Agoura Hills, CA) matrix
prepared by casting was used in this study. In order to engineer fiber fracture at the center of the gage
section a 0.7 mm thick notch was cut around the circumference of the fiber to a depth of 1 mm using a
diamond saw. Prior to casting, the 6061 Al was machined to fit loosely in the mold around the fiber.
The sample was cast in a stainless steel mold under vacuum after purging the mold with argon gas.
The mold was machined to hold the alumina fiber vertically in a tube furnace while the Al melted
around the fiber. Following 30 minutes at 800°C, the entire mold was quenched to room temperature
in water. Cylindrical tensile samples were then machined from the cast. The fina dimensions of the
sample gave a 30 mm long gage length with an 8.23 mm total diameter. X-ray radiography images
revealed a continuous matrix with no voids after casting. Reference samples (nominally free of thermal
residual stresses) of the matrix and fiber were also prepared using the same technique. For the
reference fiber sample, the Al matrix was polished away from the fiber along a 14 mm gage section in
order to relieve the thermal residual stresses.

The mechanical behavior of the monolithic Al matrix was determined in tension using a screw-driven
Instron load frame at a constant applied strain rate of 0.1 mm/min. The yield stress obtained by finding



the location on the stress/strain curve where it deviates from linear eastic behavior was 75 MPa. On
the other hand, the 0.2% offset yield stress was found to be 89 MPa.

The neutron diffraction (ND) experiment was performed on the Neutron Powder Diffractometer (NPD)
at the Los Alamos Neutron Scattering Center (LANSCE). Using a hydraulic load frame, the sample
was loaded in tension in the presence of the neutron beam as shown in Fig. 1. Data were collected in
20 MPaintervals for approximately one hour at each step. Strain was measured on the sample using an
extensometer with a 25 mm gage length. 1n addition, phase specific elastic strain was determined from
the diffraction data via the Rietveld method [R3]. A 10 mm wide neutron beam struck the entire width
of the sample at an angle of 45° resulting in a 14 mm gage length (Fig. 1). Diffraction patterns were
collected at +90° and —90° 20 providing strain information in both the longitudinal and transverse
directions.

Incident Neutron Beam
—»10 Mme¢——

+90°
Detector Bank

-90°
Detector Bank

Figure 1. Schematic of the NPD tensile testing geometry. Specimen is a 45° to the incident beam.
The scattering (Q) vectors for each detector bank indicate the directions of measured strains.

RESULTS AND DISCUSSION
Neutron Diffraction Measurements

Figs. 2-3 show the applied composite stress vs. axial (longitudinal) strain measured in each phase using
ND. Within the error of the ND measurements (150 pie when specimens are changed and £25 e
during a single measurement), the therma residua strains due to the mismatch of the thermal
expansion coefficients of the fiber and the matrix were determined to be roughly relaxed. The
reference values for the strains in Figs. 2-3 were taken to be the values measured from the monolithic
(“stress-free”) versions of the constituents. In other words, the data presented here include the (nearly
relaxed) thermal residual strains.

Results shown in Fig. 2 suggest plastic deformation in the matrix during the first loading cycle at an
applied composite stress around 60 MPa. A jump in the position of the load frame crosshead at around
55 MPa confirms the fiber broke during the first loading cycle. In addition, the plasticity observed
from the extensometer (these data are not shown here) supports an assumption of discontinuity in the
fiber, as does the change in slope after 60 MPa for both the fiber and matrix. Upon unloading, residua
tensile strain is observed in the fiber and residual compressive strain is seen in the matrix. This is
likely a result of the development of plastic strains in the matrix. Subsequent X-ray radiography
showed separation of the fiber at the notch, which was not observed before [oading.

In Fig. 2, we see further development of tensile residua strains in the fiber and compressive residua
strains in the matrix upon fully unloading after each cycle. We suspect that propagation of localized
matrix plastic deformation (around the fiber break) is largely responsible for these residual strains.
Furthermore, there is a noticeable change in the composite modulus upon loading and unloading during
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Figure 2. Axial strains measured by neutron diffraction in each phase vs. applied composite
stress during loading/unloading cycles 1-3.

these first three cycles. For the loading portion of the first cycle, the modulus of the composite is about
156 GPa, nearly the value predicted by the rule of mixtures (~158 GPa). When the sample was
unloaded, the composite modulus dropped to about 120 GPa. The modulus dropped again in the
second loading cycle by 10 GPa and during the second unloading settled to about 74 GPa
(approximately the modulus of the monolithic form of the matrix). The continuous decrease in the
composite modulus suggests not only plastic deformation in the matrix, but some fiber pullout as well.
In fact, X-ray radiography measurements performed after the ND experiment showed a fiber
displacement of 0.15 mm along the axis at the notch. In addition, after completing the cycles, a plastic
deformation zone was clearly visible at the surface of the sample in the position of theinitial notch.

When Fig. 2 is compared with Fig. 3, marked differences between cycles 1-3, particularly for the
matrix, and no significant changes during cycles 3-5 are observed. It is likely that by cycles 3-5, the
plastic deformation in the matrix progressed outside the gage section. During the fifth
loading/unloading cycle, the sample failed at afina load of 100 MPa after reaching a maximum load of
116 MPa. The matrix failed near the shoulder of the threaded section of the specimen and outside the
section sampled by ND. At the failure plane, the fiber remained intact and pulled out of the threaded
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Figure 3. Axial strains measured by neutron diffraction in each phase vs. applied stress during
loading/unloading cycles 3-5.



end leaving the middle of the gage section intact. The sample was maintained in position after the
matrix failure and final residual strain values were recorded: +660 pe in the fiber and —540 pe in the
matrix.

Comparison of Experimental Results with Modeling Predictions

Elastic axial fiber strain data from ND can be used to infer the elastic-plastic deformation response of
the matrix. As discussed above, the ND results suggest localized plastic deformation in the matrix
around the fiber break. This deformation will ater the elastic strain distribution in the fiber as
predicted in severa single and multifiber composite models. For instance, we use the simple shear-
diding model presented in [[i for the fiber strain due to a break in a single fiber composite and
compare it with the ND data. We find that the dip length, Ls is usually greater than the gage length,
Zmax = 7 mm, at the maximum load of each cycle. Accordingly, Equation 2, when averaged over the
length zx, provides a relationship between an average axial fiber strain and the rigid plastic diding
resistance 1p. This comparison suggests 1, varies from 22 to 25 MPawith each cycle when evaluated at
its maximum load (Fig. 4). In Fig. 4, the values of applied stress where Ls was less than z.x were
excluded. The 1y values are substantially different than the monoalithic shear yield stress of 6061 Al (37
MPa). Such differences between bulk and in-situ metal matrix behavior were also observed in Al-
Al,O3; multifiber composites [E]. Clearly the predicted parameters for in-situ matrix parameters depend
on the constitutive models used for the fiber and matrix and composite stress analysis. The fact that 1o
varies significantly during the loading/unloading cycles applied on the specimen suggests that the
Kelly-Tyson modéd is inadequate in describing the behavior of the composite. Current work involves
applying other micromechanical models for the matrix constitutive response to interpret the ND results
and to obtain better representations of the in-situ constitutive behavior of the matrix.

30
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Figure 4. Variation of interface shear strength, 1, during loading/unloading cycles as a function of
applied composite stress.

CONCLUSIONS

In this study, we examined the consequences of fiber fracture and localized matrix propagation under
cyclic loading on the in-situ fiber and matrix strains. Even though the matrix fiber bond is strong, after
the fiber fracture, the fiber carries only a small fraction of the total load. Plastic deformation in the
matrix is observed immediately following fiber failure and increases with increasing applied load. The



shear dliding resistance, 1o, which is about 30% smaller than the bulk shear yield stress, increases with
each cycle.
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ABSTRACT

A surface acoustic wave method for in-sifu monitoring of fatigue crack initiation and evolution from a pit-
type surface flaw is described. The surface wave signature is acquired continuously during the fatigue
cycle without stopping the fatigue test. Crack initiation and propagation are clearly identified from the
surface wave reflection signals. The dependence of the ultrasonic surface wave signature on fatigue load
reveals the crack opening/closure characteristic continuously displayed during the fatigue cycle. For crack
sizing from the ultrasonic signatures, the low frequency scattering theory is employed. The combined
effect of the pit and the corner initiated crack on the surface wave reflection is taken into account using an
approximate stress-intensity factor. Examples are given for fatigue crack monitoring in 2024-T3
aluminum and nickel base super alloys. The ultrasonic results are supported by fractographs.

KEYWORDS: crack monitoring, crack closure measurement, surface acoustic waves, crack depth
measurement

INTRODUCTION

Localized surface damage due to corrosion, foreign object impact or other reasons may cause fatigue
crack initiation and failure. A fatigue crack emanating from a surface flaw grows, in general, more rapidly
than on a flawless surface. However, the existence of surface damage may result in a damage-induced
plastic zone and associated crack closure at a relatively moderate level of applied stress. Thus,
experimental results [1] show retardation of crack growth while the crack tip lies in the notch plastic zone.
The effect of the crack closure on the fatigue crack growth rate can be considered using the effective
stress intensity factor range [2]. Numerical results [3] also verify the dominance of notch plastic
deformation over crack tip plastic deformation. Therefore, determination of crack closure (opening) stress
becomes important for crack growth analysis and fatigue life prediction.

Numerous techniques have been developed to measure crack closure stress including the ultrasonic
surface wave [4,5] method. Most previous work on ultrasonic characterization of surface cracks has been



concerned with a crack on a flawless surface or an artificial saw cut simulating a crack. The existence of
surface damage complicates ultrasonic crack detection by masking crack reflection signals. Also, these
surface flaws can cause plasticity-induced crack closure. It is known that crack closure adversely affects
nondestructive detection of fatigue cracks since when they are tightly closed due to compressional stress,
they can remain undetected by nondestructive means. Also, the existence of surface irregularities
complicates fatigue crack detection.

In this paper, an experimental method for in-situ monitoring of fatigue crack initiation from a surface pit
is developed. During fatigue testing surface acoustic wave reflections are measured at different levels of
fatigue load. From the measured surface wave reflections, the crack closure (opening) loads are
determined. It is also demonstrated that crack closure reduces ultrasonic detectability. The low frequency
scattering model is developed to determine small-crack depths. The depths of fully and partially open
cracks are predicted from the collected ultrasonic data and compared to those measured from
fractographs.

IN-SITU ULTRASONIC MEASUREMENTS

The specimen used in the experiment was a standard dog-bone sample [E-466-96-ASTM] with 1.6 mm
thick Al 2024-T3 alloy and Ni base superalloy. A controlled small pit with depth 250 um and diameter
252 um was generated by EDM (electrical discharge machine) in the center of sample. Fatigue tests were
carried out on the 10 ton servo-hydraulic MTS (mechanical testing system) with 15 Hz cyclic load. The
stress range (Ac) was 231 MPa and the stress ratio R was 0.1 so that the maximum stress level was 75 %
of the yield stress. Therefore the fatigue crack may initiate early in fatigue life because of the high stress
concentration. This also leads to the development of a pit-induced plastic zone which causes crack
closure. Post-fracture surfaces were examined with scanning electron microscope (SEM) fractographs and
actual crack and pit sizes were measured.

In order to monitor crack initiation and propagation during the fatigue cycle, ultrasonic surface acoustic
wave reflections from the pit and the crack were measured. A commercial wide band longitudinal wave
transducer with center frequency 5 MHz was assembled with a specially designed polystyrene wedge for
generating and receiving the surface wave signals, as shown in Figure 1. The design of this wedge is
critical for acceptable signal-to-noise ratio. For in-sifu ultrasonic measurements during fatigue, the
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Figure 1: SAW monitoring of surface pit with crack  Figure 2: Load patterns to measure crack
closure stresses
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Figure 3: Change of reflection signal at different cycles for two different loads (a) 100 1b, (b) 400 Ib.

transducer assembly is attached to the sample undergoing the fatigue test for collection of reflected
ultrasonic signals at different load levels during fatigue cycling. The experimental system includes an
ultrasonic pulser/receiver oscilloscope and control computer for MTS and ultrasonic data collection. At a
predetermined number of cycles the computer controlled cycle fatigue load was changed to a step load
(Figure 2) with recording of ultrasonic reflections at each step-load level. More recently the data
acquisition system has been improved allowing us to digitize and save the ultrasonic data during the
fatigue cycle without need for change of the fatigue load to the step load.

INTERPRETATION OF ULTRASONIC RESULTS

As an example, Figure 3 shows surface wave reflection signals taken for two different load levels (100 Ibs
on the left (a) and 400 Ibs on the right (b)) at different fatigue cycles. The surface wave reflection signal is
composed of a backward scattered wave A" (first reflection) from the pit and crack, and the plate bottom
A® (second) reflection of a mode-converted shear wave and the following multiple reflections in the
plate (sample). As a result of the crack initiation and growth during the fatigue test the amplitudes of both
the first and plate bottom reflections change continuously. It is observed from Figure 3(b) that the signal
starts to change due to crack initiation at 25,000 cycles. The signal is shifting in time and growing in
amplitude. The SEM fractograph at this number of cycles is shown in Figure 4(a). Whereas the reflection
signal recorded at the load level 400 Ib changes significantly as the number of cycles increases, no change
is observed until 52% of the fatigue life when signals are recorded at 100 1b load. This indicates that at a
given number of cycles the ultrasonic signals depend on the cycle load at the moment of signal recording.
Detailed interpretation of ultrasonic signals can be found in [6]. The SEM fractographs for cracks at
different numbers of fatigue cycles are shown in Figure 4.



(a) (b) (c)
Figure 4: SEM fractographs at (a) 25,000 cycles, (b) 65,000 cycles, (¢) 130,000 cycles

In Figure 5(a) the normalized plate bottom (second) reflection versus the cyclic load is shown. Each curve
begins to increase at a certain load level (A) from near zero and then saturates at some load level (B),
except for the case at 145,000 cycles when the fatigue crack is so large that it remains open during the
whole cycle. The first load level (A) corresponds to the crack mouth opening load and the second (B) to
the completely open crack. It is also noted that the crack opening loads change with the number of cycles.

MEASUREMENT OF CRACK CLOSURE LOADS

The loads at the beginning of crack mouth opening (A) and at the completely open crack (B) are
determined from the plate bottom reflections and are shown in Figure 5(b). It is noted that the crack
mouth opening load (A) is constant until around 100,000 cycles and then decreases, while the complete
opening load (B) has its maximum at around 80,000 cycles. This result can be understood by considering
the crack transition through the plastic zone caused by the pit under fatigue loading. The pit plastic zone
produces the compressive closure force applied to the crack surface while the crack grows in the plastic
zone. When the crack is short, the load needed to open the crack completely is just a little higher than the
load of the crack mouth opening which is constant at this stage of crack growth. With its growth, the
crack-fully-open load increases. When the crack grows out of the pit plastic zone, part of the crack surface
is unloaded producing residual stress relief thus reducing the crack closure stresses. For the same reason,
the crack-fully-opening load and crack-mouth-opening load decrease when the crack tip lies outside the
plastic zone caused by the pit.
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Figure S: Determination of crack closure loads. (a) Change of plate bottom reflection vs. cyclic load at
different numbers of fatigue cycles, (b) Crack closure (opening) loads vs. number of fatigue cycles.



Assuming that the crack-fully-opening load reaches its maximum when the crack size is equal to the pit-
induced plastic zone size, we estimate the plastic zone about 200 um, which is in reasonable agreement
with experiment.

MODEL FOR CRACK DEPTH DETERMINATION

In this section, a model is proposed for determining the depth of a small crack emanating from the surface
pit. The low frequency scattering theory [5] is modified to take the effect of the pit into account. For
measurements with a single transducer, the ultrasonic reflection coefficient R(w) is given by

iw
R(w)=— p J.uﬁl)aﬁj)nde , (1)

where @ is the angular frequency, i is the unit imaginary number, S is the surface of the flaw, u!" is the

(2)

scattered displacement field, o;;’ is the incident stress field, n, is the inward normal vector to the flaw

surface, and P is the input power to the transducer. Consider the surface wave incident normally to corner
cracks developed at the two sides of the pit (Figure 4(b)). The reflection coefficient (Eqn.1) can be
represented as a sum of two contributions: integration over the pit surface (S;) and the crack surface (S;).
Introducing the crack opening displacement and considering only the normal stress on the surface that is
dominant in the low frequency range the reflection coefficient can be expressed as:

H_ la)(l V)
R(w)zﬁ uon,dS + I (r)Kdl )

Sp

where S means the front sheet of the crack surface, Kj is the stress intensity factor, v is Poisson's ratio,

E 1s Young's modulus and po(r)is the perpendicular distance from the origin to the line tangential to the
crack front C.

To obtain the stress intensity factor, the stress of the incident surface wave is approximated by the
bending stress in a plate [5]. Since the stress o changes its sign at the depth x/ A, = 0.3 we consider the

effective thickness of the plate 4~ = 0.64, and then the bending stress to be o_ = o, (1-2x/h"). Next,

we replace the crack on the pit with that on the through-thickness hole in the plate having the effective
thickness (4£*) considering the ratio d/h* =1 where d is pit depth. Rokhlin et al. [8] used a similar
approximate model for the analysis of fatigue crack initiation and growth from a pit. Raju and Newman
[9] analyzed numerically the boundary correction factors for various combinations of geometric
parameters. We use their data to calculate interpolated curves for the stress intensity factor at different
crack configurations.

To determine the experimental reflection coefficient the surface wave reflection signals were deconvolved
with the measurement system frequency response function by measuring the reflection coefficient of a
90°- step-down corner. In Figure 6(a) the normalized first reflection versus crack depth is presented for
samples with different pit diameters D. Due to signal interference between the two terms in Eqn.2, the
amplitude of the reflection may increase or decrease depending on the pit diameter. The size of the fully
open crack at each number of cycles is determined by comparing the measured and predicted reflection
coefficients. The effective crack size of the partially open cracks is determined in the same manner. In
Figure 6(b) the typical predicted depths of fully and partially open cracks versus number of cycles are
shown. For aluminum samples, the cracks are initiated in the very early stage of fatigue testing. The crack
remains closed at low loads (up to 100 1b) while at higher loads (450, 500 Ib) the crack is fully open.
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Figure 6: (a) Model prediction of reflection coefficient of the corner cracks. (b) Typical example of crack
depths determined at different numbers of fatigue cycle and under different load levels.

CONCLUSION

An experimental method for the evaluation of fatigue cracks emanating from pit-type surface flaws is
presented. In-situ ultrasonic surface wave measurements have been performed to determine the size and
opening/closure loads of the growing fatigue crack during fatigue cycling. By interpreting ultrasonic
reflection signals, crack initiation and growth are quantitatively described. The ultrasonic results are
verified by SEM fractography by breaking samples in different stages of fatigue life. The complete crack
opening process from crack mouth to crack tip is monitored during fatigue cycle loading. The change of
crack opening load with crack evolution is attributed to the crack growth through and departure from the
plastic zone developed around the pit. The model study is performed for determining crack depth in the
small-crack regime.
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ABSTRACT

When indentation is made on a thin film supported on a substrate, the ways by which the indenter’s
volume can be accommodated are considered here. Depending on the relative strengths of the film and
substrate, three regimes are proposed as follows: 1) when the film is a lot harder than the substrate, the
deformation may be modelled by assuming that the film is rigid; ii) when the film has similar strength as
the substrate, the deformation pattern is likely to be spherical as similar to indentation on a homogeneous
material; iii) when the film is a lot softer than the substrate, the substrate can be assumed to be rigid.
Mechanistic models are proposed for the scenarios ii) and iii).

Keywords  Hardness, Coatings, Sputtering, Metal Films

INTRODUCTION

Indentation on thin films supported by substrates has been an important research subject as it is often
necessary to know the mechanical properties of, for example, hard protective coatings. When the
indentation depth is small, say within 10% of the film thickness, the substrate effect is negligible and
hence the measured hardness becomes a sole property of the film material. However, at such small values
of indentation depth, the measured hardness is prone to a strong intrinsic size effect (ISE), which we term
the intrinsic effect here as it refers to the film material alone. When the indentation depth is a significant
fraction of the film thickness, the substrate effect becomes significant. To illustrate this, we use data from
our recent experiments on deposited metallic alloy films [1-3]. Illustrated in Figure 1(a) are the
microhardness values versus indentation depth (%) for three film thickness values (¢) obtained from
3Ni/Al alloy films on pure Ni substrates. The 4/¢ ratio is larger than 10% for all the data shown. It can be
seen that the measured hardness exhibited a strong negative ISE, and the hardness results for different
thickness values fall on distinct curves when plotted against 4. However, when plotted against A/t in
Figure 1(b), the results fall on a single curve. This indicates that, in this thickness range at least, the ISE
obeys geometrical similarity with the film thickness being the characteristic length scale. To distinguish
this regime from the intrinsic effect discussed above, we term this the extrinsic ISE. When the film
remains adhered to the substrate during indentation, one may expect that the extrinsic ISE would be self-
similar so that the hardness depends on %/t but not on 4 alone. This is the situation observed in Figure 1
(b). When film delamination occurs, the interfacial crack length represents another length scale in the
problem, and so the indentation may no longer be self-similar.
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Figure 1: Vickers hardness values against (a) indentation depth /4, (b) indentation depth 4 normalised by
film thickness ¢, (c) In(#/h) for 3Ni/Al films of three different thickness on pure Ni substrates [2].

If the aim of the experiment is to measure the strength of the film, the strong ISE observed, no matter
intrinsic or extrinsic, would certainly make life very difficult as it would not be obvious as to which
hardness value on the curve to take, and the measured hardness is no longer roughly three times the yield
strength. A reliable model of the ISE would therefore be highly desirable. Since in general the intrinsic
effect dominates over quite a narrow range of small indentation depth ratio, we believe it is more useful
to make use of the extrinsic ISE to get information about the film strength. It is therefore the aim of this
paper to bring some insight into the extrinsic ISE by proposing mechanistic models for this type of ISE.
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hard film ": film
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plastic front,
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=1 @
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Figure 2: (a) Rigid film mode, (b) radial mode, and (ci,cii) planar modes of plastic deformation
accompanying indentation on a thin film supported by substrate.

MECHANISTIC MODELS FOR EXTRINSIC ISE

In a general case of modelling indentation on a film supported by a substrate, it is useful to think of a
spectrum of possibilities as shown in Figure 2. One extreme is the rigid film mode (Figure 2(a)) in which
the film is much harder than the substrate. In this situation, the film will merely deform or crack at the
hinges of the indent, and between the indent and the substrate, the film remains rigid. The scenario is
therefore similar to that considered by Jonsson and Hogmark [4]. When the film has similar strength as
the substrate, the film will deform together with the substrate as shown in Figure 2(b). There is little



tendency of sliding across the film/substrate interface, and depending on the strength of the interface, the
film may or may not delaminate, but this should not influence the material flow to a significant extent.
We denote this mode as the radial mode. The other extreme is to have a very soft film on a hard substrate
as shown in Figure 2(c). In this situation, the film material under the indent will be squashed by the
indenter, but the substrate will have little deformation. A large shear stress will be set up across the
film/substrate interface. If the interface is weak, it will then crack. Once film delamination has occurred,
the indentation volume is accommodated mainly by pushing the film material surrounding the indentation
core in a more or less co-planar fashion along the film as shown in Figure 2(ci). There will be relative
sliding of the film material over the substrate, and when the delamination crack size is large enough, the
elastic portion of the delaminated film may buckle upward. This mode is in fact similar to that considered
by Evans and Hutchinson [5] who have also provided experimental evidence for its existence. We denote
this here as the planar mode. If the interface is strong so that the film does not delaminate, the film
material is difficult to flow radially outward in a co-planar fashion, so that the only way to accommodate
the indenter volume would be to flow upward to as shown in Figure 2(cii). We term this the pile-up
mode. Since the ISE of the rigid film mode in Figure 2(a) has already been considered by Jonsson and
Hogmark [4], and the pile-up mode is difficult to model analytically, we will focus on the remaining two
modes in the rest of this paper.

RADIAL MODE

When the film has similar strength as the substrate, the material flow pattern should not differ
significantly from that in the indentation on a homogeneous half space. The latter has been modelled
rather successfully using the cavity model [6]. For a convenient analytical model for the radial mode in
thin-film, we will therefore follow the assumptions of this model. Hence, as a crude approximation, we
assume in Figure 2(b) that the mean pressure p, underneath the indenter creates plastic flow of material
residing mainly inside a spherical plastic zone which is a sector of a hemisphere subtended at the centre
of the indent. This is more likely the case for blunt indenters like Vickers or Berkovich. Let ¢ be the
radius of this plastic zone, and r the radial distance of a point inside this plastic zone. Assuming spherical
field inside the plastic zone, equilibrium requires 0o, /0r =2(c, —o,)/r, where o; and oy are the radial

and hoop stresses respectively. With the Tresca criterion oy - o, = Y;, where Y is yield stress and the
subscript i denotes either the film (f) or the substrate (s), the stress solutions are:

2y
~2y, h{ij _oy, ln(§j -5 forr e (ihe film)

r

o= { (1)
-2y, 1n(fj 2
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r

for ¢ > r [] ¢ (the substrate).

In deriving eqn. (2), the integration constants are chosen such that the radial stresses are matched across
the film/substrate interface, and the boundary between the plastic zone and the elastic outer region for » >
¢ which is also assumed to be spherical. The mean pressure inside the indent core » < 4 tan ¥, where 4 is
the depth of the indent and ¥the semi-angle of the indenter, is given by:

2Y
=2y, ln( ! j Loy h{fj sy )
: htan¥ ‘ t 3

The plastic front at » = ¢ can be located by considering compressibility inside the plastic zone in a similar
fashion as was done previously [6]. Defining v = du(r)/dc as the rate of change of position u of a material
point inside the plastic zone at » with respect to the plastic zone size ¢, the assumption of
incompressibility leads to 0v/or +2v/r =0 for ¢ > r > h tan ¥. Solution to this which matches the elastic
region at = ¢ is

p” - _O-’ r=htan¥
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where Ej is the Young’s modulus of the substrate material. Noting that if the volume of the indent core is
to be conserved during a depth increment of di, 2 zh*tan® ¥ du(h tan ¥) = 7h’tan” ¥ dh. Hence, from eqn.

3),
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Since the measured hardness H s p,, substituting eqn. (4) into eqn. (2) gives
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H, is independent of ¢ and 4. Eqn. (5) indicates a falling trend of hardness versus indentation depth, i.e. a
negative ISE, when Yy> Y, and a positive ISE when Y, < Y.

In terms of applicability, the radial mode consideration here is subject to two limits. The first is that the
indent size must be large enough to make the plastic zone spread well beyond the film/substrate interface,
so that the presence of the substrate can be felt. The second limit is that for the cavity model to be a good
approximation, the deformation field must stay more or less spherical. This will not be the case when the
film and substrate have too different yield properties, or the indent is too deep compared with the film
thickness. For the latter, if the indenter penetrates deeply into the substrate, it may be expected that the
film profile would conform gradually to the indenter shape even if it does not break, and so the flow field
would deviate significantly from being spherical. An intuitive estimate for the field to maintain roughly
spherical is that 4/t [] 1.

PLANAR MODE

The planar mode is similar to the situation considered by Evans and Hutchinson [5], who have assumed
that the plastic and elastic zones reside entirely in the delaminated film. This is likely to be the case when
the substrate is non-deformable and the film/substrate interface is weak. Here we follow a similar line of
development but focus more on the interaction between the plastic zone and the elastic zone. We assume
that the plastic zone surrounding the indent is a disk with radius ¢ as shown in Figure 2(ci). Surrounding
this is the elastic zone, which extends from » = ¢ to » = a, where a is the radius of the penny shape
interfacial crack. From volume conservation of the plastic zone, Evans and Hutchinson [5] showed that
the radial displacement at the plastic/elastic boundary, A4, is given by

3 2
u(r:c):A:M. (6)
6ct
Since the displacement beyond interfacial crack radius may be assumed to be negligible,
u(r=a)" 0. (7)

The elastic stress solutions which satisfy eqns. (6) and (7) are
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where Eyand vy are respectively Young’s modulus and Poisson’s ratio for the film material. The elastic
energy residing in the elastic region is given by

U=-nctAo,(r =c). 9)
The elastic energy release rate G = -1/(27a) (0U/Oa) and from eqns. (8) & (9),

2 2
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This expression for G is somewhat different from that of Evans and Hutchinson because here we consider

a radial field according to eqn. (8) but in Evans and Hutchinson, a uniform compressive stress state was

assumed. A stable crack size will occur when G = K112(1-1(,«-2)/E,; where Kj; is the mode 11 critical stress

intensity factor of the film/substrate interface. From eqn. (10), this stable crack size is given by:

cE A ¢
at=ct+—L —. (11)
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The plastic zone radius is located by noting that at the elastic/plastic boundary at r = ¢, oy - 0; = Y. From
eqns. (6), (8) & (11), this requires

B 6(1+v,)

— /L a-v,) (12)
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To relate the measured hardness with the plastic zone, a descriptive model must be assumed for the latter.
For a blunt indenter, the region outside the indent core but inside the plastic zone, i.e. ¢ [] 7 [] /# tan ¥, may
be assumed to be subject principally to plane stress. The equilibrium condition for this region may
therefore be written as do, /0r =(o, —0o,)/r =Y, /r. Solution of this is

o*rszln(zijO'r(r:c), cOr0htan® (13)

c

The mean pressure p, supporting the indenter is approximately equal to -o,(r = h tan ¥). Thus, from eqns.
(13), (10), (11) & (12),

. Yfl( H 1-v,) ,. 6(1+v,) K, [(-v)) (14)
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The measured hardness thus has the form

H=41n£—j+bl1 (15)



where H, =Y, f(E,/Y,,v,,K,/ Yf\/;) comprises the last three terms in eqn. (14) and is a term

independent of 4. Eqn. (15) indicates that for the planar mode, H will increase with the indentation depth,
i.e. a positive ISE will result.

As discussed by Evans and Hutchinson [5], buckling of the elastic region a [] » [] ¢ may occur for
sufficiently large p,. They have shown using a post-buckling theory that this is equivalent to reducing Ky

by a factor Ja , where o (<1) is a parameter indicating the post-buckling stiffness of the film material.

With this correction when the film buckles, the form of the depth dependence of H in eqn. (15) is
unchanged.

COMPARISON WITH EXPERIMENTS

Because of space limitation, we will only discuss the radial mode here. Experimental results involving
planar model will be dealt with in a forthcoming publication. For the radial mode, we use the hardness
results on 3Ni/Al alloy films on nickel substrates shown in Figure 1(a). These were sputtered films and
the experimental procedures have already been described elsewhere [1-3,7]. Being metallic films, they
should be deformable and hence such a material system should represent a good prototype for the radial
mode. As mentioned earlier, Figure 1(b) shows that the observed ISE obeys geometrical similarity, and
one may also notice from eqn. (5) that the predicted ISE for the radial model also obeys similarity. In
Figure 1(c) are shown the hardness results plotted against In(#/4). It can be seen that the variation is
approximately bilinear, with the turning point occurring at 4 = ¢, i.e. at the situation where pierce-through
is about to occur. The segment on the left of the turning point corresponds to the post-pierce-through
situation and since the apparent hardness at increasing load should approach that of the substrate, this
segment should deviate in the long run from the apparent linearity shown in Figure 1(c) when In(#/h)
becomes increasingly negative. On the right of the turning point, i.e. for the situation before pierce-
through occurs, it can be seen that the data fall reasonably accurately on a common straight line in
agreement with eqn. (5). The measured slope of this straight line is ~ 2.30 GPa. Hence, from eqn. (5), ¥
should be larger than Y, by about 1.15 GPa. The hardness of the Ni substrate is 1 GPa, and hence its yield
stress is about 0.33 GPa. The estimated yield stress of the 3Ni/Al film is therefore about 1.5 GPa. In ref.
[3], more results on alloy thin films are compared with the prediction in eqn. (5). To summarise, by
comparing an experimental hardness vs depth variation with eqn. (5), the yield strength of a thin film
supported on a substrate can be obtained.
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ABSTRACT

A thorough knowledge of the resistance to delamination of laminated composite materials requires a test
method capable of inducing Mode II fractures. However, pure Mode II (interlaminar shear) failure can
be difficult to produce in a test coupon. Several researchers have documented the propensity of the
typical flexure-type interlaminar shear test specimen to be adversely affected by a complex stress state
near the region of loading and hence exhibit mixed-mode fracture characteristics. In the effort to induce
a pure state of shear on the failure plane, a sandwich-coupon, flexure-test specimen has been suggested
by the lead author. Such a specimen is capable of producing nearly pure interlaminar shear failures in
graphite/epoxy laminates. The current research presents closed-form and finite element analysis results
characterizing the stress state within the region of fracture initiation. The resulting shear failures are
characterized with respect to fracture pattern, mode of failure, and stress state on the failure plane.

KEYWORDS

Mode II, interlaminar shear, fracture, composites, graphite-epoxy

INTRODUCTION

Strength theories based on failure criteria are essential to composite materials designers to enable
prediction of the behavior of structural elements under complex loading. Subsequent to formulation,
these strength theories must be verified by comparison with measured strengths. This verification
process involves the development of test methods capable of producing a prescribed state of stress and
failure mode within a test specimen.

In the past, engineers have relied upon the short-beam shear (SBS) test, as described in ASTM D2344
[1], to interrogate interlaminar shear failures and to provide an estimate of the interlaminar shear
strength of composite materials. However, despite its popularity, the short-beam shear test is affected by
complications that are not incorporated into the elementary Euler-Bernoulli beam theory upon which
interpretation of the test method is based. According to the assumptions associated with this theory, the
interlaminar shear stress is parabolically distributed across the face of the specimen with a maximum
occurring at the midthickness plane. Unfortunately, the short-beam shear test configuration is
deliberately chosen so that the interlaminar shear stress in the beam dominates the stress distribution.



Clearly, the behavior of a short beam deviates from that predicted by the elementary theory [2].
Numerous investigations have indicated the presence of high shear stresses near the concentrated load
and supports as depicted in Figure 1 [3,4]. That such complex stress states exist within SBS specimens
is corroborated by their typical fracture pattern as shown in Figure 2.
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Figure 1: Stress concentrations affecting

the short-beam shear (SBS) test Figure 2: End view of a typical graphite/epoxy

SBS test specimen

Analysis shows that the short-beam shear test configuration yields stress concentration effects which are
never fully dissipated as St Venant’s principle is not satisfied in a highly orthotropic beam of low span-
to-depth ratio. While stress concentration effects are reasonably well localized in a standard flexural
beam test, the dimensions of the short-beam shear test specimens used to test high-performance
composites, such as graphite/epoxy, preclude the dissipation of stress concentration effects. Closer
inspection of short-beam shear test specimen failures indicates the presence of microbuckling and
microcracking in the region near the load roller. It has been theorized that initial damage in the form of
vertical cracks may be necessary to induce the horizontal interlaminar failures observed. Thus, despite
its simplicity and popularity, the short-beam shear test method is not appropriate for a general study of
interlaminar shear failures of composite materials.

In an attempt to produce true interlaminar shear failure in laminated composite materials, alternatives to
the standard short-beam test have been suggested. Some experimenters have proposed the use of thicker
short beams; e.g. 50 plies, or the use of a four-point flexure test [5]. Thicker short-beam specimens,
however, are still prone to vertical cracking in the load roller region, precluding true interlaminar shear
failure. And, investigations have verified that the four-point flexure test is also adversely affected by
stress concentrations in the regions of loading resulting in microbuckling and vertical cracking.

The ideal interlaminar shear test method should provide a region of pure, uniform shear stress within the
test section of the specimen. Test results should not be affected by the presence of a complex stress state
in the region of eventual specimen failure. Toward this goal, a simple test method capable of producing
a state of pure interlaminar shear stress within a specified region of a flexure test specimen was
developed by the lead author [6]. The test method employed an adhesively bonded test specimen
referred to as the steel/composite/steel (SCS) test sample tested in four-point flexure (see Figure 3).

In that research, an SCS test sample was constructed of a coupon of Hercules AS4/3501-6,
unidirectional, graphite/epoxy material, bonded between two thin strips of heat-treated steel using an
epoxy adhesive. The design of the SCS test sample confined the composite material to the midthickness
region of the beam where the stress state approached that of uniform shear. The steel face strips
dissipated the stress concentration effects in the vicinity of the load and support points. Interlaminar
shear failures along the midplane of the composite test coupon were achieved (see Figure 4). The
propagation of the interlaminar shear failures produced by the SCS test sample was monitored using a
crack detection device developed by Camping and Short [7]. The interlaminar shear failures of the
specimens tested (5 replicates) were all found to follow the same general pattern of propagation, i.e.,
once the shear failure initiated in the region of pure shear stress between a load and support, it
propagated in both directions along the length of the beam, first reaching the end of the specimen closest
to the failure initiation site. The shear failure propagated through the zone of compressive stress
corresponding to the support region, into the beam overhang region, and out to the end of the specimen.



The failure then propagated in the opposite direction, back into the flexure specimen, through the zone
of compressive stress corresponding to the load region, terminating under the load roller farthest away
from the failed end. The final interlaminar shear failure appeared as shown in Figure 5.
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Figure 3: SCS test sample

Figure 4: End view of a typical graphite/epoxy
SCS test specimen (markings on scale shown
are 1/32 in.)
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Figure 5: Final location of shear failure in SCS test sample (numbers refer to location of sensors of
crack detection device [7]).

Short [6] reasoned that from the results of using the crack detection device, the scanning electron
photomicrographs of the fracture surfaces presented for the region between the load and support
correspond to that of pure interlaminar shear failure of unidirectional graphite/epoxy material. It was
also noted that the fracture surface appearance was somewhat different from that usually reported in the
literature as being representative of the pure shear failure of unidirectional graphite/epoxy composites.
However, it is noted that in much of the work presented in the literature, the test methods used to
produce the shear failures are not reported. Therefore, the question still remained as to whether the
interlaminar shear failures produced by the SCS test sample do indeed represent ‘pure’ Mode II shear
failures. Citing the work by Filon [8], Short reasoned that the magnitude of the through-thickness
normal stress, o, , in the region between the load and supports damps out to such a degree that it can be
considered to be fairly negligible on the failure plane (midplane). To answer this question, a more
accurate estimate of the stress state on the failure plane between the load and support regions was
required.

FINITE ELEMENT STRESS ANALYSIS

The three stress components oy , Txy , Ty, , have little direct effect on the interlaminar shear failure due to
the design of the SCS test sample and the nature of the flexure test. Furthermore, since previous
research using the crack detection device verified that the shear failures initiate approximately on the
midthickness plane of the SCS test sample, between a load and support region, it was assumed that the
bending stress, oy , also has negligible effect on the failure. Hence, the through-thickness normal stress,
o, , and the interlaminar shear stress, Ty, , are the only stress components that significantly affect the
interlaminar shear failure.

The finite element analysis (FEA) was performed using the software program ANSYS®. A plane stress
analysis was performed modeling only half of the SCS test sample due to symmetry. A total of five



areas each representing one of the component layers was created. These areas were subsequently
merged.

The composite region was modeled using a “lumped parameter” model based on the work by Post et. al.
[9]. This model uses finite elements to represent resin-rich regions within the unidirectional graphite-
epoxy laminate. This is consistent with the materialographic inspection of the composite laminate and
also with the load-deflection results of the flexural testing. Contact stress elements were used to model
the load and support regions.

DISCUSSION OF RESULTS

Excellent agreement was obtained between the FEA and experimental beam deflection and beam strain
results as determined via strain gages. Five replicate SCS test samples were tested. Such agreement
among the kinematic results supports the position that the corresponding FEA stress analysis results are
fairly accurate. The distribution of the interlaminar shear stress, Ty, , along a vertical line midway
between the load and support rollers is shown in Figure 6. The abscissa represents the thickness of the
SCS test sample with DIST = 0 representing the supported surface of the beam. The maximum value of
interlaminar shear stress corresponding to the fracture load experienced by the SCS test sample at the
midplane is 101.42 MPa. This compares favorably with the value 99.94 MPa reported by Short [6]
using a closed-form analysis.

Figure 7 shows the distribution of the through-thickness normal stress, 6, , on the midthickness plane
between the load and support rollers. The minimum value of the abscissa is representative of a point on
the midthickness plane, which lies on a vertical line drawn upward from the center of the support roller.
The maximum value indicates a similar point with respect to the load roller. The distance between the
two rollers is 15.24 mm. At the midpoint between the load and support rollers, the through-thickness
normal (compressive) stress, o, , is 1.8 MPa, approximately 5% of the maximum interlaminar shear
stress.

Figure 8 shows the distribution of the through-thickness normal stress, 6, , beneath the load. The
abscissa is representative of the beam thickness with the minimum value corresponding to the supported
face. The results show that the compressive through-thickness normal stress, G, , is mostly dissipated by
the top steel strip. The magnitude of this stress at the composite/adhesive interface is approximately
15% of the maximum compressive stress at the top face of the steel strip.

Previous research [6] showed that the SCS interlaminar shear failures initiated within a region of the
beam approximately 5-mm wide, located symmetrically about a plane midway between the load and
support. The results of the finite element analysis show that the average through-thickness normal stress
acting in this region is approximately 5% of the maximum interlaminar shear stress. Therefore, it can be
concluded that the crack initiation zone was subjected to a state of relatively pure Mode II interlaminar
shear stress. The steel plates in the SCS test sample design proved effective in damping the stress
concentration effects of the normal stress due to the load and supports. These stress concentration
effects are known to promote failures in standard short-beam shear specimens.



ysawd <3u0ddns pue pPeOT 343] UI3Maq ZxXG SSau2 14} UBnoJay|

158Td

oha*2 iG2e 219°1
SEIE _ BE'D _MHU..__ _ [

(1=4x01 %) _ !

1909

lozs-

|EA b

| S¥Lt

BLZ°

HLoy

EVach

| F2) o

Bl

Vg b

“1ZE1-

FLE1-

ZZ01-

CL8—

e

Fil—

-

=T Ao

STi=-

o

CEgg01 %)

Figure 6: Interlaminar shear stress, Ty, , midway between the load and support
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ABSTRACT

The extensometer was newly developed for measuring axial displacement of ceramics and its composite
materials at elevated temperatures. Then the high temperature use-closed loop type push-pull fatigue test
system was equipped with this extensometer. ’

The push-pull cyclic loading tests were performed for silicon nitride ceramics under the controlled
triangular and trapezoidal stress wave loadings at 1300°C, and its cyclic stress-strain response was
measured. The inelastic strain, which is greatly dependent upon stress rate, was detected in this material
at 1300°C. It was found from the shape of the cyclic stress-strain hysteresis loop that inelastic strain was
easier to generate under tensile loading than under compressive one; the width in the hysteresis loop was
larger on the tensile stress side than on the compressive stress side. Moreover, the cyclic stress-strain
hysteresis loop showed that the positive and negative inelastic strains were generated on unloading
excursions from the tensile maximum and the compressive minimum stresses as well as on the tensile and
compressive loading excursions. The creep strain was also detected during the tensile and compressive
stress-hold periods under the trapezoidal stress wave loading. At that time the amount of the creep strain
is much larger during the tensile stress-hold period than during the compressive stress-hold one.  Another
notice is that the cyclic inelastic strain decreases with progress of cyclic loading process, showing that
strengthening occurs during cyclic 3oading at 1300°C in Si3Ny4 ceramics.

- KEY WORDS

Si3Ny4 Ceramics, Push-pull Cyclic Loading, Elevated Temperatures, Cyclic Stress-strain Response,
Inelastic Strain, Fatigue Life

. INTRODUCTION

The basic and practical studies have been extensively carried out for applying ceramics materials, which
possess excellent heat-resisting mechanical properties, to high temperature machine components.

Fatigue is one of the important mechanical properties to be clarified for actualizing this [1,2].

The cyclic stress-strain response is a fundamental mechanical property for fatigue life prediction. Its



measureme; t, however, is extremely difficult at so called ultra-high temperatures in ceramics materials;
the amo splacement generating in these materials is quite small, and ultra-high temperature-use
extensometer has to be developed to measure such a small displacement. Then the cyclic stress-strain
response of ceramics materials has been. little exammed at elevated temperatures so far. -

The inelastic deform ccurs in Si3Ny ceramic at elevated temperatures [3,4]. The present. study aims
at clanfymg the inelastic’ cychc stress-strain response of SisNy ceramic at 1300°C, whlch has not been
little examined. - :

USED MATERIAL AND TEST PROCEDURES

The tested material is sintered silicon nitride ceramic which was fabricated by mixing Y-a sialon and
Si3Ny particles at ratios of 40 and 60 weight percents, and then sintering the mixed particles in N,-gas
atmosphere at 1750°C.  The sintered column was machined into the specimen shown in Fig.1.

The electro-hydraulic type-closed loop type test system was employed for push-pull loading test at 1300°C
[2,5], where cyclic triangular stress/strain waves with stress/strain ratios of -1.0 were applied to the
specimen, controlling the stress/strain rates. The trapezoidal strain wave with stress-hold time was also
used in the cyclic loading test. . The displacement was measured in the gauge length of 10mm settled i in,
the parallel part of the specimen by means of the self-designed extensometer.

TEST RESULTS AND DISCUSSION
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Figure 1: Configuration of test specimen
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Figure 2: Change in cyclic stress-strain response with increase in number of stress cycles at
Ao /2=250 MPaand & =1.0 MPa/s at 1300°C in Si3N, ceramic
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Figure 3: Cyclic stress-strain response under trapezoidal stress wave loading
at 1300°C in Si3N4 ceramic
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Figure 4: Cyclic stress-strain response at early stage in cyclic triangular stress wave loading
processat Ao /2=150 MPaand ¢ =0.2 MPa/s at 1300°C in Si;Ny ceramic

Figure 2 shows the variation in cyclic stress-strain response measured during cyclic loadings at the stress
amplitude Ac/2= 250 MPa controlled at the stress rate ¢ =1 MPa/s. The inelastic strain detected at
N =1 cycle is gradually reduced with progress of fatigue process, and then almost disappears at N = 807
~cycles. This shows the occurrence of the increased resistance against cyclic deformation during cyclic
loadings at 1300°C.  Figures 2 (a) and (b) also show that much larger inelastic strain is induced by tensile
stress than by compressive stress. '

Figures 3 (a) and (b) show th& cyclic stress-strain response measured for the first one cycle under the
cyclic trapezoidal stress wave loadings at Ao /2= 150 MPa with the stress rate on loading and unloading
excursions, ¢ =2 MPa/s and the stress hold times t,= 30 s and 10 min. The creep strain is generated for
the stress held at ¢ = £150 MPa, of which amount is dependent on the hold time t, and the sign of the
stress; the creep strain is much greater for the longer t, and on the tensile stress side than on the
compressive stress one. ’

The change in the stress-strain hysteresis loop measured under cyclic triangular stress wave loadings at
Ac/2=150 MPaand ¢ = 0.2 MPa/s is shown in Fig.4. The much larger inelastic strain is shown in the
figure than in Fig.2, in which the cyclic stress-strain response is obtained under cyclic loadings at
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Figure S: Cyclic stress-strain response at early stage in cyclic triangular strain wave loading process
at A& /2=1.04x 10" and & =5.0x 10®/sat 1300°C in Si;N, ceramic

8800 AL R | L AL | T © 600 KL B ALY | T rrTy

= 700# T=1300°C . 1 = i 00?9 T=1300°C .

o [ €,=5.0x10° /s . x 500% o @ oo £,=5.0%10° /s

< 600} ] o z400[  ®© i

8 ol o - Y ool e

§ 500f  00,% &EM - £4 300+ & ]

% 400} o ooo™ ] S 200f e ]

% [ N 5] ] 2 = " ]

5 oo g emjzmnt]- §f00f | geereEe :

|._.200 T PN — i:) 0 PRI AT | PRSP NN | N

10° 10’ 102 5x10° 10° 10 102 5x10°
Nunber of cycles N Number of cycles N
(@) Stressrange Ac ' (b) Inelastic strain range - Agiy
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Ac/2=150 MPa and 6= 1 MPa/s. Thus the inelastic strain generated at a given stress amplitude is

greatly dependent upon the stress rate, and less at the larger stress rate. The great amount of inelastic

strain yields at first tensile loading, and this increases even in the unloading process. Furthermore, the

inelastic strain due to compressiv'& stress is much less than that due to tensile stress. The gradual

decrease in inelastic strain is also clearly found during stress cycling in the figure, of which the greater

_ part occurs on the tensile stress side.  As the result, the difference between the amounts of inelastic strain
on the tensile and compressive stress sides is reduced with progress of the stress cycling process.

Figure 5 shows the change in the cyclic stress-strain response obtained from cyclic straining test
controlled at strain amplitude *Ag, /2= 1.04x 10~ at strain rate &= 5.0x 10®/s. The stress and the
inelastic strain increase and decrease with progress of cyclic straining process, respectively, largely on the
tensile stress side and slightly on the compressive stress side in the figure. Consequently, the
stress-strain hysteresis loop shifts from the configuration with the lower stress and the larger inelastic
strain on the tensile stress side from the one with almost the same stress and inelastic strain in absolute

value at a given tensile and compressive total strains.

Figures 6 (a) and (b) show the variations in stress and inelastic strain ranges in cyclic straining process at
&= 5.0x 10 /s at 1300°C. The figures clearly show that the stress range increases and the inelastic
strain range decreases as cyclic straining process progresses, exhibiting the increasing resistance to cyclic



-—
<
N

F T=1300°C
i £,=50x10° s’

= ‘A € ins

L —
s
T

-
(=]
A

Ae inst°'215=1 0-7.52

Stable inelastic strain range

10—5P AT T ST EESESTTTY R
107 10° 10" 102 10®  10*
Number of cycles to failure N
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deformation during strain cycling. Such phenomena correspond well to the cyclic stress-strain response
under stress-controlled cyclic loading, which is shown in Fig.2.

The fatigue life Ny was plotted against the stabilized inelastic strain range Aci,s in the strain-controlled
fatigue test at &= 5.0x 10°¢ /s, in Fig.7, which was determined at half the number of cycles to failure.
The figure shows that the relationship between A and Ny is expressed by a linear line on double
logarithmic scales, as known in metallic materials. The exponent a in the Manson-Coffin plot [6,7]
Ag,-N;* =C, however, is 0.202 in this material, which is quite small, compared with the one in metallic
materials.

CONCLUSIONS

The push-pull cyclic loading tests were performed and cyclic stress-strain response was measured for
Si3Ny4 ceramic under the stress- and strain-controlled conditions at 1300°C. The main results obtained
are summarized as follows.

(1) The inelastic strain is generated during cyclic loadings, of which amount is much greater at the
smaller stress/strain rates, and on the tensile stress side than on the compressive stress side.

(2) The inelastic strain is gradually reduced with progress of the stress- and strain-controlled cyclic

loading processes, showing increasing resistance to cyclic deformation in the cyclic loading process.
5

(3) The Manson-Coffin plot holds in SisN,4 ceramic at 1300°C, where the exponent o, in Agis - N* =C
is 0.202, being much smaller than the one in metallic materials.
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ABSTRACT

The extensometer was newly developed for measuring axial displacement of ceramics and its composite
materials at elevated temperatures. Then the high temperature use-closed loop type push-pull fatigue test
system was equipped with this extensometer. ’

The push-pull cyclic loading tests were performed for silicon nitride ceramics under the controlled
triangular and trapezoidal stress wave loadings at 1300°C, and its cyclic stress-strain response was
measured. The inelastic strain, which is greatly dependent upon stress rate, was detected in this material
at 1300°C. It was found from the shape of the cyclic stress-strain hysteresis loop that inelastic strain was
easier to generate under tensile loading than under compressive one; the width in the hysteresis loop was
larger on the tensile stress side than on the compressive stress side. Moreover, the cyclic stress-strain
hysteresis loop showed that the positive and negative inelastic strains were generated on unloading
excursions from the tensile maximum and the compressive minimum stresses as well as on the tensile and
compressive loading excursions. The creep strain was also detected during the tensile and compressive
stress-hold periods under the trapezoidal stress wave loading. At that time the amount of the creep strain
is much larger during the tensile stress-hold period than during the compressive stress-hold one.  Another
notice is that the cyclic inelastic strain decreases with progress of cyclic loading process, showing that
strengthening occurs during cyclic 3oading at 1300°C in Si3Ny4 ceramics.
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. INTRODUCTION

The basic and practical studies have been extensively carried out for applying ceramics materials, which
possess excellent heat-resisting mechanical properties, to high temperature machine components.

Fatigue is one of the important mechanical properties to be clarified for actualizing this [1,2].

The cyclic stress-strain response is a fundamental mechanical property for fatigue life prediction. Its



measureme; t, however, is extremely difficult at so called ultra-high temperatures in ceramics materials;
the amo splacement generating in these materials is quite small, and ultra-high temperature-use
extensometer has to be developed to measure such a small displacement. Then the cyclic stress-strain
response of ceramics materials has been. little exammed at elevated temperatures so far. -

The inelastic deform ccurs in Si3Ny ceramic at elevated temperatures [3,4]. The present. study aims
at clanfymg the inelastic’ cychc stress-strain response of SisNy ceramic at 1300°C, whlch has not been
little examined. - :

USED MATERIAL AND TEST PROCEDURES

The tested material is sintered silicon nitride ceramic which was fabricated by mixing Y-a sialon and
Si3Ny particles at ratios of 40 and 60 weight percents, and then sintering the mixed particles in N,-gas
atmosphere at 1750°C.  The sintered column was machined into the specimen shown in Fig.1.

The electro-hydraulic type-closed loop type test system was employed for push-pull loading test at 1300°C
[2,5], where cyclic triangular stress/strain waves with stress/strain ratios of -1.0 were applied to the
specimen, controlling the stress/strain rates. The trapezoidal strain wave with stress-hold time was also
used in the cyclic loading test. . The displacement was measured in the gauge length of 10mm settled i in,
the parallel part of the specimen by means of the self-designed extensometer.

TEST RESULTS AND DISCUSSION
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Figure 1: Configuration of test specimen
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Figure 2: Change in cyclic stress-strain response with increase in number of stress cycles at
Ao /2=250 MPaand & =1.0 MPa/s at 1300°C in Si3N, ceramic
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Figure 3: Cyclic stress-strain response under trapezoidal stress wave loading
at 1300°C in Si3N4 ceramic
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Figure 4: Cyclic stress-strain response at early stage in cyclic triangular stress wave loading
processat Ao /2=150 MPaand ¢ =0.2 MPa/s at 1300°C in Si;Ny ceramic

Figure 2 shows the variation in cyclic stress-strain response measured during cyclic loadings at the stress
amplitude Ac/2= 250 MPa controlled at the stress rate ¢ =1 MPa/s. The inelastic strain detected at
N =1 cycle is gradually reduced with progress of fatigue process, and then almost disappears at N = 807
~cycles. This shows the occurrence of the increased resistance against cyclic deformation during cyclic
loadings at 1300°C.  Figures 2 (a) and (b) also show that much larger inelastic strain is induced by tensile
stress than by compressive stress. '

Figures 3 (a) and (b) show th& cyclic stress-strain response measured for the first one cycle under the
cyclic trapezoidal stress wave loadings at Ao /2= 150 MPa with the stress rate on loading and unloading
excursions, ¢ =2 MPa/s and the stress hold times t,= 30 s and 10 min. The creep strain is generated for
the stress held at ¢ = £150 MPa, of which amount is dependent on the hold time t, and the sign of the
stress; the creep strain is much greater for the longer t, and on the tensile stress side than on the
compressive stress one. ’

The change in the stress-strain hysteresis loop measured under cyclic triangular stress wave loadings at
Ac/2=150 MPaand ¢ = 0.2 MPa/s is shown in Fig.4. The much larger inelastic strain is shown in the
figure than in Fig.2, in which the cyclic stress-strain response is obtained under cyclic loadings at
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Figure S: Cyclic stress-strain response at early stage in cyclic triangular strain wave loading process
at A& /2=1.04x 10" and & =5.0x 10®/sat 1300°C in Si;N, ceramic
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Figure 6: Varigtions in stress and inelastic strain ranges in cyclic triangular strain wave loadings
at &=5.0x 10%/sat 1300°C in Si3Ny4 ceramic

Ac/2=150 MPa and 6= 1 MPa/s. Thus the inelastic strain generated at a given stress amplitude is

greatly dependent upon the stress rate, and less at the larger stress rate. The great amount of inelastic

strain yields at first tensile loading, and this increases even in the unloading process. Furthermore, the

inelastic strain due to compressiv'& stress is much less than that due to tensile stress. The gradual

decrease in inelastic strain is also clearly found during stress cycling in the figure, of which the greater

_ part occurs on the tensile stress side.  As the result, the difference between the amounts of inelastic strain
on the tensile and compressive stress sides is reduced with progress of the stress cycling process.

Figure 5 shows the change in the cyclic stress-strain response obtained from cyclic straining test
controlled at strain amplitude *Ag, /2= 1.04x 10~ at strain rate &= 5.0x 10®/s. The stress and the
inelastic strain increase and decrease with progress of cyclic straining process, respectively, largely on the
tensile stress side and slightly on the compressive stress side in the figure. Consequently, the
stress-strain hysteresis loop shifts from the configuration with the lower stress and the larger inelastic
strain on the tensile stress side from the one with almost the same stress and inelastic strain in absolute

value at a given tensile and compressive total strains.

Figures 6 (a) and (b) show the variations in stress and inelastic strain ranges in cyclic straining process at
&= 5.0x 10 /s at 1300°C. The figures clearly show that the stress range increases and the inelastic
strain range decreases as cyclic straining process progresses, exhibiting the increasing resistance to cyclic
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Figure 7: Relationship between inelastic strain range and fatigue life obtained from
strain-controlled cyclic loading test at & =5.0 X 10%%/s at 1300°C in Si3N, ceramic

deformation during strain cycling. Such phenomena correspond well to the cyclic stress-strain response
under stress-controlled cyclic loading, which is shown in Fig.2.

The fatigue life Ny was plotted against the stabilized inelastic strain range Aci,s in the strain-controlled
fatigue test at &= 5.0x 10°¢ /s, in Fig.7, which was determined at half the number of cycles to failure.
The figure shows that the relationship between A and Ny is expressed by a linear line on double
logarithmic scales, as known in metallic materials. The exponent a in the Manson-Coffin plot [6,7]
Ag,-N;* =C, however, is 0.202 in this material, which is quite small, compared with the one in metallic
materials.

CONCLUSIONS

The push-pull cyclic loading tests were performed and cyclic stress-strain response was measured for
Si3Ny4 ceramic under the stress- and strain-controlled conditions at 1300°C. The main results obtained
are summarized as follows.

(1) The inelastic strain is generated during cyclic loadings, of which amount is much greater at the
smaller stress/strain rates, and on the tensile stress side than on the compressive stress side.

(2) The inelastic strain is gradually reduced with progress of the stress- and strain-controlled cyclic

loading processes, showing increasing resistance to cyclic deformation in the cyclic loading process.
5

(3) The Manson-Coffin plot holds in SisN,4 ceramic at 1300°C, where the exponent o, in Agis - N* =C
is 0.202, being much smaller than the one in metallic materials.
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ABSTRACT

Crack assessment in engineering structures relies first on accurate evaluation of the stress intensity factors.
In recent years, a large work has been conducted in France by the Atomic Energy Commission to develop
influence coefficients for surface cracks in pipes. However, the problem of embedded cracks in plates (and
pipes) which is also of practical importance has not received so much attention. Presently, solutions for
elliptical cracks are available either in infinite solid with a polynomial distribution of normal loading or in
plate, but restricted to constant or linearly varying tension.

This paper presents the work conducted at EDF R&D to obtain influence coefficients for plates containing
an elliptical crack with a wide range of the parameters : relative size (2a/t ratio), shape (a/c ratio) and crack
eccentricity (2e/t ratio where e is the distance from the center of the ellipse to the plate mid plane). These
coefficients were developed through extensive 3D finite element calculations: 200 geometrical
configurations were modeled, each containing from 18000 to 26000 nodes. The limiting case of the tunnel
crack (a/c = 0) was also analyzed with 2D finite element calculation (50 geometrical configurations). The
accuracy of the results was checked by comparison with analytical solutions for infinite solids and, when
possible, with solutions for finite-thickness plates (generally loaded in constant tension).

These solutions will be introduced in the RSE-M Code that provides rules and requirements for in-service
inspection of French PWR components.
KEYWORDS

stress intensity factor (SIF), influence coefficient, elliptical crack, plate

NOMENCLATURE (see figure 1)

Semi-minor axis of ellipse

Semi-major axis of ellipse

Distance from the closest free surface to the center of the ellipse
Distance from the plate mid plane to the center of the ellipse
Young’s modulus

Mo a6 o



E(k) Complete elliptic integral of the second kind

ij Influence coefficient for the jth degree (0<j<3)

k Modulus of Jacobian elliptic functions, with k* = 1 - (a/c)’

K Mode I stress intensity factor

t Plate thickness

() Parametric angle defining a location on the crack front

\% Poisson’s ratio

Gj coefficient for the jth degree of the polynomial stress distribution

b
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|

|
___,__|_ -

|

Figure 1 : An elliptical crack in a plate : definition of the geometrical parameters.
INTRODUCTION AND OBJECTIVES

Crack assessment in engineering structures relies first on accurate evaluation of the stress intensity factors.
In recent years, a large work has been conducted in France by the Atomic Energy Commission to develop
influence coefficients for surface cracks in pipes [1, 2]. These results have been included in the RSE-M
Code [3], that provides rules and requirements for in-service inspection of French PWR components.
However, the problem of embedded cracks in plates (and pipes) which is also of practical importance has not
received so much attention. Presently, solutions for elliptical cracks are available either in infinite solid with
a polynomial distribution of normal loading [4-7] or in plate [8-17], but restricted to constant or linearly
varying tension. Most of these solutions can be found in the compilation [18].

The objective of this study was to calculate accurate stress intensity factors for embedded elliptical cracks in
plates for a wide range of the geometrical parameters defined hereunder :

o the relative crack size (2a/t ratio), ranging from 0.05 to 0.5,

o the shape of the ellipse (a/c ratio), ranging from 1 (penny-shaped crack) to O (tunnel crack),

o the crack eccentricity relative to the mid plane of the plate (2e/t ratio), ranging from 0 (centered crack) to

a maximum value depending on 2a/t such as : % + 2—: =095



The influence coefficients (ig to 13) were developed for a third-order polynomial stress distribution in the
thickness direction expressed in the local coordinate system Oxyz (figure 1) as follows :
j

oul2)-2e ) 0

Then, the stress intensity factor at the point of elliptic angle ¢ is expressed with the coefficients o; and the
influence coefficients ij by the relationship :

3
Ki(¢)=+na > ojij(9) (2)
=0

250 finite element calculations were performed to achieve this goal :
e 200 three-dimensional FE calculations for a/c = 1, 0.5, 0.25 and 0.125,
e 50 two-dimensional FE calculations for a/c = 0 (tunnel cracks).

FINITE ELEMENT ANALYSIS

Mesh generation

The meshes were made with a parametric procedure using Gibi, a powerful meshing software developed by
CEA (French Atomic Energy Commission). With this procedure, the generation of a new mesh takes only a
few minutes, as the work is limited to the introduction of the geometrical parameters. Isoparametric
quadratic elements are used (either 20 node solid elements or 8 node elements depending on the FE model).

The mesh of a plate containing an elliptical crack was derived from a procedure aiming to model a semi-
elliptical surface crack in a plate. The mesh of a plate (thickness : t/2 - €) containing a semi-elliptical crack
(depth : a and length : 2¢) is created. This mesh is duplicated by a symmetry with respect to the plane y = 0.
This copy is added to the original mesh and a volume whose thickness is 2¢ is finally added to complete the
mesh. The symmetries are taken into account, so only a quarter of the plate is modeled. The width W and the
height H of the plate are chosen large enough to assume that the plate is of infinite size. They are 65 nodes
along the crack front. Moreover, these nodes are equally spaced with regard to the parametric angle ¢, due to
the elliptical transformation used to create the crack tip mesh. A typical mesh is shown in figure 2. The
meshes contain between 18,000 and 25,000 nodes.

Figure 2 : Typical finite element mesh 2a/t = 0.3, a/c = 0.25, 2e/t = 0.4 (18,669 nodes)



Description of the calculations

The calculations were made with the finite element program Code_Aster, developed by EDF. A linear elastic
material with a Young’s modulus E = 200 GPa and a Poisson’s ratio v = 0,3 was considered. The fixed
boundary conditions were applied to the planes x = 0 and y = 0 according to the symmetries involved in the
geometry. For each crack geometry, four types of loading were applied directly on the crack surface, with
the following pressure distributions :

i
c@ =60(Z) with 0 < j< 3 (3)

a

The energy release rate G was calculated at each node of the crack front by the G-Theta method, based on a
domain integral technique [19]. K; was calculated from G assuming plane strain conditions and equation (2)
was used to derive the influence coefficient from Kj, so the influence coefficient is given by :

(4)

RESULTS

Tables of influence coefficients
Influence coefficients have been gathered in twelve tables, i.e. at 3 points of the crack front (A, B and C) and
for 4 loading degrees. However, due to space limitations, only two tables corresponding to point A and

coefficients ip and i; are given in this article (Tables 1 and 2).

Validation
The comparison between the present results and those found in the literature [4-18] is made by calculating
the relative difference by the relation :

Diff(%) = 100 {M - 1} (5)
ILit

For tunnel cracks (a/c = 0), the exact solution [4] for a crack in an infinite solid (2a/t = 0) was used to assess
the results for 2a/t = 0.05. The differences range from -0.1 % for iy to -0.5 % for i3. For a crack in a finite-
thickness plate, approximate solutions are only available for the constant loading [8] and for a centered crack
submitted to a linear loading [9, 10]. For the centered crack, a specific study was conducted for crack sizes
up to 2a/t = 0.8. For the constant loading, the maximum difference with [8] was -0.10 %. For the linear
loading, the maximum difference with [9] was -1.2 % (for 2a/t = 0.7). The solution [10] seems to give too
high values when 2a/t is larger than 0.5.

For elliptical cracks (a/c > 0), the exact solutions [5-7] for a crack in an infinite solid (2a/t = 0) were used to

assess the results for 2a/t = 0.05. For the constant loading, the influence coefficient iy is given by :
1

a)’ 4
i0(¢) = E(lk) [sin2 o+ (z) cos’ 4)] (6)

For the linear loading, the influence coefficient i; is given by the expression :
1

5 1
. 1 . ) a 2 |4
i1(9)= 3E, 0 sin ¢ {sm ¢+ (cj cos” ¢ (7)
where E,(k) is an elliptic integral defined by :
_ 1 2 (12 i
B2 = [(1 Tk )E(k) (1 K )K(k)_ (8)



in these expressions, K(k) and E(k) are respectively the complete elliptic integrals of the first kind and of the
second kind. At point A, the differences were comprised between -0.2 % (constant loading) and -0.4 %
(quadratic loading). At point C, the differences were comprised between 0.2 % (constant loading) and -4 %
(quadratic loading). At this point, the difference mainly depends on the a/c ratio, as it corresponds to the
sharpest curvature of the ellipse. For a crack in a finite-thickness plate, most of the solutions are relative to
the constant loading [11, 13, 15] and to the linear loading [12, 14]. Influence coefficients up to the third-
degree are given in [16] for a crack with 2a/t = 0.2. The accuracy of all these approximate solutions is
difficult to assess. On the overall, the accuracy of the present results is estimated better than 0.5 % at points
A and B, and ranging between 0.5 % and 5 % at point C, depending on the loading degree and the a/c ratio.

CONCLUSIONS

Two and three-dimensional finite element analyses have been conducted to calculate influence coefficients
up to the third order for elliptical cracks embedded in plates, for a wide range of the geometrical parameters
defining the crack : size, shape and eccentricity relative to the mid-plane of the plate. The accuracy of these
coefficients has been checked by comparison with exact or approximate solutions available in the literature.
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TABLE 1 - INFLUENCE COEFFICIENTS ig AT POINT A

2elt

ale 2alt 0 0.1 0.2 0.3 0.4 0.45 0.5 0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9
0.5 0.651 | 0.657 | 0.667 | 0.688 | 0.743 | 0.823
0.4 0.643 | 0.646 | 0.650 | 0.658 | 0.675 0.721 | 0.791
1 0.3 0.639 | 0.640 | 0.641 | 0.644 | 0.649 0.660 0.695 | 0.754
0.2 0.637 | 0.637 | 0.637 | 0.638 | 0.639 0.642 0.648 0.671 | 0.714
0.1 0.636 | 0.636 | 0.636 | 0.636 | 0.636 0.636 0.637 0.638 0.646 | 0.669
0.05 |0.635]0.635]0.635]0.635 | 0.635 0.635 0.635 0.636 0.636 0.646
0.5 0.872 | 0.886 | 0.912 | 0.962 | 1.082 | 1.246
0.4 0.850 | 0.856 | 0.866 | 0.887 | 0.927 1.028 | 1.173
0.5 0.3 0.835 | 0.838 | 0.841 | 0.848 | 0.862 0.891 0.970 | 1.092
0.2 0.828 [ 0.829 | 0.830 | 0.832 | 0.835 0.842 0.859 0.913 | 1.006
0.1 0.825 | 0.825 | 0.825 | 0.826 | 0.826 0.827 0.829 0.833 0.855 | 0.908
0.05 |]0.825]0.825]0.825]0.825 | 0.825 0.825 0.825 0.826 0.828 0.854
0.5 1.026 | 1.048 [ 1.091 | 1.173 | 1.368 | 1.627
0.4 0.983 [ 0.993 [ 1.012 [ 1.047 [ 1.113 1.272 | 1.496
0.25 0.3 0.956 | 0.959 | 0.967 | 0.980 | 1.004 1.053 1.177 | 1.361
0.2 0.940 | 0.941 [ 0.943 | 0.947 | 0.954 0.968 0.997 1.083 | 1.223
0.1 0.933 [ 0.933 ] 0.933 [ 0.934 [ 0.935 0.937 0.940 0.950 0.989 | 1.071
0.05 ]0.932]0.932]0.932]0.9320.932 0.932 0.933 0.934 0.939 0.987
05 1112 | 1.142 [ 1.201 | 1.313 | 1.576 | 1.940
0.4 1.055|1.069 | 1.095 | 1.142 | 1.231 1.442 | 1.741
0.125 0.3 1.013]11.019 | 1.030 | 1.048 | 1.081 1.144 1.302 | 1.534
0.2 0.991 | 0.992 | 0.996 | 1.002 | 1.012 1.031 1.069 1.176 | 1.348
0.1 0.980 | 0.980 | 0.981 | 0.982 | 0.983 0.986 0.993 1.007 1.058 | 1.159
005 [0977[0.977]0977]0.977]0.978 0.978 0.979 0.981 0.990 1.052
0.5 1.186 | 1.234 | 1.326 | 1.503 | 1.929 | 2.529
0.4 1109 | 1.131 | 1.174 | 1.248 | 1.387 1714 | 2173
0 0.3 1.057 | 1.067 | 1.085 | 1.116 | 1.169 1.265 1.496 | 1.829
0.2 1.024 | 1.027 | 1.034 | 1.045 | 1.063 1.092 1.147 1.291 | 1.515
0.1 1.005 | 1.006 | 1.007 | 1.009 | 1.013 1.019 1.029 1.049 1112 | 1.232
0.05 1.000 | 1.001 | 1.001 [ 1.001 | 1.002 1.004 1.006 1.010 1.022 1.097
TABLE 2 - INFLUENCE COEFFICIENTS 1; AT POINT A
2elt
ale 2alt 0 0.1 0.2 0.3 0.4 0.45 0.5 0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9
0.5 -0.425(-0.426|-0.429|-0.436|-0.459 | -0.500
0.4 -0.424(-0.424]-0.425[-0.427 [ -0.431 -0.449(-0.484
1 0.3 -0.423[-0.423]-0.424-0.424[-0.425 -0.428 -0.439[-0.466
0.2 -0.423[-0.423]-0.423(-0.423-0.423 -0.424 -0.425 -0.431[-0.448
0.1 -0.423[-0.423]-0.423[-0.423-0.423 -0.423 -0.423 -0.423 -0.425[-0.431
0.05 |-0.423[-0.423]-0.423]-0.423-0.423 -0.423 -0.423 -0.423 -0.423 -0.425
05 -0.478 [-0.481-0.486|-0.499|-0.538 | -0.605
0.4 -0.475(-0.4761-0.4781-0.481(-0.490 -0.5211-0.577
0.5 0.3 -0.474[-0.475[-0.475[-0.476 [ -0.478 -0.483 -0.504 [ -0.549
0.2 -0.474 (-0.4741-0.474 |-0.474|-0.474 -0.475 -0.477 -0.489(-0.519
0.1 -0.474 (-0.4741-0.474 |-0.474|-0.474 -0.474 -0.474 -0.474 -0.477 (-0.489
0.05 -0.473(-0.4731-0.473]-0.473(-0.473 -0.473 -0.473 -0.473 -0.474 -0.477
0.5 -0.499 [ -0.504 | -0.512 [ -0.529 | -0.582 | -0.666
0.4 -0.494 [-0.496 | -0.499 [ -0.505 [-0.517 -0.557 | -0.631
0.25 0.3 -0.493[-0.493[-0.494 | -0.496 [ -0.499 -0.506 -0.535 [ -0.592
0.2 -0.492[-0.492]-0.492-0.493[-0.493 -0.495 -0.498 -0.515 [ -0.553
0.1 -0.492(-0.492]-0.492[-0.492[-0.492 -0.492 -0.492 -0.493 -0.498[-0.514
0.05 |-0.492(-0.492]-0.492[-0.492-0.492 -0.492 -0.492 -0.492 -0.492 -0.498
0.5 -0.507 [-0.513]-0.524 [ -0.545|-0.607 | -0.712
0.4 -0.501|-0.503]-0.507 [-0.514 | -0.529 -0.576 | -0.661
0.125 0.3 -0.499 [-0.499 | -0.501 [-0.502 | -0.506 -0.515 -0.548(-0.614
0.2 -0.498(-0.498]-0.498 [-0.499 | -0.499 -0.501 -0.505 -0.524-0.568
0.1 -0.498(-0.498]-0.498 [-0.498 | -0.498 -0.498 -0.498 -0.499 -0.505 | -0.524
0.05 |-0.498(-0.498]-0.498-0.498 |-0.498 -0.498 -0.498 -0.498 -0.498 -0.505
0.5 -0.514 [-0.5241-0.539|-0.569 | -0.653 | -0.794
0.4 -0.505 [-0.509 | -0.515 [ -0.525 | -0.544 -0.605 | -0.712
0 0.3 -0.501 [-0.503[-0.505 [-0.508 [ -0.513 -0.524 -0.564 | -0.642
0.2 -0.500 [ -0.500 [ -0.501 [-0.501 [ -0.502 -0.505 -0.510 -0.532[-0.582
0.1 -0.499[-0.499[-0.499[-0.499 | -0.499 -0.499 -0.500 -0.501 -0.508[-0.529
0.05 |-0.499[-0.499]-0.499]-0.499-0.499 -0.499 -0.499 -0.499 -0.500 -0.507
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INFLUENCE OF ANNEALING PROCESS ON
ULTRAFAST CARRIER DYNAMICS
FOR AN ION-IMPLANTED SILICON SURFACE

H. Donen, Y. Inagaki, K. Katayama, M. Fujinami and T. Sawada

Department of Advanced Materials Science, Graduate School of Frontier Sciences,
The University of Tokyo, Tokyo 113-0033, Japan

ABSTRACT

We investigated the change of carrier properties in the ultrafast time range during annealing
for a Si surface that has an amorphous layer by ion-implantation using a spectroscopic transient reflecting
grating method. We observed a drastic change in the carrier properties when a transition from amorphous
to crystal occurred. In case that the surface includes an amorphous layer for a short annealing time,
carriers were trapped to different energy states according to the annealing time because annealing change
the distribution of defect states complicatedly. Furthermore, we found that some defects remained even
after crystallization, and that they induced another relaxation channel other than a usual relaxation to a

band edge.

KEYWORDS
amorphous, Si, ultrafast carrier dynamics, ion-implantation, anneal, transient reflecting grating, defect
states, trap
INTRODUCTION
Ion-implantation techniques play an important role in semiconductor device technology and

are widely used in fabrications for many types of devices [1]. In the process of ion-implantation, an

as-implanted material has a large amount of defects in its surface region and they induce amorphization in



the surface layer. Postimplantation annealing must be performed for the material to remove
implantation-induced defects and to recover the electrical activation of the doped atoms. The recovery
process during thermal annealing is technologically important, and so as-implanted and post-annealed
surfaces are analyzed mainly by spectroscopic ellipsometry, Raman spectroscopy and Rutherford back
scattering for investigating structural, physical and chemical properties of the materials. The methods
give information on optical properties, lattice vibration and a spatial distribution of implanted species [2].

For future semiconductor technology, ultrafast carrier dynamics of devices must be clarified
for technological innovations, as their fast response and size reduction are needed. Recently, optical
pump-probe techniques have clarified carrier properties in the ultrafast time range from femtoseconds to
nanoseconds [3-7]. Some such studies paid attention to carrier dynamics for crystalline Si (c-Si) and
amorphous Si (a-Si) as representations of device materials. Summarizing the results, for c-Si, carriers
photoexcited to extended states initially decay to a band edge in a few picoseconds, and they decrease due
to Auger recombination processes in nanoseconds time range [4,5]. Different from the relaxation
processes for c-Si, photoexcited carriers in a-Si decay mainly due to bimolecular recombination about a
picosecond, while a part of the photoexcited carriers are trapped [6]. It is well known that a-Si shows a
phase transition to c-Si by thermal annealing, but it has not been examined how the annealing changes
carrier properties in the ultrafast time range during the process.

For the last five years, we have studied ultrafast carrier dynamics at crystalline and
as-implanted Si surfaces using ultrafast photothermal methods [7]. Conventional photothermal methods
give only one transient response for a single probe wavelength, and thus it is difficult to distinguish some
processes occurring at the same time. To get more detailed information, we have improved a transient
reflecting grating (TRG) method, one of the photothermal methods, to offer a spectroscopic measurement.
The method has a possibility to measure carrier density change directly at each excited state, defect state,
and so on. We applied the TRG spectroscopic method to an ion-implanted Si surface after being annealed
for different times, and aim at clarifying the influence of annealing process on ultrafast carrier dynamics,
focusing on a transition from amorphous to crystal, defect density, and distribution of defect states. ~Also,
we will show the validity of the TRG spectroscopy as a measurement method for ultrafast carrier

properties for semiconductor devices.

EXPERIMENTAL

The TRG equipment and principle were described in detail in another paper [8]. A brief
explanation is given here. In the TRG technique, two crossed pump pulses are incident at a solid surface
and, as a result, the focused spot is irradiated with a pulse of an interference pattern. The complex
refractive index (n) at the spot changes due to a physical property change. After the pump pulses
irradiation, a probe pulse is also incident there, and the complex refractive index change is detected
through a diffracted light of the probe light. The signal intensity is theoretically proportional to
(An)*+(Ak)?, where the refractive index of a sample is T=n+ik. Using a white light as a probe pulse,
carrier density change at various energy states optically coupled to the probe wavelength can be measured.
With regard to c-Si, An is dominated by excited free carriers for longer wavelength, while An due to a

temperature rise is a dominant factor for shorter wavelength.



A regeneratively amplified titanium sapphire laser (CPA-1000: Clark-MXR Inc.) was used as a
light source. The pulse train wavelength was 800 nm, with a repetition rate of 1 kHz and a pulse width of
200 fs, in full width at half maximum. The pulse was separated into pump and probe pulses using a
partial reflective mirror. The pump pulses were frequency doubled to a wavelength of 400 nm (3.1 eV),
and then further divided into two pulses by a half mirror. The two pump pulses were crossed and
irradiated onto the same spot of the sample surface, to coincide in time to form an interference pattern.
The pump intensity was 1.76 mJ/cm®>. The interval of the interference fringes was 2.13 pm. The probe
pulse was focused to heavy water to generate a femtosecond white-light continuum after passing through a
computer-controlled optical delay line. Used wavelengths ranged from 450 nm (2.75 eV) to 750 nm
(1.91 eV). The probe pulse was irradiated at the center of the spot. The reflected diffracted light with a
rainbow of colors spread like a fan due to the diffraction conditions. It was detected with a spectrometer
after being collected and focused by a lens. The polarizations of the pump and probe light were
cross-polarized to prevent any coherent effects.

The original sample is an Arsenide ion-implanted Si (10"°/cm?®) wafer. The sample was
annealed at 450 °C in N, atmosphere. It was annealed for various time from 0 to 180 minutes.
Hereinafter, the original sample and the annealed samples are referred to as “as-implanted Si” and
“annealed Si (annealed time)” respectively. To roughly estimate the crystallity of the samples, the
reflectance spectra are used. c-Si has two main optical transitions at 370 nm and 270 nm for E; and E,.

Generally speaking, the crystallity is increased, as the peak width is narrower.

RESULTS AND DISCUSSION

Reflectance spectra are shown in Fig.1 for a c-Si and the ion-implanted Si annealed for different

times. The spectrum for the c-Si showed clear two peaks at 370 nm and 270 nm corresponding to the
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Fig. 1. Reflectance spectra for (a) as-implanted Si and ion-implanted Si

annealed for various times and for (b) c-Si

optical transitions for silicon respectively. The spectra for as-implanted and annealed Si (less than 20
min.) didn’t show any peaks for E;and E,. These spectra showed a broad peak extending the measured

wavelength range. The peaks for the E; and E, appeared after the annealing time has passed over 30



minutes, and the two peaks got sharper with increasing the annealing time. Considering the spectral
change for each annealing time, it was understood that annealing induced the following three-step
structural change. 1. Until 20 minutes, some structural changes occurred in the amorphous layer. 2.
From 30 to 60 minutes, a phase transition from amorphous to crystal occurred. 3. More than 60 minutes,
the crystallized layer gradually got close to a defect-free crystal.

Next, TRG spectra were measured for each sample. Although the transient waveforms
depended on the probe wavelength, the mutual relation of the relaxation time among the samples showed
similar tendency for every probe wavelength. In this study, we pay attention to the dynamics of
photoexcited carriers, not to the temperature rise and fall, and so the transient signals measured at longer

wavelength (687nm) are compared (Fig. 2(a).). The relaxation processes of the as-implanted Si and
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Fig. 2. (a) TRG responses for as implanted Si and ion-implanted Si annealed for various
times at the probe wavelength of 687 nm, and the annealed samples are indicated with
arrows and annealing times. For reflectance, a transient response for c-Si is shown in the
inset. (b) Schematic illustrations for likely behaviors An and Ak in this time range in

case of a-Si.

annealed Si (less than 30 min.) consisted of mainly two components; the faster one decayed in several
hundred femtoseconds and the slower one raised about 1 ps and kept almost constant, while the annealed
Si (more than 60 min.) have only a decay component in several pecoseconds. From other reports, for c-Si,
it is understood that carriers photoexcited to extended states initially decay to a band edge in several
picoseconds [4,5]. While for a-Si, the decay initially occurs due to bimolecular recombination, and a part
of the carriers are trapped into defect states and remains there for more than 500 ps [3,9]. Thus, it can be
said that the transient responses for the annealing time less than 30 minutes and longer than 60 minutes
mainly correspond to those for a-Si and c-Si respectively. Also the results of the reflectance spectra
support the consideration. Namely, for the as-implanted Si and the annealed Si (less than 30 min.), the
faster and slower components correspond to bimolecular recombination and trapped carriers at defect
states. Also the slower component includes a temperature rise effect corresponding to the signal increase
after 1 ps. For the annealed Si (more than 60 min.) responses mean a relaxation of carriers from extended
to band edge states. Main features of the signals can be explained based on the carrier dynamics for pure

¢-Si and a-Si, but the change of the transient responses depending on the annealing time is not understood.



Before the consideration, it is necessary to clarify the causes of a refractive index change for silicon in
order to understand the TRG signal origin.

In general, a density change of photoexcited carriers and temperature rise are the causes for An,
while Ak results from an absorption change of the probe light due to free carriers at extended and band
edge states, and trapped carriers at defect states [10]. As to a-Si, it is known that An is negative for a
generation of photoexceted carriers, while it is positive for temperature rise. Then An changes from
negative to positive as the photoexcited carriers decrease due to bimolecular recombination and
consequently the following temperature is raised [11]. Ak is known to be positive due to an absorption
change of trapped carriers at defect states, and it monotonously decreases as the trapped carriers
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Fig.3 TRG spectra at 3 ps after the pump pulses ware incident, for

as-implanted and ion-implanted Si annealed for 10-60 min

recombines [6]. Considering the TRG signal is proportional to (An)*+(Ak)?, the TRG signals of the
as-implanted Si and the annealed Si (less than 30 min.) cannot be explained only by An or Ak, and they
include both components. (The schematic illustration of typical An and Ak responses is shown in Fig.
2(b) for explaining a TRG signal for a-Si.) Fig. 2(a) indicates Ak contribution became weaker with an
increase of annealing time. The result means a reduction of the number of trapped carriers due to a
decrease in defect states. For c-Si, only An is a major component and is induced by a generation of
photoexcited carriers. The TRG signals for the annealed Si (more then 60 min.) consist of one
component that corresponds to a relaxation of carriers to a band edge. But only the process cannot
explain the decay processes because the relaxation time gets longer with an increase of the annealing time.
The reflectance spectra showed annealing after 60 minutes still made the sample crystallity change, and the
result indicates some structural defects remain even after a phase transition. Thus, we suggest that some
carrier trapping processes accelerate the carrier relaxation.

As mentioned above, Ak component for a-Si corresponds to an absorption change due to
carriers trapped at defect states for a probe wavelength. It is expected that the wavelength dependent on
Ak gives information on the distribution of trapped carriers in energy states. So we show the TRG spectra
at 3ps in Fig. 3, when the rate of Ak component is large in the TRG signal.

With an increase of annealing time, the most striking feature is a reduction of the peak around 700 nm until

10 min., and subsequently the spectral waveforms changed complicatedly. We believe that the change



reflect the distribution of trapped carriers in energy states. Although thermally induced An component
must be subtracted, the main interpretation may be the same because An due to a temperature rise does not
depend too much on the samples. By initial annealing of 10 minutes, the intensity of the peak around 700
nm decreases remarkably and the peak gets broader. Further annealing made the signal intensity smaller,
changing the spectral waveform. These results suggest that the distribution of trap states changed
complicatedly, decreasing the whole number of the states, although further exact analysis must be
performed on a defect density, a distribution of energy states, a refractive index change due to a

temperature rise, and so on, and now we are doing them.

CONCLUSION

We investigated carrier properties in ultrafast time range during annealing for an
ion-implanted Si, which causes a phase transition from amorphous to crystal. We observed that carrier
properties drastically changed in the transition from amorphous to crystalline and that the defect properties
also affect the ultrafast carrier dynamics. When the TRG spectra will be correctly related to a defect
density and a distribution of its energy state, the obtained information can provide a useful policy for

manufacturing devices where carriers are controlled in the ultrafast time range.
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INFLUENCE OF HYDROSTATIC PRESSURE ON MULTIAXIAL FATIGUE OF
NOTCHED COMPONENTS
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ABSTRACT:

Tests have been carried out on smooth and notched specimens submitted to cyclic combined
tension and torsion loading. The role of the hydrostatic pressureon multiaxial fatigue has been
clarified using a volumetric approach The average hydrostatic pressure and shear stress in the
fatigue process volume have been computedby Finite Element Method. It has been shown an
elliptical dependence between the effective shear stress and the hydrostatic pressure.

KEY WORDS multiaxial fatigue ; notch; volumetric approach ; hydrostatic presure

INTRODUCTION

Hydrostatic pressure has been considered by several authors as an effective parameter on fatigue
resistance. The hydrostatic pressure oy, is defined as the first invariant of the stress tensor. If oy,
G,, 03 are the three principal stress, the hydrostatic pressure is given by :

G, + 6,+0,
Gh ——
3 (1)
Two ways are possible :

1) fatigue criterion can be a combination of the second stress invariant J, and the hydrostatic
pressure acording to Sines (1) Crossland (2) and Kakuno and Kawada (3)

»/EvL K O nax S A @)

A/E"‘Kﬁhg}\, (3)

In formulas (2) and (3), k and A are material constant, Oh,max the maximum value of hydrostatic

Oh
pressure and ~h mean value.



2) fatigue criterion is considered a combination of microscopic shear stress and hydrostatic
pressure.

According to Dang Van(4), fatigue crack initiation occurs in critical zones with stress
concentrations or near grain plastic sliding which are unfavourably oriented in respect to external
loading. Analysing the local stresses and transferring this analysis to a macroscopic scale, Dang
Van defined a fatigue initiation criterion at a point and at a time which satisfies the following
condition :

T() + Apy.o, (t) OBpy )

where Apy and Bpy are material constants. The basic mechanism for fatigue crack initiation is the
maximum shearing stress which occurs on the mot unfavourably oriented crystallographic plane.
The maximal shear stress and the plan of maximal shear stres have to be determined in order to
apply this criterion. The influence of hydrostatic pressure increases linearly. The two constant are
determined for two particular state of stress : torsion where the fatigue limit is t1p and hydrostatic
pressure equal to zero and alternated tension where the hydrostatic pressure op is and the fatigue
limit op .

T 1
D
TtH|———|0o,= 1

op 2 (5)

Dang Van model is the base of Flavenot and Skalli [5] critical layer criterion. Instead of
computing the maximal shear stress and hydrostatic pressure on surface , they propose to compute
the average values over a” critical layer” which has the same meaning that the effective distance.
Examining a large range of experimental data on steel notched specimens, they found that all data
fit the fatigue endurance curve t = f(op)determined on smooth specimens. The best value for
critical layer is determined by trial and error method and its value is order of material
characteristic like grain size. In case of fatigue under combined tension and torsion the relation
between shear stress and hydrostatic pressure is given by :

2T~ -G
‘C+3.¥.Gh=’EE
2’CD. op 6)

An example of Dang Van diagram is given for a steel (Re =312 MPa) in figure 1
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Figure 8.14 : Example of Dang Van diagram for a steel.

PRINCIPLE OF THE VOLUMETRIC METHOD FOR PREDICTING FATIGUE LIFE
DURATION

The volumetric approach is an alternative and innovative way of modelling the fatigue failure
process emanating from notches. The assumption made in this approach is that the fatigue failure
needs a physical volume to occur. Its extent from the notch tip is called the effective distance.

The fatigue process volume is the high stressed region. The choice of the effective distance was
made by trial and error method. Verifications on different materials and specimen geometry’s [
6] have shown that the limit between region Il and III and corresponds to the minimum of relative
stress gradient The fatigue process volume is assumed to be cylindrical with a diameter called Xer.
This assumption is based on an analogy with the notch plastic zone which is practically
cylindrical. The effective stress range according to the volumetric approach plays the essential role
in the fatigue process. It is now defined as the average of the weighted stresses in this volume.
This weight stress depends on the relative stress gradient in order to take into account the loading
mode and the scale effect in fatigue.

This weighed stress is defined as :

O~ Gij- (I)( I",X) (7
where ¢ (x,y) are the weight function which depends the distance r and the relative stress gradient

x. The weight function is assumed to be unit at notch tip and at point of maximum stress. For this
reason, the choice of the weight function has the following linear form :

o(r,y)=1-ry (3)

The effective stress o.r is defined as the average value of the weighted stress in the fatigue process
volume . During fatigue propagation, crack path is always perpendicular to the maximal principal



stress. In tension or bending this stress is conventionally Gy, stress. We can write in bidimensional

case :
R
C o= X, oy - dr
)

The validity of volumeric method can be checked by the fact that the effective stress range versus
number of cycles to failure coincide with the fatigue reference curve get from smooth specimens
The principle of volumetric method have been applied to tests performed in tension- compression
figure 2a and torsion figure 2b on notched specimens (notch radius 0.4mm) made with a low
strength steel (yield stress Re = 312 MPa). Experimental Wohler curve on notch and smooth
specimens are presented with the computing data (full square dots). We can notice the good
agreement between the prediction of the volumetric method and the fatigue reference curve
(smooth specimens curve).
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Figure 2 : Experimental Wohler curve on notch and smooth specimens presented with the
computing data get from the volumetric method.

INFLUENCE OF HYDROSTATIC PRESSURE ON FATIGUE LIFE DURATION OF
COMBINED TENSION + TORSION FATIGUE TESTS

Influence of hydrostatic pressure on fatigue life duration is examined on combined tension +
torsion tests. The ratio between shear and normal stress gross stress is 2.Specimen are smooth and
notched specimens described in figure 8.8.

The material used is a low carbon steel with yield stress Re = 312 MPa and ultimate stress Rm =
500 MPa. The notched specimens are of two types with different notch radius p=0.2 and p = 0.4
mm. Basquin’s coefficient for Wohler curves have been determined and reported in table 1.

Specimen c’s (MPa) b R’
718 -0.066 0.9345
p=0.2 mm 911 -0.1335 0.813
p=0.4 mm 1035 -0.1526 0.8974
Table 1

By Finite Element Method and using elastoplastic behaviour of material, maximal principal stress
o1, maximal shear stress 1, hydrostatic pressure oy, and relative stress gradient y were computed.



Example of such computing is given in figures 2 for (a) a smooth specimen loaded in tension and a
notched specimen (p = 0.4mm) loaded with combined tension + torsion.

1000 0.2 1000 3

- P
AT

~7

=% | 701

o

(MPa)

max
2
8

(mm
m

e
3
o
;

prmmégm(m

Xef ‘
0.1 1 X (mm) 10

X (mm)

a) smooth specimen b) notched specimen (p = 0.4mm)

Figure 3 : maximal principal stress o, maximal shear stress 1, hydrostatic pressure oy, and
relative stress gradient y in a bilogarithmic diagram.

We can notice a higher relative stress gradient in presence of torsion loading. In order to take the
influence of the stress gradient the effective maximal shear stress and hydostatic pressure are
computed; These quantities are defined as the average values of maximum shear stress and
hydrostatic pressure over the effective distance which is defined as the distance of minimum
relative stress gradient.

The effective shear stress range and hydrostatic are defined as :

1 e 1
A’Cef—Xef.f A’L’mz pef—X—ef./

0 0

Xef
p(x).dx

AN ELLIPTICAL CRITERION FOR THE INFLUENCE HYDROSTATIC PRESSURE OF
FATIGUE LIFE DURATION

It is assumed in Dang Van and Flavenot and Skalli’s models that the influence of hydrostatic
pressure is linear. Plotting the effective maximal shear stress t.r versus effective Gher for the
previous experimental results, and for different life duration, we can notice that the assumption of
linear dependence is not well satisfied. In Figure 14, Dang Van's model is applied for different
fatigue life durations. The maximal shear stress Tpy and hydrostatic pressure values ppy according
to Dang Van's model are obtained from elasto-plastic finite element computing and chosen as
illustrated in Figure 4. It has been found that the correlation coefficients obtained by least square
method are very low.
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Fig. 4. Application of Dang Van's model for different fatigue life duration

A better representation can be obtained if an elliptical dependence is used (Figure 5). We can that
the size parameter of such elliptical representation are not constant but depend on fatigue life
duration (figure 6).

Effective maximal shear stress (MPa)

200

Tension + torsion U}/ s * 1Djl2;.n:|ea
T B 10 _Cycles
& 10%Cycles

&
200 o [0°Cycles

ot Steel
Fe = 212 MPa

l:l . . . . : . . . . T L . . . T . . . . T
] A0 100 150 200 250

Effective hydrostatic pressure (MPa)
Figure 8.16 : Elliptical representation of the dependence of effective maximal shear stress
Ter Versus effective o ef.

CONCLUSION

In the above study and the experimental results it is shown that the fatigue failure of parts
subjected to combined loading, as well as the fatigue under simple loading, has a volumetric
character. It depends both on the shear stress and hydrostatic pressure on the most affec