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Abstract.  Earlier,  this author introduced  the invariant integral  as  a  general  mathematical  tool  for 

solving the physical problems based on conservation laws,  without using partial differential equations, 

similarly  to the calculus  of variations.   In this paper,  the invariant integral was introduced  for cosmic, 

gravitational, electromagnetic,  and elastic fields combined.     In a particular case  of the united cosmic-

gravitational field, from the corresponding invariant integral  the force F acting upon point mass m from 

point mass M and from the cosmic field  was derived :                      .  Here: G is the 

gravitational  constant,  Λ is the cosmological constant,  and R is the distance between the masses.  The 

first term provides Newton’s gravitation and the second term the cosmic repulsion. This force was used 

to build an elementary non-relativistic cosmological model of Universe and estimate the size of Universe 

as  well  as  explain  the accelerated  expansion  of  Universe recently  observed  by  astrophysicists.  The 

orbital speed of stars in galaxies was found out to be constant and equal to about 250 km/s. 

Keywords:   invariant integral,  cosmic and gravitational field,  interaction force,  expansion of Universe 

1. Introduction 

The integrals which are invariant  with respect to the integration contour  or surface provide a 

way  to write down the laws of conservation of  energy, mass,  momentum  and  so  on.   From 

them,   one  can  derive  the  differential  equations  as   the  local representation   of  the same 

conservation laws. However, the invariant integral approach is more powerful because it allows 

one to also deal with the field singularities where  the differential  equations  have  no meaning. 

 In 1967,  using the energy conservation law,  this author derived the main invariant integral for elastic 

and  inelastic materials and introduced  it into fracture science [1].  In this approach,  the invariance  of   

the  integral  with   respect to  any  integration  paths  followed  from  the energy conservation law,  so 

that  this fact seemed  to be  trivial  and was  not discussed.   Particularly,   the  characterizing index  of 

power-law  hardening materials and the similarity  were found out,   which constituted the basis of the 

later  HRR  approach.      In 1968,  while studying strain concentration by notches and cracks,   Jim  Rice  
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utilized  this integral  to prove  its invariance using  the divergence theorem. (For this famous work, Jim 

was awarded several medals and prizes).  In 1972, John Landes and Jim Begley, not familiar with paper 

[1],  re-introduced the invariant integral  into fracture  mechanics.    At  about   that  time   this  author  

discovered  that  in  the  case of  elastic  materials  his  integral  coincided  with   that  of   Jock Eshelby 

introduced earlier into the theory of point  defects in crystal lattices.     Since  1968,  Jock  started    on  

actively  working  in  fracture mechanics, too. 

I  can’t help  but  recall  some events of that time  related  to paper [1].   Since 1959  my  basic  scientific 

interests have been connected with crack growth.  However,  up to 1964   when  I  became  the youngest 

Doctor of Science in USSR,  my most  significant  publications  were done  on the problems  of mechanics 

with  unknown  boundaries, including  the elastic-plastic,  local  buckling,  and  contact  problems. It’s on 

these problems  I  earned all my degrees,  although fracture has always been  my main subject.   At  that 

time  in   USSR,   this  area  was  monopolized   by  unscrupulous,  powerful   figures  close  to  KGB   who  

vetoed  approaches different from their own.   Still and all, in 1965  I  decided to leave underground and 

submitted a  Russian manuscript entitled  “On crack propagation in continuous media”   into the journal 

“Prikladnaia  Matematika  I  Mekhanika”      ( PMM  or  Journal of Applied Mathematics and Mechanics, 

JAMM).     However, the publication of the paper was  blocked up by the authorities and  it  was  kept in 

the  portfolio  of  the journal  for two years although my earlier,   less  significant  papers used  to  come 

out  within  half a year.  And  yet,  my luck was  in  because the Editor-in-Chief  Leo Galin,   even without 

knowledge  of  the paper subject, took over the responsibility and published my paper,  much mutilated 

though by censors for two years. At last, it came out by May 1, 1967.  Later, I and brave Professor Galin  

paid  a heavy price for this sin.      By the way,   after  the  Soviets launched the first sputnik in 1957,  the 

urgent airmail delivered fresh issues of PMM to the best US university libraries within several days. 

Since that time,  I tried  to  show  that fracture mechanics  is  a legitimate branch of theoretical 

physics  and  my  invariant  integral  can be used  as an  efficient  mathematical  tool  for solving 

singular physical problems  far beyond fracture mechanics  (see my book [2] written in1969 but 

published in Russian only in 1974 and  in English later, in 1978, by McGraw Hill ).  

However,  these ideas  were  poorly  understood.   Hopefully,   what  follows  below  can  make  

a difference. 

2. General case 

Let  us  consider  stationary  processes  in elastic  dielectrics,   with  taking  account  of  cosmic-

gravitational  and  electromagnetic forces.   In  this  case,  the  main  invariant  integral  can  be 

written  as  follows [3 - 5] 

                                                        
 

      +           ,                  ,  ,  =1, 2, 3                                        (1) 
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Here:      any closed surface  in the            space  of  Cartesian  coordinates;             the 

gravitational  and  cosmological  constants  respectively;         the  potential  of  united  cosmic-

gravitational  field;                the vector components of electromagnetic field;          

the  potentials   of  electromagnetic and   elastic  fields   respectively;                    elastic 

displacements and stresses;       the orts of the outer normal to      

Vector            represents the driving force of field singularities inside Σ, which equals the 

work  spent  to move  the  singularities  for unit  length.    If  all           then  there  are  no 

singularities inside Σ; in this case the basic differential equations inside Σ can be derived from 

the invariant integral (1), e.g. the  Maxwell  equations, the equations of elasticity theory and 

gravitation. 

Moreover,  Eq. (1)  allows  one  to derive  the interaction  laws  for any  particular cases,  e.g. 

Newton’s law of gravitation, Coulomb’s law for electric charges,   Ampere’s  law  for electric 

currents,   Joukowski’s  equation  for wing  lift,   Irwin’s  law  for  crack  driving  force,   Peach-

Koehler’s law for dislocation driving force, Eshelby’s  law for point inclusion driving force,  as 

well as many new ones [2-5].   For example,   the interaction force     of two electric charges 

          moving in a dielectric medium along the common symmetry axis at speed     was 

found  to  be  equal  to [3-5] 

                                           
    

    
  

        
  

  
 
  

                                                               (2) 

Here:      the distance between the charges  in the  proper  reference frame;       the dielectric 

constant;          the speed of light in vacuum and medium respectively.  For     ,  Eq. (2)   

represents Coulomb’s law.  If         the force applies only to the rear charge and the force’s 

sign changes.  Eq. (2) plays the main part in electron mode fracture [3, 5] by powerful electron 

beams. 

Taking account  only  of two last terms  in the right-hand part of Eq. (1)  provides  the  original 

invariant integral which is the basis of modern fracture mechanics [1-5]. 

3. Cosmic-gravitational field 

In what follows  we  consider  the united  cosmic-gravitational  field  defined  by  the invariant 

integral as follows 

                                               
                                         (3) 

                                                  

In Eq. (3), the first term describes the flux of gravitational energy through the closed surface    

the second term the work of field tractions on     and the third term the flux of cosmic energy 

through        In the present non-relativistic approach,  the  cosmic  energy  can,  probably,  be 
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interpreted as “Dark Energy” , but we refrain from using this notion here. By ignoring the third 

term in Eq. (3)  we  arrive  at the  classical  model  of  gravitational  field [3-5].  Using  physical 

dualisms the cosmological and gravitational constants can be written in other units. 

Let us put        in Eq. (3). It means there are no field singularities inside    In this case, by 

using the divergence theorem one can easily transform the surface integral in Eq. (3) into the 

volume integral and derive the following equation for    which is valid at any point  inside    

                                                                                                                                     (4) 

From Eq. (4),  it follows  that   represents  the density  of anti-gravitational matter  (negative 

mass)  which  is  uniformly  distributed  everywhere    As a matter of fact,  this is  the physical 

interpretation of the cosmic field in the present model.  For example,  in this model the space 

volume          which is equal to the volume of our Earth,  contains           of the anti-

gravitational matter so that its density         times less than the mean density of Earth. 

Now, suppose there is a point mass    at a certain point O inside     Using the invariance of the 

integral in Eq. (3) with respect to      , one can shrink     and  turn  it  into  a  small  sphere  over 

point O .   Then,  applying  the  -integration  procedure  provides the following equation for the 

force             upon mass     [3] 

                                                                                                                                        (5) 

Here,       is the  th component of the field intensity vector at point O,  when  there is  no mass 

at point O. 

The physical nature of the cosmic force as well as gravity remains unclear despite the success of 

general relativity and numerous other theories.                                                  

4. Interaction force 

Let us find the interaction law of two point masses in the cosmic-gravitational field. Let mass 

   be concentrated at point        .     Solving Eq. (4) provides the following field created by 

this mass 

                                       
                                                                           (6) 

The intensity of this field at point          is equal to 

                          
                                                                                        (7) 

From Eq. (5) and Eq. (7),  it  follows  that  force       upon  mass     at point           directed 

along the    axis is equal to 

                                            
               .                                                              (8) 

Also, by analogy   force      upon mass      at point           is equal to 
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                                                                                (9) 

Eqs (8) and (9)  provide the interaction law of  two  point  masses  in this model.  The  first  term 

describes Newton’s gravitation/attraction, and the second term the cosmic repulsion. The latter 

does not depend on the opposite mass  that  plays the only role  of a trigger and gauge;  and so, 

the  latter  does  not  follow  the Newton’s law  that  action  equals  counteraction.   When   the 

distance increases, the gravitation tends to zero while the repulsion tends to infinity. 

Let us study some problems for two point masses. 

Two free masses in the cosmic-gravitational field. Let free masses             on the x-axis be 

acted upon by forces  of Eq. (8) and Eq. (9)   where                   (              are  the 

coordinates of corresponding masses movable  along the  - axis).   The distance  between  the 

masses satisfies the equation 

                                  
  

  
    

     

   
  

 
         

  

  
   .                                                           (10) 

If                    at the initial moment of time  when        then  the masses move 

one towards the other until they collide. If                at the initial moment of time 

when          then  the masses  move  apart one  from the other  until  they  disconnect.   The 

solution to Eq. (10) is as follows 

                 
     

 
 

  

 
           ( where C  is defined by initial conditions).              (11) 

One mass is fixed and the other is free.  Suppose mass      is fixed at the coordinate origin and 

mass    is free to move along the x-axis.   In this case   let us take  into account the relativistic 

dependence of the latter mass on its velocity.   (Yet,  the introduced cosmic-gravitational field 

does not satisfy the special relativity).  In this case the velocity of the free mass can be written 

as follows 

          
  

  
         

  

 
 

  

 
           ( where C is defined by initial conditions)    (12) 

Here c is the speed of light. 

According to the present model, the cosmic field describes the intrinsic geometrical property of 

material space for accelerated self-expansion. 

5. The cosmological system 

Let us apply the introduced cosmic-gravitational field to cosmology. 

 First,  consider  a finite system  of any number of  point masses  in  a  finite  volume of  the  3D 

Euclidian space.  Designate by      the maximum distance between any two masses,  and  by    

the total mass of the system.  The cosmic field attached to this system  is  inside the sphere of 

diameter         According  to   Eqs  (8) and (9)    the  dimensionless  number                
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characterizes  the ratio  of  repulsion  force  to  that  of attraction   and,   hence,   this  number 

characterizes also the global behavior of this system  which depends on its scale.   Evidently, 

when        we can ignore the cosmic energy and its repulsion effect,   and when        

we can ignore the gravitational energy and  its attraction effect.   

From   Eq. (10),  it  follows  that  a system  of  two  masses  expands  and  disappears,   when 

             and  the system  exists,  when             . 

Let us estimate the value of    for some astronomical objects. 

Our solar system: Sun, Mercury, Venus, Earth, Mars, Jupiter, Saturn, Uranus, Neptune, Pluto. 

The latter is       distant from Sun,  so that we can take                            

(about the mass of Sun). From here, it follows that           for our solar system. And so, 

there is no way  to observe the cosmic field  from any planetary observations,  although  the 

cosmic field makes the eccentricity of planetary orbits  a little bit  bigger  by an undetectably 

small amount. 

 Milky Way. Our galaxy Milky Way consists of more than 200 billion stars which rotate around 

the galaxy center where there is a Black Hole.   Milky Way has a shape of a flat pancake having 

thickness      ,  radius          and mass  about          .   From here,  it  follows  that        

          for Milky Way. And so, even in the scale of the galaxy it is, probably, impossible to 

measure the effect of the cosmic field. 

Our Universe.  Our Universe consists of more than 100  billion  galaxies packed  in  clusters  and 

super-clusters, each of many millions of galaxies.  Our Universe’s fractal dimension is about 2.2 

so that it resembles a flat pancake, too.  According to some recent estimates  for our Universe, 

we have                          ,  and       .                                                                          

For  typical  super-clusters,  we  have                                 and         . 

And so, it is evident that the effect of the cosmic field can be observed and estimated only from 

astronomical observations of very distant objects that are close to the edge of our Universe, i.e. 

to the time       billion years since the Bing Bang has happened.  

Let  us  compare  the gravitational  force  of attraction  of  Earth  to Sun  and the cosmic force of 

repulsion  of Earth  from Sun.  The first one is equal to                while  the second        

Now, we present an elementary, non-relativistic model of our Universe  and estimate its size as 

follows.  Suppose our Universe of mass     is homogenous so that a gravitational probe mass     

is acted upon by the gravitational force             of attraction  to the center  of Universe and 

by the cosmic force                 of repulsion  from the center of Universe  where      is  the 

distance  of  the mass  from  the  center  of  Universe.     We   define  our  Universe  as  a  closed 

community of gravitational masses in the unbounded cosmic field.    From here,  it follows  that 

the probe mass goes away and leaves Universe if         where 
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                 (      
 

  
   )                                          (13)             

     

Hence,  we can come up with the conclusion that      represents the radius of Universe  in  this 

model which for               provides                 i.e. comparatively close to the 

prediction of the Lambda-CDM model. 

If the probe mass is inside the homogenous Universe  (i.e.         ,  then  the total force upon 

the mass  resulting  from  the  gravitational  and  anti-gravitational  matter  is  zero  so  that,  in 

average,  any domain inside Universe experiences no contraction and no expansion.  Moreover, 

the total mass of Universe is equal to zero.  The gravitational matter  is  concentrated  in  many 

moving clots inside Universe while the anti-gravitational matter of the cosmic field is uniformly 

distributed everywhere.  From here,  it may be assumed that Universe is a gigantic fluctuation 

created from nothing (i.e. something which energy-mass was zero). 

However, the Universe is open so that, eventually, some gravitational masses on the edge move 

out and go away,  that is they leave Universe forever.  Their place in Universe is,  then,  taken by 

some  insiders.   This  is  the  way   how  Universe  expands  and,   evidently ,   this  expansion   is 

accelerated  due to  the arising and growing  imbalance of  gravitational  and  anti-gravitational 

forces inside Universe. 

The incorporation of the introduced cosmic field into the framework of general relativity seems 

to be  impossible  but  it  is  quite plausible  for the field theories  using  non-metric  theories  of 

gravity. 

6. Orbital speed of stars in spiral galaxies 

 The orbital speed      of a planet in our solar system determined by equilibrium of inertia force 

to that of gravitation equals               where   is the mass of Sun and    is the distance of 

the planet from Sun.  And so,  this speed decreases tending  to zero  when  the distance  grows. 

Because         in Milky Way  and other galaxies,  the orbital speed  of stars rotating  around 

the center of Milky Way has, seemingly, to be described by a similar law. However, it is not. The 

orbital speed of stars in galaxies  appears  to be independent of the distance to the center  and 

equal to about                 (  for our Sun,             ). 

This paradox produced some theories. For example, the well-known MOND theory accepts that 

the inertia force upon a star in a galaxy is directly proportional not to the acceleration  (equal to 

      in the case of uniform circular motion)  as  follows  from  the Newton-Galileo  mechanics, 

but to the square of acceleration. Certainly, this approach makes the orbital speed independent 

of      

Another school of thought considers Dark Energy responsible for this paradox. 
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Meanwhile, the structure of Milky Way and other spiral galaxies provides a simple explanation 

of the paradox  using  the classical Newton-Galileo mechanics and Newton’s law  of gravitation 

which is the right approach because      in the scale of galaxies so that the cosmic field can 

be   ignored.   The   gravitational   matter  of  Milky  Way   is  uniformly   distributed   along   the 

logarithmic spirals having the common pole at the center of Milky Way.   These spirals are well-

documented.  The length of an arc of a logarithmic spiral equals                 where     is 

the constant angle between the radius-vector of a point on the spiral  and  the  tangent  to  the 

spiral at the point while            are the distances between the pole and the ends of the arc.  

The arc length is directly proportional to the distance   of a point from the center of the galaxy 

when              Mass   inside of the galactic disc of radius   is also directly proportional 

to    because such proportionality remains for any number of spirals. In other words,         

where   is a certain structural constant of the galaxy. 

The force of attraction of a star of mass   to the center of the galaxy  is  equal  to          . 

This force is balanced by the inertia force  of Galileo-Newton.  From here,  the orbital  speed  of  

stars  is as follows 

                                                                                                                                                 (14) 

For Milky Way             and             . This value is close to astrophysical data. 

About the same value of the orbital speed of stars has been observed in all galaxies. It means 

that the density of gravitational matter in all galaxies obeys the following general law 

                                                                                                                            (15) 

Here,       is  the mass of  gravitational matter  inside unit area  of  the galactic disc,      is  the 

distance from the center of the galaxy,  and     is the universal galactic constant.   And so,  the 

matter density is infinite at the center which is the galaxy’s Black Hole. 

The logarithmic spiral is the only spiral that corresponds to this general law, see Eq. (15). 

7. The Einstein equivalence principle and no annihilation paradox 

The general relativity is based on the equivalence principle  which  says  that  the gravity  is the 

inertial  force  in  the  curved  space-time.   The  cosmic-gravitational  field  does  not  obey  this 

principle. We illustrate the difference using the following simple example. 

Let a mass    , being fixed to a point by an inextensible string of length    , rotate at a constant 

speed         around the point.  In absence of cosmic field, the inertia force         is balanced 

by the extension force in the string.  Replacing  the action of this string  by a gravitational mass  

   placed  at  the center of rotation,  such  that                ,  we  come  up  with  the 

equivalence  principle.  (It can be also formulated  as the equity of inertial mass to gravitational 

one). 
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Now, imagine a slightly “pliant” string, which cross-section diameter being directly proportional 

to  the  square  root   of  the  distance  from  the  rotation  center   and   which   strain   inversely 

proportional  to stress  in the string,  with a very small proportionality coefficient.   In  this  case, 

substituting the increased value of    in the above balance equation provides 

                                                                                                         (16)     

Here,       is the undeformed string length  which is different  from the real one by a small value 

that cannot be detected in the scale of solar system.  In presence of cosmic force,  the term        

imitates the cosmic force and Eq. (16) a modified equivalence principle. 

The  no  annihilation  paradox  of  the  present  model   of  cosmic-gravitational   field   can   be 

understood only after we get known the physical nature of cosmic field. Such a remark is valid 

also for many non-metric theories of gravity. 
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Abstract  Brittle fracture at a crack tip is considered to be caused within a specified local region, that is, 
process region. However, the determination of this scale has not yet been theoretically clarified. The 
difficulty of this determination will be due to the wide range scale analysis from the range of nano scale 
(atomic scale) to macro scale (crack size scale). In this paper, on the basis of the atomic mechanics using 
super atom and hybrid method of the fractal concept which concerns self-similarity with the proposed 
analysis of scale projection from macro to nano scales, the disturbed region of atom arrangements around a 
crack tip were clarified under the local stress field by crack and dislocation. This disturbed region was related 
to fracture dominating region (process region) which is in good agreement with the scale obtained from 
experimental consideration by R. Ritchie. 
 
Keywords  Process region, Mechanical similarity, Atomic mechanics, Brittle fracture 
 
1. Introduction 
 
 The fracture criterion of materials is considered to be a condition that fracture occurs when a 
specified mechanical condition is satisfied in the local damage region around a crack. As the 
criterion, the energy and the local stress conditions [1-3] in this region or the hybrid theory which is 
taken into account for both conditions [4] have been proposed. There are corresponding local 
damage regions in brittle fracture, fatigue fracture and creep fracture, respectively. Each scale of 
these local damage regions is different respectively. For example, each local damage region is 
considered to correspond with the plastic region [5] for fatigue fracture and creep damage region [6] 
for creep fracture. For brittle fracture, the end region or process region are considered to be the 
dominating region of fracture [7]. However, its physical meaning has not yet been clarified. Under 
this condition, determination of this local region using the experimental fracture toughness has been 
conducted and the scale of this region is considered to be that of several grains [8]. The process 
region is considered to be a disordered region of atomic arrangement [3] which concerns fracture of 
atomic bond. This analysis requires the effects of crack, dislocations and atoms of which scales are 
order of mm, μm and nm on local stress field around a crack or dislocation groups. Since it is 
necessary to construct two dimensional atomic arrangements to realize a modeled crack or 
dislocations, conduction of this analysis by atomic mechanics alone requires large scale and high 
accuracy numerical analyses. 
Under this background, authors aim to show the possibility of conducting the analysis of 
determination of local dominating region of brittle fracture by convenient scale of numerical 
analysis such as PC level analysis to conduct various calculations conveniently. 
The concept of this analysis is as follows. 
(1) The macro and micro local stress fields such as a crack and a dislocation are introduced as 
mechanical boundary conditions of the region of analysis. It causes the elimination of the necessity 
of the establishment of two dimensional atomic models, which gives the validity of conducting one 
dimensional analysis. 
(2) By utilizing property of potential system of atomic force, instead of using actual atoms array, 
super atoms array is considered since the mechanical similarity is valid between them. Super atom 
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has mechanical equivalence with several actual atoms. Under the boundary condition of (1), an 
array of these super atoms was considered and a convenient mechanical analysis which obtains 
mechanical equilibrium positions of super atoms was conducted. 
(3) Furthermore, these super atoms were sequentially dispersed under the mechanically equivalent 
state. Consequentially, the number of these atoms was increased and at each stage of the 
corresponding scale of these atoms, the mechanical equilibrium positions of these atoms were 
numerically analyzed. 
(4) The characteristic of self-similarity of atom arrays was investigated based on the fractal analysis 
through each stage of the scale of super atoms. Super atoms were sequentially dispersed and the 
mechanical equilibrium positions of these atoms were numerically analyzed. 
(5) The numerical analyses were conducted up to the scale stage of the super atomic array which 
shows the characteristic of self-similarity. From this scale stage of super atoms, disordered region of 
atomic arrays around the crack tip or dislocation with the actual scale of atomic array was 
predictively calculated and this region was defined as the process region of fracture. 
Using this theory, the characterization of disordered region in the macroscopic local stress field 
around the crack tip becomes possible conveniently and with high accuracy. It enables us to 
theoretical prediction of the process region which is the dominant region of brittle fracture without 
the aid of experimental results. 
 
2. The Model and Method of Analysis 
 
2.1. The Model of Analysis 
 
The concept of super atoms and dislocations which represent mechanically equivalent several actual 
atoms and dislocations, that is, the concept of image atoms and dislocations were used. Since stress 
field around a dislocation and interactive force between atoms are conservative, mechanical 
similarity on scale will be valid. Therefore, similar equations of stress field and interactive forces of 
dislocation and atoms of which values of intensity are different are adopted for super atoms and 
dislocations. At each scale stage of super atoms, using equations of interactive forces which have 
corresponding intensity, the equilibrium positions of super atoms were numerically analyzed. The 
flow of analysis and the concept of mechanical equivalence between super and actual atoms were 
shown in Fig. 1. With increment increase in the number of atoms, interactive forces between these 
atoms were dispersed and the equilibrium positions of atoms in the array were numerically analyzed 
respectively. The fractal analyses were conducted for the morphology of distribution of atomic 
density in the array at each scale stage of super atoms and the existence of self-similarity of the 
atoms array was investigated through each scale stage. When the characteristic of the self-similarity 
appears through each scale, the projection method is applied to the sequential changing 
characteristics of the morphology of distribution of atomic density to predict the equilibrium 
distribution of actual atomic arrays by considering similarity of the changing characteristic being 
kept due to the existence of the self-similarity. The dominating local region of brittle fracture was 
predicted by this method and results obtained was compared with previous results [8]. 
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Figure 1. Dispersion method from super atoms to actual atoms under the mechanical equivalence  

(Scaling from macro to micro under the conservative mechanical system) 
 
2.2. Basic Equation 
 
In this analysis, the number of N of super atoms were placed between a crack and a super 
dislocation which represents dislocation groups. The equations of interaction forces exerted on 
super atoms were mechanically considered to be symmetry with those exerted on actual scale atoms 
[9]. The mechanical model used for this analysis was shown in Fig. 2. A crack tip exists at the site 
of x = 0 and shearing stress was exerted parallel to the crack that is mode II condition. The super 
dislocation exists at the site of x = d. The number of n of super atoms were placed the same scale 
interval. In this analysis, to avoid the jump out of atoms from this region during the process of 
analysis of obtaining the equilibrium positions of atoms between the crack and the super dislocation, 
fixed atoms were placed at the site of the crack tip and the super dislocation respectively. Local 
stress fields by the crack and super dislocation were given by boundary conditions in this analysis. 
The interaction forces between these local stress fields and fixed atoms were neglected. 
The interaction force exerted on each super atoms due to the crack, super dislocation and other 
super atoms in the array was given by Eq. (1),  
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Where i=1~(N-1), ε : constant with dimension of energy, σ : constant with dimension of length, 
KII：stress intensity factor of mode II which concerns local stress of the crack tip, xi：the position of 
the ith atom, n : intensity of the super dislocation, A*：intensity of an isolated actual dislocation. The 
first and second terms of right hand side of Eq. (1) were interactive forces due to other super atoms 
exerted on the ith atoms. The third and the forth terms of right hand side of Eq. (1) were interactive 
forces due to local stress fields of the crack and super dislocation exerted on the ith super atom. 
 

 
Figure 2. The mechanical equilibrium model of a crack, a super dislocation and super atoms 
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2.3. The algorithm of mechanical dispersion of atom groups 
 
The value of x+

i,n is taken as the non-dimensional variable given by Eq. (2). σ is defined as l. 
Concerning the dispersion up to the scale of atom, 1/(βN)13 and 1/(βN)7 was exerted to the first and 
the second terms of Eq. (1) respectively to decrease and disperse interactive forces between super 
atoms with increase in the number of atoms. By converting Eq. (1) using Eq. (2), the 
non-dimensional representation of Eq. (1) was given by Eq. (3). That is, 1/(βN) is an adjusting  
parameter of the reasonable intensity of potential field corresponding with each scale of atoms. 

l
x

x ni
ni

,
, =+   ,  l=σ                                 (2) 

Where, +x is non-dimensional position of atom, β is a dispersion coefficient of super atoms. l is a 
representative length and it equals to value of σ. 
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2.4. Method of analysis 
 
On the basis of the basic equation, to obtain equilibrium positions of super atoms, following two 
methods were adopted. 
 
2.4.1. Direct method 
 
Equation (2) represents forces exerted on each super atom. When value of Ii

* is not zero, each super 
atom moves toward the corresponding equilibrium position dominated by Eq. (4). 

∗= ni
ni I

dt
xd

M ,2
,

2

                                  (4) 

Where n is the step number when corresponding atom moves step by step toward the equilibrium 
position under the Eq. (3).  
By Eq. (4), velocity of each atom at the time incremental value, Δt is given by Εq. (5). Therefore, 
moving distance during the time incremental value, Δt is given by Εq. (6). Using Εq. (6), the 
position of each atom at the time of (t+Δt) is given by Εq. (7). Where M is an imaginary mass and 
for convenience from the view point of calculation, M was taken as unity. 

1,
*
,, −+Δ= ninini VtIV                                 (5) 

tVx nini Δ=Δ ,,                                      (6) 

ninini xxx ,,1, Δ+=+                                  (7) 
This method [9] can be applied to any cases of moving distance of atoms, however the calculation 
time of numerical analysis becomes longer as compared with Verlet method.   
 
2.4.2. Verlet method 
 
On the basis of Taylor expansion, Verlet method was proposed to obtain numerical solutions for the 
type of Eq. (4) with high accuracy and short calculation time. This method is mainly applied to 
molecular dynamics. This method is summarized as follows. 
On the basis of Taylor expansion, finite difference representation of two order derivative was given 
by Eq. (8). 
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( ) ( ) ( ) ( ) 2
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xdttxttxttx Δ+=Δ−+Δ+                           (8) 

Using Eq. (8), xi,n+1 is given by Eq. (9). 
( ) ∗

−+ Δ+−= nininini Itxxx ,
2

1,,1, 2                              (9) 
In this paper, these two methods were adopted to conduct this numerical analysis and results 
obtained by these methods were compared from the view point of accuracy, the number of atoms 
which can be calculated and calculation time of numerical analysis. 
The converged conditions on the equilibrium positions of atoms were given by Eqs. (10) and (11). 
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The center position of atomic distance and atomic density and the changing rate of atomic density to 
the initial atomic density were given by Eqs. (12)-(14).  
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The center position of atomic density was shown in Fig. 3. The positive value of D means that the 
distance between neighboring atoms expands due to local stress field. The region with negative 
value of D was defined as the disordered region of atomic array and it is related to the process 
region which dominates brittle fracture [7, 8]. Conditions of analyses were shown in Table 1. 
 
 

 
 

Figure 3. The definition of the center position of atomic distance 
 
 

Table 1. Conditions of analyses 
 Condition1 Condition2 Condition3

KII 

(MPam1/2) 
20 40 20 

nA*(MPa) 0.049 0.049 0.1 
N 10~1000 (Direct method) 

10~3000 (Verlet method) 
 

xixi-1
The center position of atomic distance 
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Analyses were conducted for the following cases.  
(1) The case of local stress by the crack and the super dislocation being equivalent at the center 

position of (0, 1). (Condition 1) 
(2) The case of local stress by the crack being two times larger than that of super dislocation at the 

center position of (0, 1). (Condition 2) 
(3) The case of local stress by the crack being half of that of super dislocation at the center position 

of (0, 1). (Condition 3) 
Since the stress singularity of the crack against the distance from the crack tip (r-1/2) is smaller than 
that of super dislocation (r-1), the high stress region of the former is wider than that of the latter. 
 
2.5. Fractal analysis based on Box counting method 
 
In this paper, fractal analysis was adopted to estimate the self-similarity of the distributed 
characteristics of D based on Box counting method. 
 
3. Results of Analysis 
 
3.1. The comparison of two methods and the characteristics of changing rate of atomic density, 
D 
 
The effects of atomic scale and number on the characteristics of D defined by Eq. (14) were shown 
in Figs. 4(a), (b) and (c) under three conditions. 
Results obtained by both of the direct and Verlet methods showed the same characteristics of atomic 
distributions that atomic density increase at the center position of analysis region, (0, 1) and 
decrease at positions of both ends, that is the crack tip and the super dislocation. The direct method 
can be applicable for any case of the moving distance of atom, however the latter is based on the 
Taylor expansion and the small moving distance is required. Furthermore, the calculating time of 
the former is much longer than that of the latter as shown in Fig. 5. 
In the region of D having a negative value as shown in Figs. 4 (a), (b) and (c), the breaking stress of 
atomic bond was applied. Therefore, this region is considered to be a dominating region of fracture. 
As shown in Figs. 4(a), (b) and (c), with increase in the effect of the crack or the super dislocation, 
correspondingly, the occurrence of the region of D having negative value near the crack or 
dislocation becomes typical. 
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Figure 4. Plots of changing rate of atomic density D vs. normalized distance on each condition 
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Figure 5. Plots of calculating time vs. number of super atoms on each method 

 
3.2. Fractal analysis of the distribution of D values 
 
On the basis of Box counting method, fractal dimensional values, FD were calculated and they were 
plotted against the number of super atoms as shown in Figs. 6 (a), (b) and (c). These results show 
that FD takes a specified saturated constant value when the number of super atoms is larger than Nc 
= 250. 
 

Number of super atoms, N

Fr
ac

ta
l d

im
en

sio
na

lit
y,

 F
D

 Direct
 Verlet

Nc=250

1 10 100 1000 100001

1.05

1.1

1.15

1.2

 Number of super atoms, N

Fr
ac

ta
l d

im
en

sio
na

lit
y,

 F
D

Direct
Verlet

Nc=150

1 10 100 1000 100001

1.05

1.1

1.15

1.2

Number of super atoms, N

Fr
ac

ta
l d

im
en

sio
na

lit
y,

 F
D

Direct
Verlet

Nc=100

1 10 100 1000 100001

1.05

1.1

1.15

1.2

(a) Condition 1 (b) Condition 2 (c) Condition 3 
Figure 6. Plots of fractal dimensional value vs. the number of super atoms on each condition 

 
 
3.3. Determination of dominating region of fracture using projection method 
 
To predict the dominating region of fracture, the region where a value of D takes negative value is 
defined as the disordered regions of super atoms. As shown in Fig. 7, they were characterized by L 
at the side of the crack and G at that of super dislocation. The changing characteristics of L and G 
were plotted against the number of super atoms as shown in Figs. 8 (a), (b) and (c). Both of 
characteristics of L and G were found to take constant values, respectively in the region where the 
distribution of D shows fractal characteristics. 
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Figure 7. Definition of disordered regions of super atoms 
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Figure 8. Plots of the length of disordered regions of super atoms vs. the number of super atoms on each 

condition 
 
 
4. Considerations 
 
These fractal analyses show that self-similarity of the distribution of super atoms is considered to be 
held when N is larger than Nc (Nc = 250). Using this property and projection approach, it becomes 
possible to predict the actual arrangement of atoms. The region of analysis is assumed to be the 
average value of experimental values of trigger point for Ni-Cr-Mo-V steel, that is, 10 ~ 210 μm 
[10]. When actual distance between neighboring atoms is assumed to be 0.3 nm, the number of 
atom, N is considered to be 3×105. Based on Fig. 8, values of L and G at N = 3×105 were predicted 
as shown in Table 2. 
 

Table 2. Disordered region at N = 3.0×105 
Direct method Verlet method  Condition 1 Condition 2 Condition 3 Condition 1 Condition 2 Condition 3

L 0.238 0.384 0.0 0.211 0.359 0.0 
G 0.203 0.062 0.398 0.183 0.055 0.420 
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These results show that the length of L and G are 20, 30 and 40 μm under three conditions, 
respectively. These values were almost equal to that of grain size for Ni-Cr-Mo-V steel and it is in 
good agreement with the dominating region of fracture obtained experimentally by Ritchie [8]. 
Therefore, our proposed method is found to well predict theoretically the dominating factor of 
fracture.  
 

5. Conclusions 
 
(1) On the basis of the analytical method using the concepts of super atoms, super dislocation and 

self-similarity, the atomic distribution from super atoms to those with small scale was found to 
show the self-similarity and the possibility of analyzing the behaviors of actual atoms using 
projection method was validated. 

(2) The direct method and Verlet method were found to give the same results on the atomic 
distribution, however calculating time is different. 

(3) Using our proposed method, the dominating region of fracture was shown to derive and it was 
in good agreement with that obtained experimentally by Ritchie. 
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Abstract    
Micro-cracks are often observed at the intersections of thin slip bands (SB) and grain boundaries (GB) due to 
local stress concentration. Numerous models are based on the pile-up theory and the Griffith criterion, used 
since the pioneering work of Stroh. We have shown that the former underestimate strongly the macroscopic 
stress for GB micro crack nucleation. In fact, the key issue is that slip bands display finite thickness, ob-
served to belong to [20nm 1000nm]. Therefore, one aims to account for the effect of SB thickness in crystal-
line finite element (FE) calculations performed using the Cast3M software. The simulations take into account 
the effects of isotropic elasticity parameters, cubic elasticity, GB orientation and crystallographic orientation 
of the considered grain. Following the theory of matching of asymptotic expansions, this leads to an analyti-
cal expression of the GB normal and shear stress, which show weaker stress singularities than the pile-up 
one.     
 
Keywords Micro-cracks, slip bands, pile-up theory, linear fracture mechanics, FE method, crystalline plas-
ticity 
 
1. Introduction 
 
Many issues are available dealing with the appearance and effects of either slip bands (SBs) or dis-
location channels on the behavior of irradiated materials. Indeed, the intersection sites between SBs 
and grain boundaries (GBs) are prone to micro-crack nucleation because of strain localization. A 
series of papers [1 ; 2 ; 3 ; 4 ; 5 ; 6] highlight the presence of slip localization in Faced Centred Cu-
bic (FCC) metals and alloys observed after post-irradiation tensile loading. Slip Bands were also 
observed in [7 ; 8 ; 9 ; 10 ; 11 ; 12 ; 13 ; 14] after cyclic loading. Such slip bands have been shown 
to be Persistent Slip Bands (PSBs) [9]. Some other works [15] have reported the formation of Slip 
Bands appearing during simple tensile loading. Whatever the loading conditions, such slip bands 
show a thickness lying between ten nanometers and a few micrometers, and a length about the grain 
size, usually varying from ten micrometers to a few hundred micrometers. Jiao et al. [5] have evi-
denced strong localization in austenitic stainless steels in post-irradiation tensile tests, using AFM 
measurements. Wejdemann and Pedersen [16] have applied the same techniques to observe such 
localization in the PSBs where plastic strain is shown to be fifty times larger than the macroscopic 
plastic strain. Sharp [1] and Edwards et al. [4] highlighted strain localization in single crystal and 
polycrystals of copper subjected to post-irradiation tensile loadings. Sauzay et al. [17] confirmed 
such localization in the case of irradiated austenitic stainless steels. 
In addition, several works attempted to model the stress concentration at grain boundaries. Besides, 
it is proved that the anisotropy character of crystalline elasticity induces stress concentration at 
grain boundaries according to Neumann [18]. Margolin and co-workers [19 ; 20] have carried out 
optical observations of slip traces and conclude that stresses are more concentrated near grain 
boundaries. The stress gradients around GBs, induced by plastic deformation incompatibilities be-
tween neighbor grains, can be tracked thanks to large-scale finite element (FE) computations [21]. 
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Such stress concentrations may allow to induce inter-granular crack initiation because they neglect 
plastic slip localization. Therefore, in the scope of the current contribution, one investigates the ef-
fect of localized slip on GB stress fields.  
An analytical approach, based on the well-known Stroh model [22], has been largely applied in or-
der to evaluate GB stress. One recurrent issue has indeed been, since decades, the using of discrete 
or continuous dislocation pile-ups. The stress singularity, due to an edge or screw pile-up of length 
LPile-up has been shown to be the same as the one of a crack in the framework of linear elastic frac-
ture mechanics (LEFM) [22 ; 23]. Therefore, an energy criterion has been proposed by [23], based 
on the Griffith criterion, for predicting micro-crack nucleation. The latter may be used for the case 
of a singularity exponent of 0.5 only and it fails when the exponent value is less than 0.5 because 
the energy release rate, G, becomes equal to zero [24 ; 25]. Cottrell [26] later suggested that the 
fracture process should be controlled by the critical crack growth stage under the applied tensile 
stress, which required higher stress than the crack nucleation itself as suggested by Stroh. Cottrell 
came with a modeling by supposing that slip occurs along two atomic planes which intersection 
shows pile-up dislocation.   
However, Sauzay and Evrard [17] recently have outcame with the limitation of such basic pile-up 
theory to more accurately predict micro-crack initiation. Following their work, the pile-up theory 
leads to an underestimation of macroscopic stresses with comparison to experimental data. Indeed, 
the pile-up approach postulates that slip localization occurs on one atomic plane only, but, experi-
ments carried out using various materials and loading conditions show slip occurring on many slip 
atomic planes [8], [27], [5 ; 16], [28]. Therefore, because of the distribution of plastic slip through 
the slip band thickness [2 nm, 1000 nm], accounting for the SB thickness in the models may im-
prove the predictions.  
The current contribution aims to validate an analytical model of GB stress fields in the case of SB 
impingement. Then, the first section presents the analytical modeling for close stress fields con-
figuration which corresponds to points located near the intersection of the GB and the SB. The sec-
ond section deals with finite element (FE) calculations in order to investigate numerically the effect 
of SB or GB geometry and material properties on GB stress fields. Besides, a final section is de-
voted, on one side, to adjust parameters and validate the analytical model and on the other side, to 
show the influence of GB and SB orientation on the adjusted model parameters and a conclusion 
will end the paper. 
           
2. Analytical modeling  
 
The subsequent problem is to be solved: an elastoplastic slip band is embedded at the free surface of 
an elastic matrix, subjected to a displacement controlled tensile loading (Fig. 1a).  
 
 
 
 
 
 
 
 
 
 
        

a)                                b) 
        
     Figure 1. a) Main grain, slip band and matrix b) SB-GB intersection and associated vectors 
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Fig. 1a and b show the following parameters: 

- SB and GB orientation related ones:  

mρ ( )1,0,1(
2

1
−= ), nρ( )1,1,1(

3
1

= ), GBnρ , SBα , GBα and θ  denote respectively 

slip direction vector, normal vector to slip plane, normal vector to the GB, angle 
between slip plane and loading direction ( xm ρρ, ), angle between the GB normal 
and loading direction ( xnGB

ρρ , ) and an angle between the SB and the GB, given by:        
θ GBSB

o αα +−= 90 .        (1) 
- SB size and loading parameters: t, L, 0Σ and f are respectively SB thickness, SB 

length, macroscopic applied tensile stress and Schmid factor. 
In addition, for further assumptions, let nnσ , nmσ , 0τ and r be respectively the GB normal stress, the 
GB shear stress, SB yield shear stress and the distance to the SB along the GB. It is worth to note 
that the developments involved in the current paper concern the close fields configuration which 
means that one focuses on stress evolution near the intersection of the SB and the GB (at a distance 
r such as 0 < r << t). The point located at the intersection of SB and GB corresponds to r = 0.    
GB stresses singularity is the same as the crack one in the LEFM framework, leading to an expo-
nent of 0.5 of the stress expansion. [22 ; 23], the GB normal stress field induced by one edge dislo-
cation pile-up is given by: 

                     ( ) ∞−− Σ+−Σ= n
uppileuppile

n hfrLr )()(/
2
3),( 00

2/1
θτθσ ,       (2)   

                     where )2/cos(sin)( θθθ =h , =Σ∞
n )(cos2

0 GBαΣ  and 2/LL uppile =− . 
The absence of any term accounting for the SB thickness, t, in Eq. 2 is noticeable. Indeed, slip is 
assumed to occur on one atomic plane only as mentioned earlier.                                       
However, experimental observations have shown that slip may occur in many atomic plane and lead 
to the question of taking into account SB thickness. This implies the existence of two characteristic 
lengths: SB length and thickness, in the new problem of finite thickness. It is also proved [17] that 
the driving force )( 00 τ−Σf is proportional to the macroscopic shear stress. These two points make 
our problem be similar to the case of a crack with a V-noch tip in an elastic matrix even the stress 
singularity is induced by a slip localization in ours. That is why, following the theory of matching 
expansions [24 ; 29], we perform a modeling of the GB normal and shear stress close fields with 
respect to the SB length, L and the SB thickness, t:                                                  
                           ( ) ( ) )(//)( 00

5.0 τσ α −Σ= frttLAr nnnn ,   (3)  
and  
                            ( ) ( ) )(//)( 00

5.0 τσ α −Σ= frttLAr nmnm .   (4)  
α is the singularity exponent nnA and nmA are model parameters. The subscript “nn” corresponds to 
the GB normal stress and “nm” to the GB shear stress.   
It is worth to highlight that this model assumes a linear dependence of GB stresses on the driving 
shear stress, T 00 τ−Σ= f , and the same singularity exponent is valid for both shear and normal 
stress components and whatever L and t. The main difference between this model and the pile-up 
one is that the finite SB thickness, t, is taken into account. The stress singularity is assumed to be 
weaker in the proposed model than in the pile-up case, 5.0<α as it will be probably shown.    
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3. Finite Elements (FE) calculations 
 
  3.1. FE model and loading 
 
A 2D matrix is considered, embedding a surface grain, main grain (MG), which contains a slip band. 
Constitutive laws in each material are: 

- Both isotropic and cubic elasticity laws in SB. As shown in Fig. 2a, it is characterized by a 
quasi-perfect-plastic flow, indeed, a low hardening coefficient (H0 ~ 1MPa) is assumed for 
avoiding numerical convergence problems. Only, one slip system is activated in the SB, 
which slip plane is (111) and slip direction is [ 110 ]. A yield stress 0τ , equals to 60 MPa, is 
initial SB critical shear stress. 

- Both isotropic and cubic elasticity laws in the MG.     
-  The matrix obeys isotropic elasticity, defined by a Young’s modulus and Poisson ration values.   

Crystalline FE elements are used in the mesh shown in Fig. 2b to allow FE calculations using 
Cast3M code. A tensile loading is imposed along xρdirection and plane strain is assumed. In addition, 
many FE computations proved that this model is insensitive to both the mesh size and the time 
stepping.   
 
 
 
                               
 
 
 
 
 
 
    Figure 2.a) Perfect plasticity behavior of the slip band b) Zoom on the mesh: main grain (MG) and slip band (SB) 
c) Intersection of the SB and the GB.  
 
The applied tensile stress 0Σ is high enough to lead to slip band plastic flow and (Table 1) shows 
both isotropic and cubic elasticity parameters used in the calculations [30]. C11, C12 and C44 are the 
crystalline elasticity parameters. 
  

Table 1. Isotropic and cubic elasticity parameters 
E (in matrix, MG and SB)           180 GPa
ν  (in matrix, MG and SB)             0.33 
     Isotropic elasticity      Cubic elasticity  
   (MG and SB)          (MG and SB)
C11         267 GPa                267 GPa
C12      131 GPa                131 GPa 
C44       68 GPa               224.4 GPa 
a          1                     3.3 

The anisotropy coefficient is defined by 121144 /2 CCCa −= and if it equals to one, crystalline 
elasticity is isotropic. In case of copper or austenitic stainless steel, the Young’s modulus along the 
<111> directions is more than 3 times the one along the <100> directions. That is why it would be 
worth to numerically account for such anisotropy in our contribution.                            
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  3.2. Effect of the variation of GB and SB geometry 
 
This part shows the effect of SB characteristic lengths on the GB normal and shear stresses. The 
length effect may be studied using Fig. 3 a) and b) and the thickness one using Fig. 4 a) and b).  
One assumes that crystalline elasticity is isotropic ( 1=a ). 
 
 
 
 
 
 
 
 
 
 
 

Figure 3. a) GB normal stress b) GB shear stress, with respect to the distance to the GB-SB intersection in close field 
configuration for: austenitic stainless steel, t=0.09 μm, Σ0 = 878 MPa, αGB = 33°, αSB = 45°, τ0 = 60 MPa 

  
 

 
 
 
 
 
 
 
 
 

Figure 4. a) GB normal stress b) GB shear stress, with respect to the distance to the GB-SB intersection in close field 
configuration for: austenitic stainless steel, L=10.71 μm, Σ0 = 174 MPa, αGB = 33°, αSB = 45°, τ0 = 60 MPa 

  
Besides, one can observe: the higher the SB length the higher the GB normal and shear stresses, as 
also expected from the pile-up theory. However, the higher the SB thickness the lower the GB 
stresses. Physically, that highlights that very narrow SBs should lead to easier GB micro-crack 
nucleation than large ones. 
 
 
 
 
 
 
 
 

 
 

Figure 5. a) GB normal stress b) GB shear stress, with respect to the distance to the GB-SB intersection in close field 

configuration for: Austenitic stainless steel, L=10.71 μm, t=0.09 μm, Σ0 = 393 MPa, αGB = 33°, τ0 = 60 MPa 
 

Moreover, GB and SB orientations are proved to induce strong change in GB stress fields. That is  
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why the normal and shear stress fields are computed for different values of SBα and GBα . The GB 
normal stress reaches a maximum peak for SBα equal to 45o because of the corresponding highest  
Schmid factor value (f = 0.5). For lower or higher SBα values, the normal stress is lower (Fig. 5 a))  
and the same almost occurs to the shear stress (Fig. 5 b)). Indeed, a lower Schmid factor leads 
to delayed plastic flow and low plastic slip which induces the stress concentration. 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6. a) GB normal stress b) GB shear stress, with respect to the distance to the GB-SB intersection in close field 
configuration for: Austenitic stainless steel, L=10.71 μm, t=0.09 μm, Σ0 = 878 MPa, αSB = 45°, τ0 = 60 MPa 

  
Concerning the GB orientation, the results show that GB stress fields slightly decrease with respect 
to GBα  (see Fig. 6 a) and b)). 
 
  3.3. Influence of elasticity parameters 
 
One now aims to evaluate the influence of isotropic elasticity parameters. Fig. 7 a) and b) show GB 
stress fields computed for different materials, E1 =68GPa (Aluminum), E2 =110 GPa (Copper), E3 = 
180 GPa (Austenitic stainless steel), and corresponding Poisson ratios, ν1 = 0.33 (Aluminum), ν2 = 
0.343 (Copper), ν3 = 0.33 (Austenitic stainless steel) [29] .  
 
 
 
 
 
 
 
 
 
 
 

a)                                      b)   
Figure 7. a) GB normal stress b) GB shear stress, with respect to the distance to the GB-SB intersection in close field 

configuration for: L=10.71 μm, t=0.09 μm, Σ0 = 393 MPa, αGB = 33°, αSB = 45°, τ0 = 60 MPa 
 
No difference with respect to these parameters is evidenced in the graphs. It has been checked that 
GB stresses are the same whatever the isotropic elastic parameters provided the remote tensile stress 
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is the same.  
In copper and austenitic stainless steel, the anisotropy coefficient (Table 1) of cubic elasticity is 
high ( 3.3=a ), therefore, one should study the effect of such strongly anisotropic cubic elasticity on 
GB stress fields.  
 
 
 
                            
 
 
 
 
 
 
 
 
Figure 8. a) GB normal stress b) GB shear stress, with respect to the distance to the GB-SB intersection in close field 
configuration for: The main grain and the SB obey either cubic elasticity or isotropic elasticity for: Austenitic stainless 
steel, L=10.71 μm, t=0.09 μm, Σ0 = 393 MPa, αGB = 33°, αSB = 45°, τ0 = 60 MPa 

 
Fig. 8 a) and b) show that cubic elasticity may affect strongly GB stresses. The latter decrease and 
the micro-crack nucleation cannot occur so easily than for isotropic elasticity. Indeed, in the case of 
anisotropic cubic elasticity, local elasticity modulus become high and Schmid factor drops (about 
0.43 in this case) [30] leading to lower values of GB stress fields.  
 
  3.4. Comparison to the pile-up based model 
 
Fig. 9 gives a comparison between our model of GB normal stress for t=0.09 mm and the pile-up 
GB normal stress given by Eq. 2.  
 
 
 
 
  
  
 
 
 
 
 
 
Figure 9. GB normal stress with respect to the distance to the GB-SB intersection in close field configuration for: Model 
(points) and Pile-up (circles) with L=10.665 μm, t=0.09 μm, Σ0 = 878 MPa, αGB = 33°, αSB = 45°, τ0 = 60 MPa  
 
One can clearly observe that the pile-up theory based model overestimates the GB normal stress 
with comparison to ours which takes into account a finite SB thickness, t. Indeed, GB normal stress 
seems to be about three times higher in pile-up modeling than in our approach at the same distance 
from the intersection of the GB and the SB. 
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4. Model versus FE calculations 
 
4.1 Parameters adjustment  
 
It is worth to note that following the theory of matching expansions [Leguillon, 2002], a same 
singularity exponent, α, is valid for both GB normal and shear stresses. Therefore, the current 
section deals with the adjustment of analytical parameters nnA , nmA andα in order to fit FE curves.  
 
  
 
 

 
 
 
 
 
 
 
 

Figure 10. a) GB normal stress (Ann = 0.72) b) GB shear stress (Anm = 0.64), with respect to the distance to the GB-SB 

intersection in close field configuration for: analytical model, Eq. 3 and 4, (red) with α = 0.27 and FE calculations 
(black) with L=10.71 μm, t=0.09 μm, Σ0 = 393 MPa, αGB = 33°, αSB = 45°, τ0 = 60 MPa 
     
Fig. 10 a) and b) show a fair agreement between our optimized analytical model and the FE 
calculations: one suitable value of α (=0.27) is found for GB normal stress and GB shear one. As 
expected two different values of the factors are found depending on the chosen stress component. It 
takes 0.71 for the GB normal stress and 0.64 for the GB shear stress.  
 
4.1 Validation  
 
Let one now show the validity of our model with respect to the SB characteristic sizes (L and t). 
Indeed, the parameters adjustments are carried out for a new value of SB length (Fig. 11 a)) and a 
new one of SB thicknesses (Fig. 11 b)). For L=6.7 μm, for instance, the same parameters, Ann=0.72 
and α=0.27, are found and in the same manner, for t=0.04 mm, Ann=0.72 and a=0.27. Therefore, we 
can conclude that our model is insensitive to the SB lengths for the GB normal stress.   
 
 
 
 
 
 
 
 
 
Figure 11. a) GB normal stress ( L = 6.7 μm, t = 0.09 μm, Σ0 = 878 MPa, Ann=0.72 and α = 0.27 ) b) GB normal stress 
( L = 10.665 μm, t = 0.04 μm, Σ0 = 176 MPa, Ann=0.72 and α = 0.27 ), with respect to the distance to the GB-SB inter-
section in close field configuration for: analytical model (red) and FE calculations (black) αGB = 33°,αSB = 45° and τ0 = 
60 MPa 

0 0.001 0.002 0.003 0.004 0.005 0.006 0.007 0.008 0.009 0.01
0

1000

2000

3000

4000

5000

6000

r [micron]

G
B

 n
o

rm
a

l s
tr

e
ss

 [
M

p
a

]

 

 
Analytical model (A

nn
 = 0.71898 and α

nn
 = 0.27)

FE calculations

0 0.001 0.002 0.003 0.004 0.005 0.006 0.007 0.008 0.009 0.01
0

500

1000

1500

2000

2500

3000

3500

4000

4500

r [micron]

G
B

 s
he

ar
 s

tr
es

s 
[M

P
a]

 

 
Analytical model (A

nm
=0.64 and α=0.27)

FE calculations

a) b)

a) b)



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-9- 
 

4.1 Dependency on SB and GB orientation  
 
We have performed some calculations for checking the validity of the analytical modeling with 
respect to GB and SB orientation GBα( and )SBα . For the sake of simplicity, we have just carried out 
it for the normal corresponding parameter (Ann) and it is shown in Fig. 12 a) and b) that Ann and a 
equal respectively to 0.59 and 0.18 for o

SB 35=α and 0.71 and 0.21 for o
SB 40=α .  

 
 
 

 
 
 
 
 
 
 
 
 

Figure 12. a) GB normal stress (αSB = 35 o , Ann(αGB ,αSB)=0.71 and α(αGB ,αSB)= 0.21) b) GB shear stress (αSB = 40 o , 
Ann(αGB ,αSB)=0.59 and α(αGB ,αSB)= 0.18), with respect to the distance to the GB-SB intersection in close field con-
figuration for: analytical model (red) and FE calculations (black) with L=10.665 μm, t=0.09 μm, Σ0 = 393 MPa, αGB = 
33°, τ0 = 60 MPa 
 

Finally, we conclude that the model parameters slightly depend on the GB and SB orientation.   
 
5. Conclusion 
 
An analytical approach is adopted to perform a modeling of the GB stress fields with respect to the 
distance from the intersection of the grain boundary (GB) and the slip band (SB). It allowed 
tracking the stress singularity induced by the SB impingement on the GB. Afterwards, finite 
element calculations were computed in order to simulate the effect of the SB and GB characteristics 
on GB stress fields, such normal and shear components. In addition, model parameters were 
adjusted with respect to the involved length, thickness and angles in the problem. The model was 
then validated whatever the SB characteristic sizes. Finally, further works will deal with evaluating 
critical values (stress and crack length) in order to enhance a double criterion for the prediction of 
micro-crack initiation. 
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Abstract  A critical survey has been made of tensile, fracture, shear banding and fatigue measurements and 

interpretations reported for different types of materials and test conditions.  The mechanical properties of 

the materials are shown to be largely determined by microscopic plastic strain concentrations which depend 

on the inhomogeneity of the material microstructure, especially including importantly inhomogeneity of the 

dislocation substructure. Understanding this inhomogeneity is shown to provide a number of connections 

between seemingly disparate phenomena.  The evolution of the dislocation substructure and its relationship 

to crystallography and various levels of microstructure are critically important.  Professor Cottrell made 

seminal contributions to understanding the fundamental mechanisms involved in determining such strain 

concentrations.  His work continues to provide clarity and guidance to current research accomplishments. 

 

Keywords  Pile-ups, Cleavage, PLC, ASB, PSB 

 

1. Introduction 
 

An article entitled "Plastic Strain Localizations in Metals: Origins and Consequences" has just been 

completed for the 2013 publication of the periodical: Progress in Materials Science [1].  The 

article has provided the basis for us to report in the ICF13 Cottrell Memorial Symposium on a 

number of important sub-topics on which Alan Cottrell has paved the way forward to modern 

developments.  Four such sub-topics are: 

(1) The Cottrell virtual work equation for a single-ended dislocation pile-up was first reported in 

Progress in Metal Physics [2] preceding Cottrell’s seminal book on dislocations [3]; the equation is

   

          (1) 

 

Where * = stress at blocking obstacle, n = total number of dislocations in pile-up, o = effective 

applied stress.  

(2) The Cottrell-Bilby carbon locking of dislocations theory which provided a basis for 

understanding the Portevin-Le Chatelier (PLC) effect of serrated plastic flow; 

(3) The Cottrell dislocation crack reaction for understanding cleavage in bcc metals and related 

materials; and 

(4) The Cottrell-Hull analysis of slip band intrusions/extrusions for fatigue crack development 

associated with persistent slip band structures. 

 

2. Deformation Behaviour – Dislocation Pile-ups 

 
One of the most important parameters in a vast array of materials is grain size and the effects of 

grains on deformation, a topic to which Prof. Cottrell has made numerous contributions.  His work 

was followed by the well-known Eshelby, Frank and Nabarro (EFN) analysis for the n – τ0 

relationship in the equilibrium equation for the pile-up dislocations spread over a length, L [4]: 

   

    
   

    
   (2) 
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In Eq. (2), G is shear modulus, b is dislocation Burgers vector, and 1 ≥ k ≥ (1- ) for screw or edge 

dislocation character respectively with  being Poisson’s ratio.  Substitution for n in Eq. (1) and 

taking τ0 = τys - τi, leads to the Hall-Petch equation for yield stress, τys: 

 

      
    

   
 

 

 
 

  

             
   

 

       (3)   

 

In Eq. (3), i is a “friction” stress and k'y is now known as the microstructural shear stress intensity.  

Taking the pile-up length, L, to be equal to the average polycrystal grain diameter, ℓ, then Eq. (3) 

can be written in terms of tensile stresses: 

 

            
 
 

      (4)

  

One may view yielding as a process in which the local shear stress at the tip of a slip band builds up 

with each additional dislocation and eventually reaches a level at the boundary or nearby in the 

adjacent grain to trigger transmission of plastic deformation through the boundary.  The 

microstructural stress intensity parameter, ky, clearly controls this process and as such is, in 

principle, both temperature and strain rate dependent in addition to having sensitivity for other 

aspects of the materials microstructure. 

 

The build-up to reach the critical stress is most rapid as the first few dislocations pile up against a 

boundary.  The effect of adding one dislocation to the pile up, n = 1, in Cottrell’s Eq. (1) gives: 

 
  

 
   

 

 
   (5)           

 

Thus, the fractional decrease in stress necessary to reach the threshold for spreading plasticity 

decreases with each additional dislocation added to the pile-up.  In essence, this describes the 

reduction in Hall-Petch stress provided by increasing the slip length (by increasing the grain size), 

so as to facilitate overcoming an obstacle to plastic flow. The model result is illustrated in Fig. 1. 

 

 
 
Figure 1. Normalized yield stress vs. reciprocal root of normalized grain size in metals.  The core radius is 

ro [5].  The integers represent the number of dislocations in the pile up. 

 

Figure 1 also illustrates the lowered flow stress with an increased number of dislocations. It also 

illustrates the reason for “scatter” in the mechanical properties of ultra fine grained materials and 

nanocrystalline materials.  Since slip bands cannot have fractional numbers of dislocations, a range 
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of grain size will contain, say, three dislocations.  For two dislocations, say, to be in the pile-up the 

grain size must decrease to a pre-determined size.  Joining the tips of the “steps” gives the 

envelope of possible values for the flow stress.  Small grain sizes and low numbers of dislocations 

in them also relate to the improbability of cleavage in fine grained Fe as described by Armstrong 

and Antolovich [6] as discussed below.   

 

3.  Strain Concentration and Fracture 
 

An updated model for plastically-induced cleavage fracturing of bcc and related metals and alloys is 

shown in Fig. 2.  The basic model fracture had been developed originally by Cottrell [7]. 

  

 
 

Figure 2.  Cottrell model for fracture in BCC () Fe [7] 

 

In this model, parallel dislocations on intersecting slip systems (i.e. {110}-type planes) react to 

form a sessile dislocation on a non-slip {100} plane thus providing a cleavage crack nucleus.  

Repetition of this reaction promotes growth of the microcrack until it is large enough to satisfy a 

Griffith-type criterion and spread by cleavage on a {100} type plane.  The reaction shown in Fig. 2 

is vectorily correct and energetically favourable. Furthermore, careful observations showed that 

fracture occurred only after some plastic deformation as would be required by this model. The 

model has been applied to explaining crystallographic aspects of cleavage fracture in other 

crystalline structures, for example, at indentations on MgO (001) crystal surfaces [8]. However, not 

all reactions such as that shown in Fig. 2 actually result in good predictions of cleavage.  

Antolovich and Kip [9] pointed out that not only must the reaction be energetically favourable but 

one must also consider the force barrier to be overcome.  An analogy would be two parallel 

dislocations on parallel planes.  Their lowest energy position is when they are lined up vertically 

forming a finite segment of a low angle tilt boundary.  However, to bring the dislocations into the 

position shown, a force barrier must be overcome which is a maximum when a line joining the two 

dislocations is inclined at 22.5
o
 to the slip planes.  Once aligned there is a restoring force directed 

against separation.  Antolovich and Kip considered: (1) the effect of angular orientation of the two 

dislocations on the forces that must be overcome to form a crack nucleus and (2) the forces required 

to bring an additional dislocation to within a Burgers vector of the crack nucleus. The problem that 

they considered is illustrated in Fig. 3.  The results were illuminating.  First of all, with respect to 

BCC structures and -Fe in particular, the calculations showed that for almost all angular 

orientations as defined above, glide dislocations are attracted to a common junction implying that 

overcoming the Peierls force would be sufficient to form a crack nucleus. This was in opposition to 

most other crystal structures (e.g. intermetallics, FCC crystals) in which such attractive ranges were 

rare.  However, once formed, it becomes increasingly difficult to grow the crack since the back 

stress due to the nucleus requires additional force to move a dislocation into the vicinity of the 

nucleus (i.e. to grow the incipient crack).  Based on these detailed calculations, one would expect  
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Figure 3.  Two parallel reacting dislocations in BCC crystal structure.  The axis system for each 

dislocation as well as angular variables are defined in (a). The signs of the forces on dislocations 1 and 2 that 

cause attraction to a common junction are shown in (a–d) for all possible angular orientations. 

 

cleavage to be prevalent at low temperatures, which is observed in -Fe, and some plasticity to 

precede cleavage, which is also observed.  

 

The pile-up model is currently being used in to study near theoretical limiting stress levels reached 

for nanopolycrystals on a Hall-Petch basis. Antolovich and Armstrong considered possible 

modification of the Hall-Petch effect for cleavage of -Fe if only a small number of dislocations 

were involved [6].  They computed the dimensional scale at which a stress concentration from the 

pile-up could duplicate that of a cleavage crack.  As shown above, the pile-up approach can be 

applied at rather small dimensions and can also be used to explain “scatter” of strength data.  

Importantly they showed that for small numbers of dislocations the slip band generated stress 

computed directly for small numbers of dislocations can never reach the crack-like stress (computed 

using continuous distributions of dislocations) implying that at small grain sizes (and small numbers 

of dislocations) cleavage is improbable.  The results of their calculations are shown in Fig. 4.   

 

 
Figure 4.  Dimensionless shear stress vs. dimensionless distance from crack or slip band tip (normalized to 

the crack length) [6].  For five free dislocations, the stress ahead of the slip band falls below that of a crack 

and cleavage is unlikely.  Note further the crack like behaviour near the tip of the slip band (slope of -½) 

and the traditional slip band like behaviour (slope -1) for multiple Burgers vector representation. 
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The same result was obtained on incorporation of Griffith crack tip modification as prescribed with   

gradient elasticity theory (GET). Another related application of such pile-up model consideration, to 

be developed in Section 5, is to evaluate the breakthrough of a pile-up in providing a fundamental 

explanation of adiabatic shear banding behavior. In such case, the rapid avalanche-like dissipation 

of the stored energy in pile-up provides a ready energy source for appreciable thermal heating [1].   

 

4. Strain Concentration in the Portevin-Le Chatelier Effect 
 

The French researchers, A. Portevin and F. Le Chatelier discovered that for certain combinations of 

strain rates and temperatures the stress-strain curves of Al-Cu-Mn and Al-Cu-Mn-Mg alloys 

exhibited serrations in the stress strain curves and that fairly well-defined bands formed in the gage 

length of the specimens [10].  This discovery, now eponymously known as the PLC effect, has 

been of keen interest in the 90 years since it was first observed and to this day controversy exists in 

terms of the basic mechanisms and the effect on mechanical properties such as fatigue.  It was not 

until the advent of dislocation theory that the outline of an understanding was developed and again 

Prof. Cottrell played a key role in clarifying, after his work with Bilby [11], the underlying physics 

of the process [12].  The model that evolved was based on the concept of thermal activation. For 

certain régimes of strain rate and temperature there is a dynamic interaction between solute atoms 

(e.g. C in Fe-C alloys, Mg in Al-Mg alloys) and dislocations such that there is a repeated locking 

and escape mechanism attributed to the mobile dislocation density.  

 

During locking, the stress climbs for the dislocations held back by their “atmospheres” and when 

the dislocations escape, the stress drops.  The process is repeated throughout the test.  Thermal 

activation energies have been measured for this mechanism by numerous investigators and while 

one may object to some of the approaches used, it is clear that activation energies are on the order 

of that of diffusion of the solvent species [13,14]. Recent data for IN100, a Ni-base superalloy 

strengthened by the coherent L12 precipitate ’ is shown in Fig. 5 [15].  In Fig. 5 the temperature 

strain rate plane is divided into regions in which the PLC effect is observed and not observed.  The 

boundary between the two regions marks the onset of the PLC effect and as such may be used to 

determine the activation energy which is 1.14 eV and comparing reasonably well to the activation 

energy for bulk diffusion of C in Ni of about 1.48 eV.  However, there is an apparent contradiction 

in using the activation energy of an atom/dislocation pair and the large strains that are associated 

with the serrations and the corresponding large numbers of dislocations needed to carry that strain.  

In effect, currently-accepted theories describing this process appear to be incomplete.  In broad 

outline, the deformation process is initiated by unpinning of the dislocations having the lowest 

effective unpinning stress.  At this point, the free dislocation would encounter a more strongly 

pinned dislocation at a larger precipitate.  However, the stress on the second dislocation would be 

essentially doubled since there would be a two dislocation pileup and the stress would drop.  The 

group of two dislocations would next encounter a locked dislocation but the stress at the leading 

dislocation would now be three times the applied stress so, depending on the actual locking stress, 

the required stress to continue deformation would decrease.  The process of increasing strain with 

decreasing stress would continue until all of the dislocations on a slip plane have been mobilized
1
 

[1].  We thus have a picture of a decreasing stress with increasing strain for the first slip plane. The 

next easiest dislocation to unlock would be activated elsewhere in the crystal and as it moves across 

                                                 
1
 This explanation is simplified and does not take into account the statistical distribution of the pinning points.  This 

more realistic situation may be addressed through a detailed statistical analysis.   
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Figure 5. Arrhenius plot of deformation behaviour of IN 100 showing the boundary between PLC behaviour 

and non-PLC behaviour which gives an activation energy of 1.14 eV [5].  

 

its slip plane the same process would operate.  However, based on this model, the second slip 

plane to activate would do so at a higher stress because of the higher unlocking stress and the back 

stress due to the piled up dislocations in the first slip plane.  Similarly the next source to operate 

would follow the same process but at an increased stress. Such a model would account for an 

accompanying Hall-Petch dependence that is known to apply for PLC behaviour. The pile-up 

mechanism implicitly accounts for ending the behaviour when all of the locked dislocations having 

relatively low unlocking stresses have been mobilized after which point deformation continues by 

normal flow processes. Thus this model description appears to account for:  

• Temperature and strain rate effects through the initial unlocking of the initial dislocations on 

each slip plane.  

• Macroscopic strain localization through local stress intensification at locked dislocations by the 

mobile dislocations. 

• Exhaustion of the phenomenon through strain hardening due to the distribution of unlocking 

stresses, and activating normal flow processes at some stress level.          

• An increasing mean stress (cyclically increasing flow stress) due to interactions from piled up 

dislocations and a generally increasing for each slip plane.    

 

Extension of the Cottrell-Bilby model to the PLC effect has an interesting connection to the modern 

thermally activated strain rate analysis (TASRA) for dislocation plasticity. A positive or negative 

strain rate sensitivity (SRS) may occur according to whether one is on the upside or downside of the 

added PLC thermal activation curve [1].  Given that the PLC process is thermally activated, the 

following functional dependence is implied: 

 

  ln,Tfth    (6) 

 

Here the symbols on the right have their usual meaning.  However, some attention must be paid to 

the meaning of th which is that component of the flow stress above long range internal stresses.  

There are examples in the literature in which it is mistakenly taken as the total stress which results 

in some errors in activation energies and over-all understanding. From calculus, Eq. (6) may be 

used to give the result: 

 

1
ln

lnln










































Tth

th

th

T

T 













  (7) 

 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-7- 

 

Equation (7) may be employed to provide insight into the PLC effect in terms of the separated 

factor dependencies.  For normal dislocation velocity description with thermally activated shear 

stress, τth, the first factor in Eq. (7), is negative and the second two factors are positive.   The same 

equation is usefully applied to the analysis of the incremental PLC effect for τth.  Note that when 

the third term is negative (as seen for PLC), then each of the first two terms must be positive.  

Thus a negative strain rate sensitivity of the flow stress for dynamic strain aging (PLC) is associated 

only with the stress rising to the peak of strain aging and not for an “over the top” régime of 

decreasing stress.  Misunderstanding of this feature has led to some controversy in the literature 

about the analysis of the PLC activation energy.  

 

5.  Strain Concentration and Adiabatic Shear Banding  

 
Adiabatic shear banding refers in a formal sense to the case in which a localized shear band forms 

with no transfer of heat to or from the external environment (i.e.      .  The behaviour is 

favored in metals under conditions of low heat capacity and low thermal conductivity when 

deformed at high loading rates and/or low temperatures.  The mechanical work associated with 

formation of the shear band is mainly transformed into heat and thereby manifested by an increase 

in temperature.  Unlike the PLC effect which is self-exhausting, the formation of adiabatic shear 

bands (ASBs) is self amplifying and leads to localized failure.  Recall that adiabatic shear banding 

was first observed by Tresca in a set of forging experiments on a Pt-Ir alloy [16].  When 

hammered just below the “red-hot” temperature, distinct X-type shear lines appeared on the 

longitudinal cross-section of the test specimen indicative of an exceptional temperature increase. 

 

Eshelby and Pratt [17] used the mathematical solution for the temperature increase associated with a 

moving source of energy provided by Carslaw and Yaeger [18] and modified it to rows of equally 

spaced dislocations passing by a fixed lattice point.  The main result of their calculation was: 

 

                
  

  
 

 

 
                   (8)                                                     

 

Where v is the dislocation velocity, K is the thermal conductivity, L is the length of the slip band 

and  is an effective thermal a length given by: 

 

         (9)

  

where  is the thermal diffusivity.  Using reasonable values for Al, they showed that on the basis 

of this model, temperature increases of only 2
o 

K was obtained from the model calculation.  

Furthermore, they examined other arrangements and concluded that no arrangement could be found 

which would give a large temperature increase.  However, the very earliest work of Tresca proved 

that high temperature increases were occurring and thus the model of Eshelby and Pratt is a very 

useful step in developing a more complete understanding.  This issue was re-examined by Coffey 

and Armstrong [19] on the basis of further accumulated evidence that appreciable temperature rises 

were being evidenced in shear banding experiments, A model favorable to shear banding was 

envisioned of isothermal stress build-up of stored energy in a dislocation pile-up, then leading to 

sudden obstacle collapse, and rapid dissipation of the stored energy by very localized plastic work 

in an earthquake-like dislocation avalanche. The model led, with employment of well-established 

slip band mechanics [20-21], to an expression for ΔT given by: 
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  (10)  

 

Where L is the grain size, ks is the Hall-Petch microstructural stress intensity parameter, c* is the 

specific heat at constant volume,  is Poisson’s ratio, xi is the spacing of dislocations in pile-up 

and v is the terminal dislocation velocity.  Using an upper limit for the dislocation velocity of the 

shear wave speed and with other parameters for steel, a value of T < 3.2 x 10
3
 K was obtained.  

The over-estimated temperature rise for pile-up collapse was taken to give credence to the 

mechanism. Experimental results obtained on shear plugging of Ti-6Al-4V alloy material produced 

regions of sprayed molten metal onto the shear plug walls, consistent with prediction of the pile-up 

avalanche mechanism. 

 

6.  Strain Concentration in Fatigue-Persistent Slip Bands 

 
It has long been known that fatigue loading results in roughening of the surface and that the bands 

in which deformation is carried are of a “persistent” nature [22].  Persistent slip bands (PSBs) have 

long been a subject intense research but it was not until the development of dislocation theory that 

some understanding of the fatigue process could be established on a physical basis.  This too was a 

field in which Prof. Cottrell provided initial insight [23], particularly on the formation of slip band 

intrusions and extrusions.  Considerable research has been carried to understand the details of this 

important phenomenon and a broad outline has emerged in which a unique structure is developed, at 

least in FCC single phase materials, of which Cu has received by far the most attention.  A 

representative PSB is shown in Fig. 6.  It consists of dislocation walls of primary edge character 

bounded by edge dislocations on the top and bottom surfaces with cyclic deformation being carried 

by screw dislocations.  Controversy exists as to the signs of the dislocations at PSB boundary, the  

 

 
 

Figure 6.  Walls in persistent slip bands (dark regions) and gliding screw segments in the channels 

between walls [24].  

 

state-of-stress within the PSB’s [25], the nature of intrusions, and the mechanism of crack formation 

[27].  Complex processes take place on the PSB walls which result in excess vacancy production.  

Evidence of this is found in the fact that a single PSB produced extrusions on both sides of a single 

crystal of Cu and also in the fact that at high temperatures the vacancies can migrate to sinks and 

the PSB’s are actually thinner than at low temperature [28].  These ideas have been used with 

some success to numerically model crack nucleation at grain boundaries in Ni-base superalloys by 

accounting for the system energy including importantly the energy in the PSB and taking crack 

nucleation at an energy extremum.  Of course application of the PSB morphology to precipitate 

systems may require some modification.  An actual PSB taken from a fatigued René 95 LCF 

specimen in shown in Fig. 7 [30].  The morphology is very different from that shown in Fig. 6.   
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Figure 7.  TEM Stereo pair of dislocations in fatigued René 95 [30] showing that there are four narrow slip 

bands, three of which are overlapping.  Such information can serve to develop physically accurate models. 

 

7. Summary 
 

In this paper connecting the pioneering researches of Alan Cottrell and a current review of modern 

research results, we have demonstrated a critical role for localized strain concentrations in several 

deformation, fracture and fatigue processes.  In all cases, the strain concentration arises from 

inhomogeneities in the microstructure including the dislocation substructure.  The subject is not 

complete in that our understanding remains lacking in many important areas such as for PSB’s in 

precipitate-bearing alloys.  Accurate assessment of the true precipitate and dislocation structure 

will provide a sound basis for numerical modelling of industrially important materials and should 

also improve our ability to develop fatigue-resistant structures.  In most of the literature, the 

effects of slip mode have been largely ignored and studies in which slip mode is varied (e.g. by 

controlling stacking fault energy) would be of great value. 
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Abstract 

This paper is designed to address aspects of the immense contribution and enduring 
legacy of Sir Alan Cottrell FRS FREng FICF (1919-2012) - especially in the context of the 
creation and development of ICF - at the “ICF13 Memorial International Cottrell 
Symposium”. One theme of this paper builds on the ICF0 paper of Cottrell in 1959, 
Cottrell's Opening Address at ICF2 in 1969 and Cottrell’s ICF4 contribution "Fracture & 
Society" in 1977. A second theme of this paper is the BCS model of fracture and 
other models of fracture devised by Cottrell in the context of Cottrell's seminal 20thC 
contributions to the very creation of our disciplines of Structural Integrity and Materials 
Science: including archival research on the early work of Cottrell 1939-1941 on welding 
and cracking of low alloy steels at Birmingham. In particular, with the analytical BCS 
Model, Cottrell anticipated the numerical Cohesive Zone Models by at least two decades. 
This paper also addresses possible ways forward in this challenging 21stC for ICF-
WASI following ICF13 in Beijing guided by the legacy of Cottrell's and Yokobori's ideas, 
inspiration & principles in establishing ICF during 1959-1969. At ICF13 the formal launch 
is arranged for the metamorphosis of ICF into “The World Academy of Structural 
Integrity”. This is an ICF brand-development project explored at Sendai with Yokobori in 
2010 and then initiated in 2011 at an ICF Interquadrennial Conference with ASTM in 
Anaheim, USA. This is much more than simply a name change but a comprehensive 
evolution in substance which like the original ten year creation process of ICF 1959-1969 
is designed as a ten-year process 2011-2021. During the ICF13 Cottrell Forum in Beijing 
(as at the Sendai Interquadrennial in 2010) we seek full debate on the optimum ways 
forward for this metamorphosis. 

1 Introduction 

This paper is designed as an international tribute to Alan Cottrell at ICF13 and especially 
Cottrell’s contribution to the creation of ICF. Following the “ICF0” MIT Swampscott 
Conference “Fracture” in 1959 (at which Cottrell was a principal speaker) work began on 
the creation of ICF. In 1961 at MIT the “Interim International Fracture 
Conference Committee” was established with Takeo Yokobori (Japan) as Chairman and 
as Committee Members, Alan Cottrell (UK), Ben Averbach (USA), Jacques Friedel 
(France), Max Williams (USA), Alan Head (Australia), Peter Haasen (Germany), Norman 
Petch (England), S N Zhurkov (Russia). Thereafter ICF1 was organised by the Japanese 
Society for Strength & Fracture of Materials at Tohoku University, Sendai, Japan in 1965 
with over 300 delegates from 18 countries. 

It is quite interesting to note that two of the key eleven references in the MSc thesis of 
Alan Howard Cottrell (Birmingham, October 1940 “The Arc Welding of High Tensile Alloy 
Steels”) were Honda & Sekito 1928 and Honda & Nishiyama (1932) both from Tohoku 
Imperial University, Sendai, Japan. Indeed these were key references in Cottrell’s PhD 
thesis as “Bowen Metallurgical Scholar” supervised by E C Rollason and D Hanson. So 
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that the fracture research at Sendai and Tohoku University was familiar to Cottrell from 
at least 1939. 

This is all found in the “Cottrell Archive” in the Metallurgy & Materials Library at 
Cambridge which is also interesting in regard to a sheaf of letters to Cottrell in 1948-
1949 when a Lecturer in Metallurgy at Birmingham University from Walter Boas (CSIRO  

Australia and formerly Berlin, Germany), M B Bever (MIT, USA), Egon Orowan (MIT USA), 
W Hibbard (Yale, USA), R F Mehl (Carnegie, USA), Ulick Evans (Cambridge, England) 
indicating the strong thread of Cottrell’s international connections still in his twenties as 
a young researcher, including with MIT.  

ICF2 was held in 1969 in England with 480 delegates from 25 countries. A major driving 
force in this second conference at which ICF was founded was to be sure Alan 
Cottrell who presented the Opening Address with Roy Nichols as Quadrennial Conference 
Chairman. ICF3 was held in Germany in 1973 with some 500 delegates from 26 
countries and ICF4 was held in Canada in 1977 with over 750 delegates from 38 
countries.  

An earlier paper (Taplin & Saxena) outlines the historical development of ICF and this 
paper along with the full ICF-WASI Archive is available on www.icf-wasi.org now formally 
launched. This includes the Proceedings from “ICF0”, Swampscott 1959 through to ICF12, 
Ottawa 2009 and indeed ICF13, Beijing 2013 with plans forward regarding ICF14, 
Rhodes & ICF15, Vancouver, perhaps ICF15 Berlin 2025 we anticipate - plus various 
additional documents, papers and Interquadrennial Proceedings in a freely available 
internet library for the new “Academy”. 

This present paper builds on a Cottrell Forum paper at ICF4 “Fracture & Society” based 
on interviews with Cottrell in 1977 coupled to a series of interviews with current 
researchers who are legatees of Cottrell’s enduring inspiration. A second part of  the 
present paper focuses on the BCS model and related models devised by Cottrell. A third 
part of this paper addresses the future of ICF as a World Academy. 

Metallurgy is arguably the oldest scientific and engineering profession perhaps seven 
thousand years old and the metallurgists who helped create the Parthenon attest to this 
with lead coated iron clamps for the epistyles. Some would argue that metallurgy was 
mainly a "black-art" until being transformed by such as Cottrell and others in the 1940's 
& 1950's to a modern science through for example Cottrell’s books on Structural 
Metallurgy & Dislocations. 

Cottrell himself was brought-up in Birmingham in the inter-war years of industrial 
expansion and was trained in the older black-art traditions based on optical 
metallography and one can discern this old (more art than science) tradition in 
Cottrell's MSc/PhD theses of over seventy years ago. In particular there are just two 
equations in Cottrell’s PhD thesis on pages 38 and 83 which are simply stress calculation 
formulae. The thesis is based on simple tests and extensive optical metallography with 
an entirely qualitative approach consistent with the evolution of metallurgy as a 
discipline at that time.  

Jim Charles was the first lecturer appointment Cottrell made at Cambridge as Goldsmiths’ 
Professor in 1960 who one could deduce continued the black-art intuitive approach also 
researching archeo-metallurgy creating a wider perspective for the more modernistic 
new lecturers such as John Knott appointed by Cottrell at Cambridge. Knott worked with 
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Cottrell from 1959 on his PhD on fracture of steels and therefrom until 1990 the Cottrell-
inspired Knott Group was extremely active in our discipline. Indeed Knott is arguably 
Cottrell’s foremost research student and co-worker who has made massive contributions 
(including as ICF President) and after over twenty years at Cambridge from 1990-
present transferred his group back to Cottrell’s alma mater Birmingham very successfully. 

Arguably the most lasting contribution of Cottrell was through his years at Cambridge 
especially as Goldsmiths’ Professor. Indeed a new “Cottrell Chair” is planned to be 
established at Cambridge in 2014 via especially contributions from former students of 
Cottrell. Probably the most prominent successor to Cottrell as Goldsmiths’ Professor is 
Colin Humphreys who held this prestigious Chair from 1991-2008. Evidence suggests 
that the most significant research accomplishment (2000-2013) of Humphreys in the 
Cottrell tradition is on crack prevention/stress management in the manufacture of GaN 
for LED applications. Humphreys has also been Director of the Rolls-Royce Technology 
Centre at Cambridge since 1994 focussing on nickel-base superalloys with many 
outstanding achievements of this Rolls-Royce Centre. This is linked also to his 
appointment in the early 1990’s of Julia King to replace John Knott when he left 
Cambridge for Birmingham and to be Deputy Director of the Rolls-Royce Centre, later 
joining Rolls-Royce as Director of Materials in Derby. King was a key appointment of 
Humphreys as Goldsmiths’ Professor just as Knott was a key appointment of Cottrell 
himself when Goldsmiths’s Professor.  

A key Cottrell Legacy is also the many world-class and very influential series of 
textbooks and programmes of Mike Ashby on Materials Design.  

In addition to ICF and the new World Academy the chief guardians ongoing of the 
Cottrell Legacy are Knott, Humphreys and Ashby and in a further paper we shall explore 
these legacy aspects of Cottrell. 

There is an extensive oral interview of Cottrell in the archives of the British Library 
which covers his whole career anecdotally and since Cottrell’s death there have been 
very many tributes and obituaries published including an extensive review by John Knott 
which is available now on the www.ICFWASI.org website. Accordingly there is no need to 
here delve in to the very many books and works by Cottrell, his great fount of ideas that 
inspired generations of researchers and transformed various realms of science and 
engineering. Our task is to examine the international inspirations and legacy of Cottrell 
especially in the discipline of our newly burgeoning World Academy of Structural 
Integrity and the contribution to Society. Documents from Trevor Churchman, 
Harold Paxton, Jacques Friedel & others have come to light via ICF and Ron Armstrong is 
assembling a parallel paper to our own to thereby create a debate in a Cottrell Forum at 
ICF13. So that this paper is simply one short introduction to this Forum which is 
additionally designed to address the further metamorphosis in comprehensive substance 
of the new “Academy” through ICF14 in Rhodes in June 2017 and  to ICF15 in Vancouver 
in July 2021 as a ten year project.  

Already noted is the new Academy Internet Library launched in Turin, Italy in August 
2012.  The Gold Medal prestigious awards in the names of the three most significant 
creators of ICF based on a micro-macro vision, Takeo Yokobori, Alan Cottrell and George 
Irwin were established at ICF12 in Ottawa in July 2009. Building on the original ICF 
Interquadrennial in Beijing in November 1983 we now have a comprehensive 
programme of several Interquadrennial Conferences each year. As well we now have a 
global network of MoU agreements with various societies and institutions. There are 
plans at ICF13 to establish a programme of “ICF-WASI Regional Directors” – perhaps as 



4 
 

many as a dozen to create a proactive Academy programme regionally for the common 
good. Many other significant ideas have been mooted for the new Academy and all these 
should be explored for the beneficial development of our Academy here in Beijing. 
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Abstract. Sir Alan Cottrell led the transformation of metallurgy from an observational science to 
analytical description.  The following ditty, written for an analysis of the influence of polycrystal 
grain size on mechanical strength properties, could very well have been inspired by subliminal 
guidance from Cottrell: 
 

The physically-weaker mortals are supported 
With stronger materials, needfully, more so every day. 

How so, you say – by brain power exhorted 
To restrict the role that cracks and dislocations play! 

 
The following account is an honoring contribution in recognition of the great man’s leading 
researches on one of several materials-based topics that he led: the dislocation mechanics of 
fracturing. 
 
 
1. Introduction 
 
     A previous festschrift for the 70th birthday celebration meeting in honor of Sir Alan Cottrell [1] 
may be compared with related recognitions given some years previously for Professors Egon 
Orowan [2], Norman Petch [3], and Takeo Yokobori [4], and a few years afterward, for Professor 
George Irwin [5].  The fracture-related research accomplishments of Cottrell were intimately 
connected with those of the persons who are referenced.  Cottrell made quantitative use in a real 
sense of the dislocations figuratively invented by Orowan [6], and are also credited to Polanyi [7] 
and Taylor [8].  With Norman Petch, Cottrell developed the ductile-brittle transition theory for 
understanding the onset at lower temperatures or higher applied loading rates of brittleness in 
steel and related metals [9, 10].  Cottrell and Yokobori shared the vision of producing an 
understanding of fracturing on a combined microscopic and macroscopic level, this relating to 
encouragement from Cottrell for the founding by Yokobori of the International Congress on 
Fracture (ICF) [11].  Among Yokobori’s earliest research articles is one on the Cottrell-Bilby 
theory of yielding of iron [12].  And, the later Bilby, Cottrell and Swinden [13] model of crack 
propagation with an attendant localized plastic zone at the crack tip provided a breakthrough 
example of fracturing at macroscopic dimensions, as pioneered also by George Irwin [14].   
    Four sub-topics among Cottrell’s notable contributions to fracturing are to be covered: (1) the 
ductile-brittle transition temperature (dbtt); (2) the dislocation reaction mechanism for crack 
initiation; (3) the limiting theoretical strength of metals; and (4) the dislocation mechanisms of 
slip intrusions and extrusions involved in fatigue cracking.  The following descriptions are 
intended to build onto the recent memorial articles honoring Cottrell by J.F. Knott [15], L.M. 
Brown [16] and D. Hull [17]. 
 
2. Dislocation mechanics of the ductile-brittle transition temperature        



  
    Both the Cottrell-Bilby theory of carbon-locking of dislocations for the yield point behavior in 
steel [18] and the Hall-Petch (H-P) dislocation pile-up model for a reciprocal square root of 
average grain diameter dependence of the yield and cleavage fracture stresses[19, 20] entered into 
Cottrell obtaining an implicit description of the dbtt in the relationship [9] 
 
                                                              ky(σ0yℓ1/2 + ky) = CGγ                                                      (1) 

 
In Eq. (1), ky is the H-P microstructural stress intensity required for breaking-free Cottrell-locked 
dislocation sources so as to provide transmission of plastic flow across grain boundaries, ℓ is the 
polycrystal grain diameter, σ0y is the friction stress resistance for individual dislocation 
movements in slip band pile-ups, G is the shear modulus, γ is the cleavage crack surface energy, 
and C is a numerical constant.  Hull called attention in [17] to his measurements made with 
Mogford [21] showing an increase in σ0y from neutron irradiation damage, thus raising the 
magnitude of the left-side of Eq. (1), and promoting brittleness.  Petch obtained an explicit 
dependence of the dbtt on the temperature dependent component of the friction stress and on the 
ductile fracture stress dependent H-P determined value of kf, as [10] 
 
                                                 TC = (1/β)[lnB – ln{(CGγ/kf) – kf} - lnℓ-1/2]                                 (2) 
 
In Eq. (2), B is the limiting value of the temperature dependent component of the friction stress at 
T = 0 and β is the exponential temperature coefficient. 
 

                                
 
Fig. 1. Tensile ductile-brittle transition temperatures for two grain sizes, A of 100 μm and B of 5     
            μm; and, then of A altered by neutron irradiation to A* with raised value of Δσoy* [22].  
     Figure 1 provides an illustration produced at the U.S. Oak Ridge National Laboratory of the 
dbtt behavior as obtained on the basis of computed tensile test results applicable to grain size and 
neutron irradiation hardening [22]. In the figure, a comparison is made between the temperature 
dependences of the yield and cleavage fracture stresses of two annealed mild steel materials, “A” 
having a conventional grain size of ~100 μm and “B” having a grain size of ~5 μm.  In addition, 
the yield stress is shown to be raised after neutron irradiation hardening of steel “A”, now labeled 
“A*”, but for which its cleavage stress is unchanged.  As indicated in the figure, steel A has a 
lower dbtt because of the H-P inequality: kC > ky.  And steel “A*” has an appreciably raised dbtt 



due to addition of the athermal component Δσ0y* to σ0y, in the manner described by Hull and 
Mogford [21], thus raising the ambient temperature yield strength up to that of steel “B”.  The 
danger indicated in the figure, which was deemed important at the time, was that steels “B” and 
“A*” could have the same ambient yield strengths and temperature dependencies of them while 
exhibiting appreciably different values of the dbtt [23].     
     A historical note is that Orowan had drawn attention to the condition of the yield stress being 
raised to the level of the cleavage fracture stress as a criterion for the onset of brittleness in steel; 
and, this consideration, taken together with a plastic constraint factor for the notch in a Charpy 
impact test [24], provided for a quantitative description of the dbtt in the same vein as described 
by Cottrell and Petch [25]. Wessel reported at ICF1, in Sendai, on the correlation of changes in 
TC associated with changes in σ0y and ky for a structural pressure vessel steel [26]. 
 
3. The Cottrell crack-forming dislocation reaction 
 
     In the seminal article by Cottrell on the dbtt [9], a breakthrough explanation was provided for 
the crystal structure dependent observation of cleavage occurring on cube-face {001} crystal 
planes in steel and related body-centered cubic (bcc) metals.   On the basis of the bcc slip systems 
having lattice parameter, “a”, focus was placed on the [uvw] direction- and (hkl) planar-
dislocation reaction for two (mixed-type) dislocation lines mutually oriented along the [010] 
crystal axis as: 
 
                                          (a/2)[11-1](101) + (a/2)[-1-1-1](-101) = a[00-1](001)                                  (3)                                 
 
The (001) plane is not a slip plane in the bcc lattice and under an [001] directed tensile axis, the 
thus-formed [00-1] edge type dislocation with line direction along [010] would anyway be a 
sessile dislocation.  Cottrell proposed that the reacted dislocation could form a cleavage crack 
nucleus.  Chou, Garofalo and Whitmore, followed up Cottrell’s model proposal with a 
quantitative analysis of arrested dislocation pile-ups which would be blocked at such intersection 
in alpha-iron [27].  And experimentally, Hahn et al. reported observations of initiated cleavage 
micro-cracks at temperatures centered on the dbtt for a number of polycrystalline iron and steel 
materials [28].  The observations relate to the Cottrell-Petch dbtt descriptions in that it had been 
proposed that break-out of cracking from within individual grains was required for material 
failure.  Antolovich and Findley have reported on a re-examination of the Cottrell model [29]. 
    Nevertheless, the importance of Cottrell’s mechanism of crack initiation also took hold for 
other observations of cracking in single crystal experiments.  Most notably, Keh, Li and Chou 
applied the Cottrell model to explaining the occurrence of cleavage cracking observed on 
otherwise unfavorable {110} type planes at aligned diamond pyramid hardness impressions put 
into rocksalt-type structure MgO (001) crystal surfaces [30].  Figure 2 shows a schematic view of 
the dislocations distributed among the indentation-activated {110}<1-10> slip systems [31].  For 
this crystal geometry, the Cottrell-type reaction is specified [32] as 
 
                                         (a/2)[10-1](101) + (a/2)[0-11](011) = (a/2)[1-10](112)                                 (4) 
 
The line direction of the reacted dislocation of Eq. (4) lies along the [11-1] direction.  The square 
“picture frame” structure immediately encompassing the residual indentation is formed by 
volume accommodating slip on secondary <110>{1-10} slip systems.  The sub-surface 
interaction of dislocation pile-ups at the intersection of conjugate slip systems, for example in the 
second quadrant of the (001) picture frame, produces the sessile Cottrell-type dislocation reaction 
described in Eq. (4).   
      



                                               
 
Fig. 2.   The dislocation deformation pattern surrounding an aligned diamond pyramid microhardness  
              indentation with indenter edges parallel to <100> put into an (001) MgO crystal surface [31].  
 
    The sub-surface dislocation structure leading to observation on the surface of diagonal <110> 
type cracking is illustrated in the cut-away diagram of Fig. 3. As mentioned, the cracking is on 
the unfavorable {110} planes compared to normally observed {010) cleavage planes.   
 

                                 
Fig. 3. Sub-surface dislocation reaction on intersecting <110>{1-10} slip planes in MgO [32].   
 
 
     The same type of crack-forming dislocation reaction mechanism was shown to occur at 
aligned microhardness impressions put into the (-210) crystal surfaces of body-centered 
tetragonal ammonium perchlorate (AP) crystals [33].  In this case, greater plastic anisotropy was 
reflected in the distorted shape of the residual diamond pyramid indentation such that cracking 
was only initiated in the adjacent top two indentation quadrants of the indented crystal surface in 
which a pair of intersecting slip systems had produced greater plastic deformation --- thus giving 
emphasis to the Cottrell mechanism of cleavage cracking being attributed to the local intersecting 
slip system blockages. 



 
 4. The theoretical strength and brittleness 
 
     The theoretical limiting strength of materials [34], including computations of the limiting 
strength to be obtained in cleaving perfect crystals [35], was of considerable research interest in 
the mid-1960’s.  The computations made in the latter reference built onto estimations of crystal 
strength that were described earlier in the pioneering article by Orowan [24]. Kitajima provided a 
report on the topic at ICF1 [36].  The situation was re-examined at the time in an important article 
by Kelly, Tyson and Cottrell [37] who looked in a fresh way into the stress required for 
separation of crystal lattice planes of potential cleavage systems.  Such calculations provided a 
benchmark of local stress values needed at the tips of dislocation pile-ups in order to initiate 
cracking, for example, as described by Stroh [38].  Once such a smallest imaginable crack might 
be initiated, however, the question still obtains as to whether it would grow in the elastic manner 
described by Griffith [39] or its growth would be restricted because of initiation of plastic flow at 
the crack  tip.  As will be described subsequently, the larger scale consideration of crack growth 
with an associated plastic zone at the crack tip is another topic on which Cottrell and colleagues 
have provided an important analysis.     
    Figure 4 was developed based on the model consideration that the intrinsic brittleness of 
materials could be determined by whether a small crack would grow elastically by the (Griffith) 
mechanism or by initiation of plasticity at the crack tip [40].  Calculation of the ratio of the two 
stresses led to a suggested susceptibility factor of (γ/Gb)1/2 to gage the intrinsic brittleness of 
metals.   A tabulation of computed susceptibility factors for different metals and semi-metals 
demonstrated that low values of the ratio correlated reasonably well with the known propensities 
of the materials for cleavage.   The model calculation was refined by Rice and Thomson [41] and 
then examined in further detail by Rice [42] who obtained the same type of agreement as 
originally proposed.  Xu has produced a review of the subject, including further refinements of 
the model.  In particular, Xu described a numerical evaluation of a single crystal type of dbtt 
controlled by the thermally-activated nucleation of dislocations at the crack tip [43].        
    

                                                    
 
Fig. 4(a,b). Model for dislocation nucleation at the tip of a penny-shaped crack [40]. 
 
5. The Bilby-Cottrell-Swinden model of crack growth  
 
    Bilby, Cottrell and Swinden (BCS) had produced at micro- to macro-scopic 
dimensions, compared to the atomic-scale model illustration given in Fig. 4(a,b), the 
counterpart breakthrough description of critical crack growth with an attendant plastic 
zone at the crack tip [13].  Dugdale had also reported related results for a plane stress 



description of cracking in thin sheet material [44].   The BCS analysis involved use of the 
method of continuous distributions of dislocations to model both the elastic stress state of 
the crack and extent of the plastic zone (as an inverted dislocation pile-up).  Unstable 
growth of the crack was specified for a ratio of plastic zone size, s, to crack half-length, c, 
at fracture stress, σF, and yield stress, σy, in the transcendental equation 
 
                                                 (s/c) = [sec(πσF/2σy)] – 1                                                 (5)     
 
In turn, Eq. (5) was shown to be well-approximated by the relationship [45] 
 
                                                     σF ≈ Aσy [s/(c + s)]1/2                                                   (6)  
 
The equation, with σy replaced by σC for crack-free material, was shown at ICF3 to 
describe the crack size dependence of the brittle fracture stress for several reference steel 
materials and for polymethylmethacrylate (PMMA) glass material.   In Eq. (6), A = (π/2) 
for (s/c) < 1.0 and A = 1.0 for (s/c) → 1.0 [46].   
 

                   
Fig. 5. Compilation of fracture mechanics stress intensity, K, values for mild steel [47]. 
 
 
    The BCS description provided very importantly for specification of fracturing in terms 
of a critical crack tip opening criterion that has proved to be very useful in fracture 
mechanics testing [47].  But in either case of the critical stress criterion in Eq. (6) or in 
terms of the BCS-described crack tip opening, a same dependence on grain size and 
plastic zone size was obtained for the plane strain fracture mechanics stress intensity, KIc 
[48].  For yielding in plane strain on a von Mises basis, a value of KIc was given [49] as  
 
                                                 KIc = (8/3π)1/2[σ0C + kCℓ-1/2]s1/2                                        (7) 
 



In Eq. (7), the quantity in square brackets is Petch’s relationship for the cleavage fracture 
stress [20].  A compilation of cleavage fracture stress measurements was reported at ICF4 
[50].  At constant plastic zone size, as appears to generally obtain in engineering fracture 
mechanics tests, a Hall-Petch type of dependence is obtained for KIc.  Figure 5 shows a 
compilation of results reported for mild steel and related steel materials [51-55].              
An unusual aspect of Fig. 5 is that an increase in fracture toughness is shown for 
materials obviously exhibiting an increase in yield stress (according to the corresponding 
H-P relationship for σy).  In such a fracture mechanics test, however, yielding begins at 
the H-P determined σy at the root of the notch and the induced plastic zone strain hardens 
until a higher grain size dependent value of the cleavage stress, σC, is reached [56].   
Knott provided an important review of the science and engineering aspects of fracture 
mechanics at ICF8 [57]. 
 
6. Slip band intrusions and extrusions   
 
     There is grain size dependence in the fatigue strength of metals also [25] but the 
situation is more complex, in no small part because of the occurrence of persistent slip 
bands (PSBs) and their increasingly pronounced behavior under cyclic loading [16, 17, 
58]. 

                           
Fig. 6. Cyclically-induced slip intrusions/extrusions and internal dislocation structures.  
 
    Cottrell and Hull had produced a seminal description of surface intrusions/extrusions 
produced during fatigue testing [59].  Figure 6 provides a schematic illustration of the 
surface relief and internal dislocation structure accompanying cyclic loading [60].  
Cottrell gave emphasis to the mechanical aspect of the nucleation and growth of cracking 
in a PSB as compared with the importance of mass transport by diffusion because of 



results obtained by Hull on copper tested at temperatures as low as 4.2 K [17, 61].  More 
recently, Coupeau, Girard and Rabier have provided excellent observations via scanning 
probe microscopy of slip step heights at opposing dislocation pile-ups on parallel planes 
and evaluated the results in terms of mutually blocking dislocation pile-ups [62].  Head 
had reported the first numerical calculations of such opposing dislocation pile-ups [63].  
A major result from the dislocation modeled behavior was that at sufficient applied shear 
stress and corresponding local stress concentration, the leading dislocations passed each 
other and formed dipoles.  The behavior is in agreement with the associated slip band 
structure becoming more pronounced in PSBs in part because the self-stress associated 
with individual dislocation dipoles decreases more rapidly with distance, of the order of 
~(Δr)-2 as compared with the normal (1/Δr) individual dislocation behavior, and therefore 
leading to many more dislocations being fitted into a cyclically-defined slip band length.  
A sub-surface role of diffusion of atomic vacancies that has generated later research 
interest should be additive in the process [16]. 
 
7. Summary 
 
A number of Sir Alan Cottrell’s notable contributions, with colleagues too, on the 
dislocation mechanics of fracturing have been briefly described on four sub-topics.  The 
listed contributions have been in the sequence of: (a) conditions for a ductile to brittle 
transition in steel and related metals; (b) evaluation of the theoretical limiting strength of 
crystals; (c) dislocation-modeled crack growth in relation to a fracture mechanics 
description; and, (d) geometrical aspects of the development of persistent slip band 
structures in fatigue.  The purpose was to provide cogent examples, first, of the 
importance of original insights provided by Cottrell in producing a better understanding 
of relevant issues and, secondly, to show a positive connection with further developments 
already made or continuing to be made on the same subjects.  In this regard, a note is 
added from the interview of Sir Alan at ICF4 in Waterloo, Canada, to the effect that more 
work needed to be done on multiple dislocation group dynamics, a topic that has been 
pursued in the interim time period and continues to be an important research activity [64].  
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Abstract  A multi-disciplinary project combines experiments and theory to build high-fidelity virtual tests 
of composite materials.  The virtual test is assembled via a “pipeline” running through a number of 
collaborating institutions.  Key experimental challenges are acquiring 3D data that reveal the random 
microstructure and damage events at high temperatures in the interior of the composite with very high 
resolution (~ 1 μm).  Key theoretical challenges include representing the stochastic characteristics of the 3D 
microstructure, modeling the failure events that evolve within it, and developing efficient methods for 
executing large ensembles of stochastic virtual tests. To begin, 3D images of 3D woven ceramic composites 
are captured by x-ray μCT on a synchrotron beamline. The statistics of the shape and positioning of the fiber 
tows in the 3D architecture are used to calibrate a generator that creates virtual specimens that are 
individually distinct but share the statistical characteristics of measured specimens.  Failure of the virtual 
specimens is simulated by advanced computational methods, revealing the complete failure sequence of 
multiple interacting crack types.  Validation of the analytical methods is performed by comparing with data 
captured at 1500°C and above, using digital image correlation or μCT to track damage evolution. 
 
Keywords  virtual test, stochastic, high temperature, ceramic, textile 
 
1. Introduction 
 
One role of a virtual test, as its name suggests, is to replace a real engineering test by a computer 
simulation.  Ideally, the simulation would predict engineering properties ab initio with sufficient 
fidelity that the real test becomes unnecessary.  More realistically, a virtual test calibrated by a few 
real tests will reduce the matrix of real tests needed to ensure safe use of a material, perhaps by an 
order of magnitude or more [1]. 
 
Of equal interest is the possibility that a virtual test can function as a tool for optimizing material 
design [1-5].  Indeed, a virtual test can yield much richer information about the correlation 
between the microstructure of a material and its performance than is easily available from 
experiments: in the virtual test, we have full knowledge of the microstructure and its effect on the 
details of failure mechanisms, whereas in the real test, such effects are often concealed in the 
interior of the specimen. 
 
Virtual tests are of special value for high temperature materials, e.g., the current generation of 
integral textile ceramic matrix composites [6] with potential use temperatures ranging up to 1500ºC.  
While mechanisms of failure in composites that act at room temperature can be determined quite 
readily either by modern 3D imaging or by destructive sectioning following interruption of tests, 
mechanisms acting at high temperatures are much more difficult to probe.  The virtual test offers 
the possibility of probing details of damage mechanisms for different temperature and loading 
histories using simulations coupled to relatively simple surface observations on real specimens.  
Nevertheless, advancing test methods applicable to high temperatures remains critical: the proven 
fidelity of a virtual test can never exceed the ability to identify the mechanisms that must be 
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modeled by direct experimentation. 
 
In the case of virtual tests for continuous-fiber composites, including composites reinforced by 
laminated unidirectional fiber plies and textile preforms, the high resolution now available in 3D 
imaging systems is yielding details of the stochastic variability of plies and fiber tows and even of 
the spatial distribution of the individual fibers that populate the plies and tows; certain 
characteristics of textile geometry and tow deformation have been measured [7-9], as well as 
porosity [10] and its changes during processing steps [10, 11].  These and other studies have also 
addressed achieving feature definition in ceramic composites [12], which is often made difficult by 
low x-ray absorption contrast between the constituent materials.  In recent work, fiber tows are 
made to stand out by imaging composites with partially formed matrices [13].  This allows 
detailed analysis of the statistics of geometrical variability in the fiber reinforcement.  The 
geometrical variability of fiber deployment is a source of scatter in composite performance [14-19]. 
 
In the remainder of this article, the sequential steps of constructing a virtual test are described.  
Interesting prior literature includes virtual tests for textile ceramic composites using models that 
directly reproduce a stochastic microstructure from micrographs [20] (rather than using a virtual 
specimen generator as described below). 
 
2. The stochastic characteristics of textile composites 
 
The details of fiber tow shape in textile composite specimens somewhat larger than but comparable 
in size to a single unit cell (several mm) can be determined most satisfactorily using 
micron-resolution X-ray computed tomography (μCT) in a high-flux synchrotron beamline.  
Avoiding the difficulty of reconstructing 3D domains from 2D images of serial sections in 
micro-toming techniques, μCT data reveal comprehensive geometrical information on the fiber tow 
scale.  Information at even smaller scales, down to 1 μm, concerning matrix voids, individual 
fibers, and fiber coatings can also be extracted but image artefacts can compromise interpretation.  
Typical images of a 3D woven carbon/SiC composite are shown in Fig. 1.  (This material was 
fabricated with only enough matrix to rigidify the structure, which simplified identifying tow 
domains [13].) 
 

 
 
 (a) (b) 

Figure 1.  μCT of a carbon/SiC woven composite, consisting of fiber tows coated by a thin 
layer of matrix material.  (a) Image slices.  (b) Re-constructed 3D image.   

 
Fiber positioning variations can be decomposed into non-stochastic, periodic variations associated 
with the nominal periodicity in the textile architecture and stochastic deviations, which vary 
randomly though the fabric.  A convenient and intuitively appealing treatment of the deviation 
divides it in turn into a superposition of “short-range” and “long-range” deviations.  The 
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short-range deviations are those arising within a unit cell, referred to the center-of-mass of the unit 
cell, while the long-range deviations are the displacements of the centers-of-mass of unit cells over 
gauges much greater than the unit cell [13]. 
 
3. Virtual specimen generation 
 
The art of formulating reconstruction algorithms or geometry generators for stochastic 
heterogeneous materials and related problems in statistical physics has a long history, mostly in the 
study of granular materials (e.g., [21, 22].  Textiles contrast with alloys in that they comprise long, 
continuous fiber bundles of essentially infinite aspect ratio, interlaced in complex but systematic 
patterns, a fact that calls for specialized algorithms in a virtual specimen generator, quite different in 
nature to those developed for statistically isotropic multi-phase materials (e.g., [23] and references 
therein). 
 
The simplest geometry generator for a textile directly exploits the linear continuity of tows: a 
Markov Chain formulation generates fluctuations in any tow cross-sectional characteristic by 
marching systematically along the tow’s length (Fig. 2) [24].  The key element of the Markov 
Chain is the Probability Transition Matrix (PTM), which determines the deviation and correlation 
length of any variable.  The PTM is calibrated against measured statistical data, thus guaranteeing 
that the virtual specimens possess the same statistics as the real specimens that have been imaged.  
The Markov Chain formulation is very efficient and physically appropriate for the textile 
reconstruction problem, provided the dominant correlations are those along a tow, with correlations 
between tows relatively weak.  It can be adapted to generate tows with 3D structure (Fig. 3) [25]. 

 

Figure 2.  A μCT image yields statistics that are matched by generated virtual specimens.  In 
this schematic, the generated tow structure at the left of the collage represents tows by 1D loci, 
suitable for use in the Binary Model [24, 26]. 

 
As it is described above, the Markov Chain formulation provides a purely empirical approach to 
virtual specimen generation: it simply matches statistical data from experiment.  Models of the 
mechanics of fiber tow or preform deformation, which have been the basis for most other attempts 
to generate realistic geometric models of textiles, are not used.  There is therefore no risk of errors 
flowing from uncertainty in the constitutive laws assumed to characterize such deformation, or in 
misrepresentation of the conditions during which preform fabrication or handling are carried out, 
including loading boundary conditions or the presence or absence of lubricating agents.  The 
preform is analyzed as it is, in its final disposition. 
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However, an empirical approach has the disadvantage that the effects of changing processing 
conditions cannot be predicted.  Such predictions are the province of mechanical models.  An 
attractive future development will link mechanical modeling of preform deformation to empirical 
statistics, using the rich data content of detailed 3D measurements to calibrate and validate the 
mechanical model.  The Markov Chain method may remain a useful tool within the linked 
super-model. 

  

  (a) (b) 

Figure 3.  The textile reinforcement of one virtual specimen generated with 3D tow 
representations using the Markov Chain method [25], showing (a) warp and weft tows together 
and (b) warp tows only.  Tow shapes possess a combination of non-stochastic periodic 
variations (crimp features, etc.) and non-periodic stochastic deviations. 

 
4. Observations of damage 
 
The properties (strength, etc.) of a composite’s constituent materials and their interfaces are 
generally unknown at high temperature.  Phase properties cannot be calibrated by simple material 
tests, because the strength of different phases when they are juxtaposed at nm and μm scales is not 
represented by tests on large specimens of each phase isolated as a monolithic material.  Tests are 
required on the composite materials themselves, executed at expected use conditions (i.e., 
temperatures of 1500ºC and higher), with sufficient resolution of mechanisms to enable the 
deduction of local material properties that control the mechanism.  Direct observation of 
mechanisms is also critical to choosing correct formulations for simulations. 
 
Measurements made at high temperature are the only faithful source of the details of failure. If a test 
specimen is cooled to an experimentally convenient 25°C for examination, the cooling itself 
introduces thermal strains of the order of at least 0.1–0.5% depending on composition and cooling 
rate, which can change the cracking patterns present before such cracks can be measured. 
 
An apparatus was recently reported for acquiring 3D images via μCT of a specimen loaded in 
tension or compression at temperatures of 1500 – 1700°C in inert or oxidizing atmospheres (Fig. 4) 
[27].  Current maximum spatial resolution is 0.65 μm/voxel, yielding rich data on microstructure 
down to the fiber scale and μm-scale local failure mechanisms.  Key data include variations of the 
opening displacements of fiber breaks and matrix microcracks as a function of load. 
 
Data for a monotonic tension test of an angle interlock carbon-SiC woven composite specimens 
reveal different mechanisms of failure operating at 25°C and 1700°C (Fig. 5).  At the lower 
resolution (1.3μm/voxel) used in these images, individual carbon fibers were not resolved.  
Nevertheless, the fiber tows are clearly distinguished from the matrix, which consists of a thin 
brighter layer of CVI SiC coating each tow and a polymer-derived SiC filling the remaining 
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occupied space.  During initial loading at both temperatures, cracks formed in the matrix normal to 
the loading direction at positions where the matrix lay over a transverse fiber tow.  With increasing 
load, the cracks grew through the transverse tows until they met an underlying axial tow (at loads in 
the range ~40 N to 70 N), where they were deflected.  At 25°C this deflection involved formation 
of multiple splitting cracks (Fig. 5a), which progressed incrementally along the centers of the axial 
tows as the load was increased to the peak value of 150 N.  Above 1600°C, the deflection of the 
crack at each tow involved a single crack that grew along the edge of the axial fiber tows as the load 
increased to 120 N (Fig. 5b), whereupon there was a large load drop.  By influencing the access of 
ambient gas to the internal reinforcing fibers, differences in crack paths such as these could 
potentially have a large effect on subsequent high-temperature oxidation damage. 
 

 
Figure 4.  Sectional view of the heating chamber in a test rig designed to permit x-ray μCT 
imaging during testing at high temperature [27].  The x-ray beam passes through a 
load-supporting Al window, whose absorption is constant during rotations of the chamber and 
specimen and therefore does not impair image quality.  The sample is held by water-cooled 
grips in the center of a sealed cell, which can be evacuated or filled with a selected gas. A 
hexapole arrangement of six 150 watt halogen lamps and reflectors gives a spherical hot zone 
of diameter ~5 mm. 

 
5. Rapid computation of multiple discrete damage events 
 
A critical element of high-fidelity simulations of failure is the ability to introduce new cracks during 
the execution of a simulation at locations and with orientation that are determined by the current 
local stress or strain fields.  A major contribution to virtual test development has been the new 
formulation of finite elements (extended finite element method or X-FEM and others) that achieve 
this objective [28-32]. 
 
The augmented finite element method (A-FEM) [33, 34], similar in form to a conceptual element 
introduced earlier [29], has achieved detailed representations of generic multi-crack configurations 
and particularly high computational efficiency.  Key attributes include: breakable elements that 
allow cracks to be introduced across which cohesive tractions exist, following a prescribed 
nonlinear fracture law; and breakable cohesive elements that allow the correct description of the 
local stress state around crack bifurcations or coalescence events (Fig. 6). 
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In addition to allowing correct description of key multiple crack configurations, the A-FEM 
incorporates a new iteration algorithm for searching for convergence in nonlinear problems, in 
which the global stiffness matrix is re-written in a piecewise linear form, allowing local 
convergence to be achieved in one or at most a few steps.  The combination of A-FEM elements 
that use advanced quadrature algorithms and can be made somewhat larger than the length of the 
fracture process zone and the new iteration algorithm leads to gains in computational speed for 
typical nonlinear fracture problems of 2 – 3 orders of magnitude compared to standard methods 
such as X-FEM embedded in the ABAQUS commercial software [35].  As discussed further below, 
computational speed is essential in a virtual test strategy that seeks to address stochastic variability. 
 

45 N 85 N 135 N 120* N

RT: intra-tow delaminations

 
(a) 

10 N 90 N 105 N 130* N

HT: interstitial matrix damage

 

(b) 

Figure 5.  Internal damage in a C-SiC composite with textile-based carbon fiber 
reinforcements under tensile load at (a) 25°C and (b) 1600°C. 

 
6. Monte Carlo methods vs. probabilistic theories 
 
The Monte Carlo method using ensembles of stochastic virtual specimens provides the closest 
analogue of a real test matrix: a statistically significant number of virtual specimens are subjected to 
the same virtual test (or matrix of tests) and engineering predictions are deduced from the mean and 
scatter in the outcomes [36, 37].  Each specimen in the tested ensemble is one instance of a 
random microstructure that has been constructed by feeding pseudo-random numbers into calibrated 
distribution functions (a Monte Carlo procedure).  The variance of the microstructure in the 
ensemble of virtual specimens is a major source of variance in predictions.  With trivial 
modification, the load can also be made random, e.g., to simulate random overloads in a duty cycle. 
 
Once a stochastic virtual specimen generator has been developed and constitutive laws have been 
calibrated, executing a Monte Carlo analysis is straightforward.  Simulations are executed in 
sequence and predicted metrics (strength, strain to failure, etc.) are analyzed using the same 
statistical methods used to analyze real tests. 
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The computational expense of Monte Carlo analysis can be high.  The uncertainty in a predicted 
mean property, such as the expected strength in a distribution of strengths, will fall as the number of 
computed cases N rises.  If σ denotes the uncertainty in a predicted mean property normalized by 
the width of the distribution of the property, σ ≈ N-1/2.  For example, if strength is predicted to have 
a deviance of 10%, then determining the mean strength to 1% accuracy requires 100 simulations. 
 

 

3(3´)4(4´)
1 2 (2´)(1´)

5 (5´) 6(6´)

7 (7´) 8(8´)

1
eΩ 2

eΩcΓ
3(3´)4(4´)

1 2 (2´)(1´)

5 (5´) 6(6´)

7 (7´) 8(8´)

3(3´)4(4´)
1 2 (2´)(1´)

5 (5´) 6(6´)

7 (7´) 8(8´)

1
eΩ 2

eΩcΓ

 

3

3´

4

4´
1 22´

1´5

5´
6

6´

7

7´

8

8´ 3

3´

4

4´
1 22´

1´5

5´
6

6´

7

7´

8

8´

 

 (a)   (b) 
Figure 6.  (a) In the A-FEM formulation, a single element can split into several domains, 
accommodating a crack bifurcation event.  (b) When a crack in a solid element impinges upon 
a material interface, the cohesive element governing fracture of the interface (grey domain, 
with width exaggerated for visibility) divides into two sub-elements, allowing the correct sign 
and magnitude of interfacial shear displacement to be computed on either side of the impinging 
crack. 

 
If the virtual test is used in materials design, a design optimization study addressing the statistics of 
failure might require computing the effects of 102 – 104 different material or architectural 
parameters.  To establish reasonably accurate trends in mean strength, 104 – 106 virtual tests must 
be executed.  For the computational time to remain within one week (106 seconds) for a relatively 
wide search, a single virtual test should execute in 1 sec, to order of magnitude.  Current execution 
times for multiple crack evolution leading to ultimate failure in a single virtual test are orders of 
magnitude higher than this. 
 
Probabilistic models offer computational efficiency and the possibility of accurate predictions of 
rare events.  In a probabilistic theory, instead of tracking damage evolution through a particular 
microstructure, one tracks the evolution of a probability distribution P(X) for a damage variable X 
through time or elapsed fatigue cycles.  Because P(X) can be represented numerically with 
arbitrary precision over all values of X, accuracy in predicting the tails of the distribution is at least 
possible.  However, is it not assured: accuracy also demands that the probabilistic theory 
incorporate a faithful representation of the details of the influence of the stochastic microstructure 
on the evolution of P(X). 
 
The first and simplest approach uses diffusion equations or discrete chain models to describe the 
evolution of a damage variable such as crack length, coupled to a simplified representation of the 
influence of some other factor, which could be a microstructural factor.  However, such 
phenomenological models are limited in the degree of fidelity they can achieve in predicting the 
effects of microstructural variation within a single class of materials.  They must use calibration 
data for the same materials as those for which predictions are to be made, with the same failure 
mechanisms and microstructural statistics being present.  They cannot be used easily to make 
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predictions for materials with different microstructural statistics or different loading conditions.  
Improved fidelity requires incorporation of the details of how microstructure controls the evolution 
of local damage events. 
 
A formulation that can improve fidelity in a probabilistic framework was presented by Pardee and 
colleagues [38, 39].  The Pardee formulation recognizes the discontinuous nature of crack growth 
by associating each of the three phases of damage development in the example of Fig. 7 with a 
distinct domain ΩI, ΩII, or ΩIII in the space in which probability density is defined.  Thus, at a 
point in ΩI one defines the probability density PI(XI = a/D; t)da that a crack of length XID ≤ a ≤ XID 
+ da with XI < 1 is propagating through the matrix at time t; at a point in ΩII one defines the 
probability density PII(XII = β; t)dβ that an arrested crack has damage parameter XII ≤ β ≤ XII + dβ at 
time t; and at a point in ΩIII one defines the probability density PIII(XIII = a; t)da that a crack of 
length XIII ≤ a ≤ XIII + da with XI > 1 is propagating into the fiber tow at time t. 
 
With growth laws predicted by a small number of virtual tests and statistical distributions calibrated 
by experiments, the Pardee problem can be solved to generate rapid predictions of the full 
distribution function for engineering properties, such as the time to failure of the reinforcing tow in 
Fig. 7.  Serving within such an efficient formulation, virtual tests can relate the statistics of rare 
failure events to microstructural variance with the least possible computational effort. 
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Figure 7.  A microcrack (a) originating in a superficial matrix layer might (b) arrest 
temporarily at a fracture resistant coating that protects a tow before (c) propagating into the 
tow and exposing the fibers in the tow to the environment.  In correspondence with the three 
stages of microcrack growth, there exist three domains ΩI, ΩII, and ΩIII, through which 
probability density flows in conservation equations describing their evolution; density flux is 
indicated by arrows.  In domains I and III, the state variable is crack length a, while in domain 
II it is a damage parameter β that increases with time from 0 to unity. 
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Abstract  To increase the power harvesting capability of an internal impact type vibration energy harvester 
(VEH), the authors have developed a novel hybrid VEH integrating both piezoelectric and electromagnetic 
(EM) modules for energy conversion. The proposed VEH transforms a low frequency external base vibration 
into an internal impact vibration of the tip of a cantilever beam, which is used to cause energy conversion by 
the piezoelectric effect and electromagnetic induction. A prototype is designed, fabricated and tested; the 
optimum load resistances are determined experimentally, and the power output performance and the total 
power density of the proposed VEH have been experimentally characterized with respect to the excitation 
amplitude and frequency. The dependence of the optimum excitation frequency for maximum total power 
output on the excitation amplitude has also been experimentally investigated. The total output power and 
power density are 0.8 mW and 15 µW/cm3, respectively, when the excitation amplitude and frequency are 1 
mm (rms) and 15 Hz, respectively. 
 
Keywords  Vibration Energy Harvesting, Impact, Piezoelectric, Electromagnetic, Hybrid 
 
1. Introduction 
 
With the evolution of low power electronics, harvesting the structural vibration energy, which is 
clean, ubiquitous and renewable, has gained increasingly extensive attentions from worldwide 
researchers in the recent decade [1-4] for its great potentials for applications in areas of wireless 
sensor networks (WSNs), autonomous low power microsystems, distributed computing and 
portable alternative power sources, remote sensing and actuation, etc., to replenish or even replace 
traditional power supply such as battery. A number of vibration energy harvesters (or 
vibration-powered generators) using the piezoelectric effect [5-9] and electromagnetic induction [10, 
11] have been proposed and developed. 
 
Generally, a typical piezoelectric VEH employs a cantilever beam structure with a proof mass at its 
tip and excitation at its base [6]; thus only d31 mode is used. To increase the vibration energy 
harvesting capability of such mechanism, a piezoelectric VEH combining the d31 mode caused by 
flexural vibration and the d33 mode caused by direct impact was proposed [7]. It was found that 
piezoelectric components operating in the d33 mode can significantly increase the power generation 
of the conventional cantilevered piezoelectric VEH. Similar work using impact method has also 
been carried out by other researchers [12-15]. Nevertheless, to widen the application range of VEHs, 
the output power still needs to be increased. 
 
To further enhance the energy harvesting capability and more efficiently utilize the space of VEH 
structure, the authors have developed an evolutionary version based on their previous work [7]. In 
the evolutionary version, the VEH converts low frequency external vibration into its internal impact 
vibration and uses the piezoelectric effect and electromagnetic induction to convert the internal 
vibration energy into electric energy. The VEH topologically consists of three modules. The first 
one is a piezoelectric module harvesting the energy of internal impact directly; the second one is 
another piezoelectric module harvesting the impact induced vibration energy in the frames of the 
VEH; the third one is an electromagnetic module comprised of one hand-wound enameled copper 
coil and two pairs of anti-symmetrically placed bulk NdFeB permanent magnets, using the magnetic 
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flux change in the coil to generate AC voltage. A prototype has been designed, fabricated, tested and 
analyzed.  
 
2. Structure and Principle 
 
As shown in Fig. 1(a), the proposed VEH is generally comprised of three parts, i.e., the top and 
bottom frames, the middle cantilever beam, and the side frames. The frames are made of stainless 
steel, and the cantilever beam is made of phosphor bronze. Four piezoelectric modules (PZT-T-EX, 
PZT-T-IN, PZT-B-EX, and PZT-B-IN), each with five identical piezoelectric plates connected in 
parallel electrically, and two single piezoelectric plates (PZT-T-IMP and PZT-B-IMP) are bonded to 
the top and bottom frames. Two pairs of permanent magnets are anti-symmetrically bonded onto the 
side frames. A coil housing with a hand-wound enameled copper coil and impact body is attached to 
the tip of the middle cantilever beam, and acts as a proof mass. The coil housing is used to 
accommodate and fix the coil relative to the cantilever beam. The distance between the impact body 
and the impacted piezoelectric plates (PZT-T-IMP and PZT-B-IMP) is about 4.5 mm. The VEH 
could be mounted on a vibrating source for power generation. In our experiments, it is bolted on an 
electric shaker, as shown in Fig. 1(b).  
 

 

5. PZT-T-IN 

6. PZT-T-EX 

4. Top frame 

1. Cantilever beam 

7. PZT-T-IMP 
8. Impact body 
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10. Coil housing 
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14. PZT-B-IN 
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12. PZT-B-IMP 

2. Bottom frame 
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Bolt 
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Figure 1. Harvester structure including (a) isometric section view of the proposed VEH structure and  

(b) photograph of the fabricated VEH prototype mounting on an electric shaker. 
 
The detailed dimensions of structural components of the VEH prototype are listed in Table 1. The 

(a) 

(b) 
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piezoelectric material adopted here is Lead Zirconate Titanate (PZT) ceramics (HAIYING P-51), 
the major material parameters is shown in Table 2. The enameled copper coil with main parameters 
shown in Table 3, is wound by using a 40-µm-diameter copper wire (DAYANG WIRE & CABLE) 
with polyurethane coating. The magnets used here is the sintered rare earth Neodymium Iron Boron 
(NdFeB) N33 permanent magnet. Its property is listed in Table 4. 
 

Table 1. Dimensions of structural components of the proposed vibration energy harvester 

Component 
Length 
(mm) 

Width 
(mm) 

Height 
(mm) 

Thickness 
(mm) 

1 60 10 - 0.2 
2,4 65 10 14.9 1 
3 52 30 24 1 

5,6,7,12,13,14 10 5 1 - 
8 17 6 2 - 
9 10 6 3 - 
10 20 17 6 1 
11 - - 15 - 

 
Table 2. Material property parameters of the employed piezoelectric material 

Electromechanical coupling factor  k31 0.36 
 k33 0.70 

Piezoelectric charge constant (10-12 C/N) d31 -185 
 d33 400 

Relative dielectric constant 11 0/Tε ε 2400 

 33 0/Tε ε  2100 

Mechanical quality factor Qm 100 
Dielectric dissipation factor (%) tanδ  2.0 

 
Table 3.  Parameters of the wound copper coil 

Number 
of turns  

Internal resistance (Ro) 
(kΩ) 

Inductance (Lo) 
(H) 

~11000    ~3.9 ~0.3 
 

Table 4. Properties of NdFeB permanent magnet 
Residual Induction 

Br (mT) 
Maximum energy product 

(BH)max (KJ/m3) 
Coercive force Hcb 

(KA/m) 
1.13~1.17 247~263 ~836 

 
The resonance frequency of the middle cantilever beam of our VEH prototype is / / 2crf k m π=  
≈ 11.0 Hz, where m and k, the effective mass and spring constant, are 1.04E-3 kg and 51.7 N/m, 
respectively. When subjected to external vibration excitation, bending vibration of the middle 
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cantilever beam would be excited. As seen in Fig. 2(a), while the beam vibrates, the impact body 
may hit PZT-T-IMP and PZT-B-IMP and induce resonant vibration mode in the top and bottom 
frames. Due to the piezoelectric effect, AC voltage is generated across all piezoelectric components. 
At the same time, the copper coil vibrates relatively to the permanent magnets, as shown in Fig. 
2(b), causing a variation of magnetic flux through the coil. According to the Faraday’s law, AC 
voltage will be generated in the coil. To generate voltage in the electromagnetic module efficiently, 
it is so designed that the net magnetic flux through the coil is zero when the middle cantilever 
remains static. 
 
For low frequency (several to tens of Hertz) excitation, we only take into consideration the 
fundamental vibration mode of the middle cantilever beam, which can be simplified into an 
equivalent single-DOF spring-mass-damping system. As indicated in Fig. 2(a), the displacement of 
the vibration energy harvester and the tip of the cantilever beam are denoted by xs and x, 
respectively, with respect to the inertial reference frame of the earth. Setting the relative 
displacement between the cantilever tip and VEH frame be y = x − xs, and the source excitation of 
the shaker be harmonic, i.e. xs = Assinωst, the steady-state solution of the differential vibration 
equation of the cantilever beam is [16] 

 sin( )sy Y tω ψ= − ,  (1) 
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where ωcn is the natural angular frequency of the cantilever beam, m, ζ and k are the equivalent 
mass, damping ratio and spring constant, respectively. Hence, the condition for impact is 
 Y D≥ .  (4) 
For a given low excitation amplitude (As < D), there exists an excitation frequency range beyond 
which the impact cannot happen. Denoting ωsl and ωsu as the lower and upper limits of the 
excitation frequency range, it is derived that 
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Since 1ζ =  , ( )1/ 1 /sl s sA Dω ω= + , ( )1/ 1 /su s sA Dω ω= − . Therefore, 
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When fs = 11 Hz, As = 1.4 mm (0-peak) and D = 4.5 mm, fsl and fsu are calculated to be about 9.6 Hz 
and 13.3 Hz, respectively. 
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Figure 2 Schematics of (a) the piezoelectric energy harvesting modules and  

(b) the electromagnetic energy harvesting module.  
 
According to Hayt et al.[17] and Fu et al.[9], the theoretical optimum load resistances of the 
electromagnetic and piezoelectric modules for maximum power output are 

 ( )22 2LEO o c oR R f Lπ= + ,  (9) 

 1
10LPO

rf p

R
f Cπ

= .  (10) 

where Ro and Lo are the internal resistance and inductance of the coil, respectively, fc is the angular 
frequency of vibration of the cantilever beam, rff  is the resonant frequency of the top or bottom 
frames, and Cp is the clamped capacitance of a piezoelectric plate.  

 
3. Experimental Method 
 
During the experiments, the VEH was firmly fixed on an electric shaker (HSB-01, HUASHEN) by 
bolting connection, as shown in Fig. 3. A function generator (AFG 3022B, TEKTRONIX) was used 
to supply sinusoidal excitation signal to a power amplifier, through which the signal was power 
amplified and transferred to the shaker to generate harmonic excitation for the test. Excitation 
frequency and amplitude can be controlled by adjusting the function generator and the power 
amplifier. The input signal to the shaker was monitored by digital oscilloscope (TDS 2014, 
TEKTRONIX). To measure the power generation capability, a resistive load RL was directly 
connected to the VEH prototype; the root mean square (rms) voltage Vrms across the load was 
measured; the average power by RL was calculated by 2 /a rms LP V R= . In addition, the excitation 
acceleration of the electric shaker was measured by a strain gauge accelerometer (LC0801, LANCE) 
and the resonant frequency of first bending mode was measured by Polytec Scanning Vibrometer 
PSV-300. 
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Figure 3 Schematic diagram of the experimental setup. 
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In our experiments, at first, the relationship between the cantilever vibration frequency and 
excitation frequency was investigated. Then different load resistances were connected to the 
prototype to determine the optimum load resistances for the electromagnetic and piezoelectric 
modules. After that, the experimentally determined optimum load resistances were used to obtain 
the quantitative effects of the excitation amplitude and frequency on the power output and the total 
power density. Finally, the optimum excitation frequency for maximum power output and the total 
output power at the optimum excitation frequency vs. the excitation amplitude were measured. 
 
Since it was found that the power generation of the directly impacted piezoelectric plates 
(PZT-T-IMP and PZT-B-IMP) was much lower than that of the other four piezoelectric modules 
under the same excitation condition, this part of power extraction is neglected in the following study. 
All the following experiments were conducted only for the electromagnetic and piezoelectric 
modules at the excitation frequency around the resonance frequency of the middle cantilever beam 
(frc ≈ 11 Hz). 
 
4 Results and Discussion 
 
Applying an excitation to the prototype and making the cantilever tip impact with the frames, the 
relationship between the vibration frequency of the cantilever beam fc and the excitation frequency  
fs has been measured firstly, and the result is shown in Fig. 4. It is manifested that either the 
cantilever tip vibrates freely or there is impact between the cantilever tip and frames, the cantilever 
vibration still has the same frequency as the external excitation. 
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Figure 4. The vibration frequency of the cantilever beam fc vs. the excitation frequency fs. 
 
According to Eqs. (9) and (10), the theoretical optimum load resistances can be obtained. In our 
VEH prototype, Ro =3.9 kΩ, Lo = 0.3 H, Cp = 33 0 /T

p p pL W Hε ε  = 0.92925 nF, fc=11 Hz and frf is 
measured to be 169.5 Hz using Polytec Scanning Vibrometer PSV-300, such that RLEO and RLPO are 
calculated to be 3.9 kΩ and 202 kΩ approximately. To acquire these values experimentally, the 
output power Po vs. load resistance RL was measured for the electromagnetic and piezoelectric 
modules under the excitation amplitude of 2 mm (rms) and excitation frequency of 11 Hz. As shown 
in Fig. 5(a), the optimum resistance for electromagnetic module RLEO is found to be about 4 kΩ; 
from Fig. 5(b), it is found that the optimum resistance for each piezoelectric module RLPO is almost 
the same and equals 200 kΩ approximately, which well agree with the theoretical values. 
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Figure 5. Output power Po as a function of the load resistance RL for (a) the electromagnetic module and (b) 
the piezoelectric modules when the excitation amplitude and frequency are 2 mm (rms) and 11 Hz, 

respectively. 
 
Connecting resistors with the above experimentally determined optimum resistances to the VEH 
prototype individually, power consumed by the loads has been measured as a function of the 
excitation amplitude at the excitation frequency of 11 Hz. As shown in Fig. 6(a), the output power 
of the electromagnetic module and the total output power of the piezoelectric modules are at the 
same order. It is also seen that as the excitation amplitude increases, the change of the output power 
of electromagnetic and piezoelectric modules manifests in a similar way. At first, the output power 
of each energy harvesting module increases quickly as the excitation amplitude increases; with 
further increase of the excitation amplitude, the increasing speed of the output power slows down. 
With the increase of the excitation amplitude, the impact speed increases, resulting in the increase 
of harvested energy. However, when the excitation amplitude is larger than 1 mm (rms), the 
cantilever tip impacts the top and bottom frames, which limits the further increase of vibration 
velocity of the cantilever tip and the further increase of the output power. The total power density is 
calculated by the ratio of the total output power to the volume of VEH. As shown in Fig. 6(b), for 
the proposed VEH at the excitation frequency of 11 Hz, the total power density increases with the 
increase of the excitation amplitude. 
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Figure 6. (a) Output power and (b) the total power density vs. the excitation amplitude at the excitation 
frequency of 11Hz.  

 
The output power Po vs. the excitation frequency fs at the excitation amplitude of 1 mm (rms) has 
also been measured, and the result is shown in Fig. 7. For the electromagnetic module, with the 

(a) (b) 
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increase of fs, Po first increases and then reaches a summit at 15 Hz, passing which it begins to 
decrease. For the piezoelectric module, Po is almost zero when fs is less than 9 Hz; it increases as fs 
increases from 9 Hz to 15 Hz; it reaches the maximum at 15 Hz and decreases as fs increases further. 
From equations (7) and (8), the impact frequency range at the excitation amplitude of 1 mm (rms) is 
calculated to be from 9.6 to 13.3 Hz, which means a too small or too large excitation frequency may 
decrease the vibration of the cantilever tip and suppress the impact from happening, which 
qualitatively explains the phenomenon shown in Fig. 7. The maximum total output power and 
optimum excitation frequency fs for the excitation amplitude of 1 mm (rms) are 0.8 mW and 15 Hz, 
respectively. In addition, comparing Figs. 6(a) and 7, it can be found that the energy harvesting of 
the proposed VEH is more sensitive to the excitation frequency than the excitation amplitude. 
 
To further understand the energy harvesting characteristics of the VEH prototype, the optimum 
excitation frequency fso for maximum total output power and the total output power at fso (= the 
maximum total output power Pm) under different excitation amplitude have been measured, and the 
results are shown in Fig. 8. It is found that the maximum total output power Pm and optimum 
excitation frequency fso increase with the increase of the excitation amplitude. From equation (8), it 
is seen that the upper limit of the impact frequency range increases as the excitation amplitude 
increases. It seems that the impact frequency range may increase the optimum excitation frequency. 
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Figure 7. Output power Po vs. the excitation 
frequency fs at the excitation amplitude of 1 mm 
(rms). 

Figure 8. The optimum operating frequency fso and the 
total output power at fso vs. the excitation amplitude. 

 
5. Conclusions 
 
In this paper, a hybrid internal impact type vibration energy harvester that uses the piezoelectric 
effect and electromagnetic induction both has been investigated experimentally. It is found that, for 
a given excitation frequency, when the excitation amplitude increases, the total output power 
increases fast first and the increasing speed slows down when the excitation amplitude increases 
further; for a given excitation amplitude, there is a frequency range in which the total output power  
increases with the increase of the excitation frequency; the optimum excitation frequency and its 
corresponding total output power increases with the increase of the excitation amplitude. The total 
output power and power density are found to be 0.8 mW and 15 µW/cm3, respectively, when the 
excitation amplitude and frequency are 1 mm (rms) and 15 Hz, respectively. The proposed vibration 
energy harvester may be used to harvest the vibration energy of low frequency vibration sources, 
which exist universally in nature, artificial structures, machines, vehicles, etc. 
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Abstract  We investigates the fatigue behavior of cracked piezoelectric ceramics in cyclic bending under 
electric fields both theoretically and experimentally. Fatigue tests were carried out in three-point bending 
with the single-edge precracked-beam (SEPB) specimens. The crack was created normal to the poling 
direction. Number of cycles to failure was measured under electric fields. Plane strain finite element analysis 
was also performed, and the effect of polarization switching on the energy release rate was discussed under 
high negative electric field. In addition, mechanisms for crack growth were discussed by scanning electron 
microscope examination of the fracture surface of the piezoelectric ceramics.  
 
Keywords  Piezomechanics, Finite element method, Material testing, PZT ceramics, Fatigue 
 
1. Introduction 
 
Research on fracture and fatigue of the lead zirconate titanate (PZT) ceramics has increased during 
the past decade. In recent years, the dynamic fatigue of SEPB hard PZT ceramics was studied under 
direct current (DC) electric field [1]. In the case under cyclic mechanical loading, Narita et al. [2] 
studied the fatigue crack growth in SEPB hard PZT ceramics under sinusoidal mechanical load and 
DC electric field, and discussed the effect of electric field on the crack growth rate versus maximum 
energy release rate curves.  
 
It is expected that the polarization switching under high negative electric field affects the crack 
behavior of piezoelectric ceramics [3]. In particular, the polarizations are easy to switch in soft PZT 
ceramics, whereas hard PZT ceramics are very difficult to switch. Literature studies of fatigue in the 
PZT ceramics under high negative electric field are sparse and inconclusive. The main aim of this 
work is to discuss the effects of the electric field and polarization switching on the fatigue of 
cracked soft PZT ceramics in cyclic bending.  
 
2. Experimental Procedure 
 
Commercially supplied soft PZT C-91 ceramics (Fuji Ceramics Co. Ltd., Japan) were used. The 
material properties are listed in Table 1, and the coercive electric field is about Ec = 0.35 MV/m. 
Fatigue tests under zero or negative electric fields were carried out using SEPB specimens. The 
specimen and testing set up are shown in Figure 1. PZT ceramics of 5 mm×5mm×5 mm were cut, 
and the specimen was produced by first poling a PZT and then bonding it between two unpoled 
PZTs. The size of the specimens was 5 mm thick, 5 mm wide, and 15 mm long. Vickers indents 
were introduced using the commercial microhardness testing machine. The specimens were 
compressed until a precrack was formed, and the crack has initial length of about 0.5 mm. 
 
Three-point bending apparatus with 13 mm span was used, and load P with constant-amplitude 
sinusoidal variation was applied with 250 N load cell (resolution : 0.01 N) to the specimens at 
constant frequency f of 1 or 50 Hz. The load ratio, defined as the ratio of minimum load Pmin to 
maximum load Pmax of the fatigue cycle, was R = Pmin/Pmax = 0.5, and the maximum load Pmax was 
90, 100 or 110 N. Number of cycles to failure under constant applied load Pmax and electric field 
was then measured. After the tests, scanning electron microscope (SEM) was used to examine  
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Table 1 Material properties of C-91 
 

Elastic compliance 
（10-12 m2/N） 

Piezoelectric constant
（10-12m/V） 

Dielectric permittivity 
（10-10 C/Vm） 

s11 s33 s44 s12 s13 d31 d33 d15 T
11  T

33  

17.1 18.6 41.4 -6.3 -7.3 -340 645 836 395 490 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. SEPB specimen and testing set up 
 
 
 
fatigue fracture surfaces. 
 
 
3. Analysis 
 
Mechanical equilibrium and Gauss’ law are given by 

0, jji                                     (1) 
 0, iiD                                     (2) 

where ij and Di are the stress tensor and electric displacement vector, and a comma denotes partial 
differentiation with respect to the coordinates xi  (i = 1, 2, 3). We have employed Cartesian tensor 
notation and the summation convention for repeated tensor indices. In a ferroelectric material, 
domain switching leads to changes in remanent strain  r 

ij  and remanent polarization P
r 

i . 
Constitutive relations are described by 

r
ijkkijklijklij Eds                              (3) 

r
ikikklikli PEdD  T                           (4) 
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where ij and Ei  are the strain tensor and electric field vector, and sijkl, dkij and T
ik  are the elastic 

compliance, direct piezoelectric constant and dielectric permittivity at constant stress, which satisfy 
the following symmetry relations: 

klijijlkjiklijkl ssss  , kjikij dd  , TT
jiij                    (5) 

The strain and electric field may be expressed in terms of the displacement vector ui and the electric 
potential  by 

)(
2
1

,, jiijij uu                                (6) 

iiE ,                                   (7) 
The constitutive equations (3) and (4) for PZT poled in the x3-direction are found in Appendix A.  
 
The enhanced electromechanical field level results in localized polarization switching. When the 
electromechanical work exceeds a critical value, polarization switching occurs [4]. Thus the 
switching criterion is defined as 

c
s

iiijij EPPE 2                           (8) 
where Ps is spontaneous polarization, Ec is coercive electric field, and ij and Pi are the changes 
in the spontaneous strain s and spontaneous polarization during switching, respectively, and are 
given in Appendix B. The constitutive equations (3) and (4) after polarization switching are given 
by 

r
ijkkijklijklij Eds   '                          (9) 

r
ikikklikli PEdD  T'                          (10) 

where 

31 15
1' { ( ) ( 2 )}
2ikl i k l i kl i k l ik l i k l il kd d n n n d n n n n d n n n n n       33         (11) 

In Eq. (11), ni is the unit vector in the poling direction and ij is the Kroneker delta. 
 
In order to evaluate the energy release rate G of PZT, plane strain finite element analysis (FEA) was 
carried out for the cracked piezoelectric specimens under concentrated load P. The crack is assumed 
with faces normal (Case 1) or parallel (Case 2) to the polarization axis as shown in Fig.2. Let the 
coordinate axes x = x1 and z = x3 be chosen such that the y = x2 axis coincides with the thickness 
direction. The z axis is the poling direction. The three-point flexure specimen with span S = 13 mm 
is the beam of width W = 5 mm and length L = 15 mm containing a crack of length a. The length 
between two electrodes is L0 = 5 mm for Case 1 and W = 5 mm for Case 2. Because of symmetry, 
only the half of the model was used in the FEA. 
 
We first consider the Case 1 as shown in Fig. 2(a). The permeable crack model is treated, and the 
boundary conditions at z = 0 can be expressed in the form 

( ,0) 0 (0 )
( ,0) 0 ( )

z

zz

u x x W a

x W a x W
   
   

 (12) 

)0(0)0,( Wxxzx   (13) 
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Figure 2. Schematic representation of the finite element model: (a) Case 1; (b) Case 2 
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WxaWxDxD

WxaWxExE

aWxx

c
zz

c
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(14) 

where the superscript c stands for the electric quantity in the void inside the crack. The electric 
potential is all zero on the symmetry planes inside the crack and ahead of the crack, so the boundary 
conditions of Eqs. (14) reduce to (x, 0) = 0 ( 0 x W  ). Eqs. (14) are the permeable boundary 
conditions, and appropriate for a slit crack in piezoelectric ceramics [5]. Note that the fracture 
mechanics parameters such as energy release rate predicted by the permeable and discharging crack 
models are not significantly different, using the standard air breakdown field for a critical discharge 
level within the crack gap. A mechanical load is produced by the application of the prescribed force 
P, corresponding to the appropriate experimental load, at x = 0, z = 0 along the x-direction. For an 
electrical load, the electric potential (0/2) is applied at the edge 0 x W  , z = L0/2, so the 
condition is 

)0()2/()2/,( 00 WxLx    (15) 

The magnitude of the electric field E0 in the z-direction is −0/L0. Other boundary conditions are 
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summarized below. 
At z = L/2 (side surface) 

)0(0)2/,( WxLxzz   (16) 

)0(0)2/,( WxLxzx   (17) 

)0(0)2/,( WxLxDz   (18) 

At x = 0 (top surface) 

(0, ) ( / 2) ( ) (0 / 2)xx z P z z L      (19)

(0, ) 0 (0 / 2)xz z z L     (20)

(0, ) 0 (0 / 2)xD z z L    (21)

At x = W (bottom surface)  

0)2/,(,)2/2/,2/0(0),(  SWuLzSSzzW xxx  (22)

( , ) 0 (0 / 2)xz W z z L     (23)

( , ) 0 (0 / 2)xD W z z L    (24)

In Eq. (19), ( ) is the Dirac-delta function.  
 
Next, we consider the Case 2 (see Figure 2(b)). The boundary conditions at x = 0 are 

)(0),0(
)0(0),0(
WzaWz

aWzzu

xx

x





 (25) 

)0(0),0( Wzzxz   (26) 

)(),0(),0(

)(),0(),0(

)0(0),0(,

WzaWzDzD

WzaWzEzE

aWzz

c
xx

c
zz

x







 (27) 

 
The partial derivative of the electric potential with respect to x is all zero on the symmetry planes 
inside the crack and ahead of the crack, so the boundary conditions of Eqs. (27) reduce to ,x(x, 0) = 
0 ( 0 x W  ). A mechanical load is produced by the application of the prescribed force P, at x = 0, 
z = 0 along the z-direction. For an electrical load, the electric potential 0 is applied at the surface 
0  x <L0/2, z = W, and the surface 0 x < L0/2, z = 0 is grounded, so the conditions are 
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)2/0(0)0,(
)2/0(),(

0

00

Lxx

LxWx







 (28) 

The magnitude of the electric field E0 in the x-direction is −0/W. Other boundary conditions are 
summarized below. 
At x = L/2 (side surface) 

( / 2, ) 0 (0 )xx L z z W     (29) 

( / 2, ) 0 (0 )xz L z z W     (30) 

( / 2, ) 0 (0 )xD L z z W    (31) 

At z = 0 (top surface) 

( ,0) ( / 2) ( ) (0 / 2)zz x P x x L      (32)

( ,0) 0 (0 / 2)zx x x L     (33)

)2/2/(0)0,( 0 LxLxDz   (34)

At z = W (bottom surface) 

0),2/(),2/2/,2/0(0),(  WSuLxSSxWx zzz  (35) 

( , ) 0 (0 / 2)zx x W x L     (36) 

0( , ) 0 ( / 2 / 2)zD x W L x L    (37) 

 
In the FEA (ANSYS), the energy release rate was computed using the path-independent integral 
approach. The energy release rate G for Case 1 is given by  

, , , ,
0

( ){ ( ) ( ) }x xx x x zx z x x zx x x zz z x z x x x z x z
p

G Hn u u n u u n D E n D E n d
 

              (38)

where Γ0 is the contour closing the crack tip, Γp is the path embracing that part of phase boundary 
which in enclosed by Γ0, H is the electrical enthalpy density, and nx, nz are the components of the 
outer unit normal vector. The energy release rate G for Case 2 is obtained by exchanging x and z in 
Eq. (38). 
 
For the calculation of G, three contours were defined in the finite element mesh. The values of G for 
each of these contours are practically identical. Four-node element PLANE 13 was used in the 
model. The finite element mesh had 4400 elements and 4536 nodes. 
 
4. Results and Discussion 
 
Table 2 shows the results of average number of cycles to failure (from two data) for PZT ceramics  
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Table 2 Number of cycles to failure under electric fields 
 

Electric field, E0 (MV/m) -0.2 -0.04 0 
Number of cycles to failure, N 385 494645 38994 

 
 
 
Table 3 Energy release rate under electric fields for Cases 1 and 2 without polarization switching 
effect 
 

Electric field, E0 (MV/m) -0.2 -0.04 0 
Energy release rate, G (J/m2)  Case 1 
                         Case 2 

5.5 
4.3 

5.5 
4.3 

5.5 
4.3 

 
 
C-91 under Pmax = 110 N (R = 0.5, f = 50 Hz) and E0 = 0, -0.04, -0.2 MV/m. The value of average 
number of cycles to failure increases by about 12 times due to the electric field of -0.04 MV/m, but 
decreases to less than about 0.01 times due to the electric field of -0.2 MV/m. Although the results 
are not shown here, the fracture surface of the PZT ceramics under E0 = 0 V/m shows intergranular 
and transgranular regions, and the micrograph of the PZT ceramics under E0 = -0.04 MV/m reveals 
a predominantly intergranular fracture. On the other hand, crack paths in the fracture for PZT 
ceramics under E0 = -0.2 MV/m are predominantly transgrannular.  
 
Table 3 lists the energy release rate G for SEPB C-91 ceramics with a crack of length a = 0.5 mm 
under load Pmax = 110 N and E0 = 0, -0.04, -0.2 MV/m for Cases 1 and 2 without polarization 
switching effect. The energy release rates for Cases 1 and 2 are independent of the electric field,  
 
 
 
 
 
 
 

 
 
 
 
 
 

 
 
 
 

Figure 3. Energy release rate vs electric field for Case 1 with and without polarization switching 
effect 
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and the energy release rate for Case 1 is larger than that for Case 2. Figure 3 shows the energy 
release rate G versus electric field E0 for SEPB C-91 ceramics with a = 0.5 and 1.5 mm under Pmax 
= 110 N for Case 1. The dashed line represents the value of G without polarization switching effect, 
and the solid line represents the G with switching effect. The prediction with switching effect shows 
that localized polarization switching leads to a decrease in G and then an increase after E0 reaches 
about -0.3 and -0.27 MV/m for a = 0.5 and 1.5 mm, respectively.  
 
In concluding, numbers of cycles to failure under low and high negative electric fields were 
significantly larger and smaller than that under zero electric field, and correlated with the fracture 
surfaces. In addition, as the negative electric field increased, the localized polarization switching led 
to a decrease in the energy release rate, and the energy release rate increased when the negative 
electric field increased further.  
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Appendix A 
 
For piezoelectric ceramics which exhibit symmetry of a hexagonal crystal of class 6 mm with 
respect to principal x1, x2 and x3 axes, the constitutive relations can be written in the following form:  
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where 

211213313223 ,,    (A.3) 

211213313223 ,,    (A.4) 

rrrrrr
211213313223 ,,    (A.5) 

 12111212663131232344

33333322331133131122122222111111

24,44
,,,,

sssssss

ssssssssss




 (A.6) 

333333223113122313115 ,,22 dddddddd   (A.7) 
 
 
Appendix B 
 

The values of r
ijij     and r

ii PP    for 180o switching can be expressed as 

0,0,0,0,0,0 312312332211     (B.1)

sPPPP 2,0,0 321    (B.2)

For 90o switching in the x3x1 plane, the changes are 

0,0,0,,0, 312312332211   ss   (B.3) 

ss PPPPP  321 ,0,   (B.4) 

For 90o switching in the x2x3 plane, we have 

0,0,0,,,0 312312332211   ss  (B.5)

ss PP,PP,P  321 0   (B.6) 
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Three-Phase Elliptical Inclusions 
with an Internal Stress Field of Linear Form 

Xu Wang1,*, Weiqiu Chen2 
1 School of Mechanical and Power Engineering, East China University of Science and Technology,  

130 Meilong Road, Shanghai 200237, China 

2 Department of Engineering Mechanics, Zhejiang University, Hangzhou 310027, China 
* Corresponding author: xuwang@ecust.edu.cn  

Abstract  This paper studies the internal stress field of a three-phase elliptical inclusion which is bonded to 
an infinite matrix through an interphase layer when the matrix is subjected to a linearly distributed in-plane 
stress field at infinity. Two conditions are found that ensure that the internal non-uniform stress field is 
simply a linear function of the two coordinates. For given material and geometric parameters of the 
composite, these conditions can be considered as two restrictions on the applied non-uniform loadings. When 
these two conditions are met, elementary-form expressions of the stresses in all the three phases are derived. 
In particular, it is found that the mean stress within the interphase layer is also a linear function of the 
coordinates. If the interphase layer and the matrix have the same elastic constants, the satisfaction of the two 
conditions will result in a harmonic inclusion under prescribed non-constant field. 

Keywords Elliptical inclusion, Interphase layer, Non-uniform loading, Harmonic inclusion, Inverse problem 

1. Introduction 
  Rigorous analysis of a composite system consisting of an internal inclusion, an intermediate 
interphase layer (or coating) and an outer matrix is challenging, especially when the inclusion is 
non-circular (see for example, [15] and the references cited therein). It has been found that the 
internal stress field within a three-phase confocal elliptical inclusion can be uniform and hydrostatic 
when the remotely applied uniform in-plane stresses satisfy a condition [2]. How about the stress 
field within a three-phase elliptical inclusion when the matrix is subjected to non-uniform in-plane 
stresses at infinity? Is there any elementary solution for the case of non-uniform loading? 
  In this paper two conditions are found that ensure that the internal stress field within a 
three-phase confocal elliptical inclusion is a linear function of the coordinates when the matrix is 
subjected to a linearly distributed (non-uniform) in-plane stress field at infinity. Elementary-form 
solution is derived when these two conditions are met. Some special examples are presented to 
demonstrate the solution. In particular, when the interphase layer and the matrix have identical 
elastic constants, the satisfaction of the two conditions will result in a harmonic elliptical inclusion 
under non-uniform loadings. 

2. The Internal Stress Field of Linear Form 
  We study the stress-field of a three-phase elliptical inclusion with two confocal interfaces when 
the matrix is subjected to a linearly distributed stress field at infinity. Let S1, S2 and S3 denote the 
inclusion, the interphase layer and the matrix, respectively, which are perfectly bonded across two 
confocal elliptical interfaces L1 and L2, as shown in Fig. 1. Throughout the paper, the subscripts 1, 2 
and 3 are used to identify the respective quantities in S1, S2 and S3. 
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For plane deformations of an isotropic elastic material, the in-plane displacements u and v, the 

two resultant forces fx and fy, and the in-plane stresses xx, yy and xy can be expressed in terms of 
two analytic functions (z) and (z) of the complex variable z=x+iy as [6] 
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where  43  for plane strain, and )1()3(    for plane stress;   and  , where 

0  and 5.00  , are the shear modulus and Poisson’s ratio, respectively. 

  In the physical z-plane, the boundary value problem for the three-phase elliptical inclusion takes 
the form: 
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where A1, A2, B1 and B2 are real numbers related to the applied linearly distributed stress field at 
infinity. 

Elliptical Inclusion S1

Interphase Layer S2

Matrix S3

x

y

L1
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2R-2R

Figure 1 Three-phase elliptical inclusion with an internal stress field of linear form 
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  Consider the following conformal mapping [2, 6] 
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which maps the segment [2R 2R] onto the unit circle in the -plane, and the two interfaces L1 and 
L2 are mapped onto two coaxial circles with radii R1 and R2, respectively. Thus the three regions S1, 

S2 and S3 are mapped onto the annuli 11 R  , 21 RR    and 2R , respectively, as shown 

in Fig. 2. For convenience we will write 3,2,1  )),(()(  )),(()(  iiiii  . 

 
  In the mapped -plane, the boundary value problem takes the form 
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where 1=1/2 and 3=3/2 are two stiffness ratios. 
  In order to ensure that the internal stress field is a linear function of the coordinates x and y, 1() 
and 1() must take the following forms 

Figure 2 The mapped -plane 
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where X and Y are complex constants to be determined.  
  Consequently it follows from Eqs. (7) and (10) that 
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  It is found that the necessary and sufficient condition for the validity of Eq. (10) for the internal 

stress field is that 2() should take the form of )1()( 22
2    with  being a complex 

constant. This condition can be easily arrived at from Eq. (2.14) in [2]. The necessity is true only 

when 12
2

2
1  RR

 
and 13  . Consequently the following relationship between X and Y 

establishes 
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  Once the above relationship is satisfied, and all the interface conditions in Eqs. (7) are enforced, 
2() and 2() are found to have the following expressions 
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  Similarly by enforcing the interface conditions in Eq. (8), we arrive at the following expression 
of 3() and 3() 
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  In addition the satisfaction of the remote boundary condition in Eq. (9) will yield 
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  It turns out that the necessary and sufficient condition for the existence of the complex coefficient 
X simultaneously satisfying Eqs. (16) and (17) is: 
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where the two functions ),( 1 Rf  and ),( 1 Rg  are defined by 

     
    
    

  
    

,

)(2)4(4)1()1(2)()1(

)1(2))(()1(2)1(

)(2)4(4)1()1(2)()1(2

)(2)4(4)1()1(2)()(

)1(2))(()1(12)4(4

),(

11
4

1211
2

1121121
2

13
2

1
2

1
2
1113

2
123

11
6

1211
4

1121
2

11213
3

11211
2

1121
4

1121
6

133

1
2

1
2
111233

2
1233

4
1

2

1






























































RRR

RRR

RRR

RRR

RRRR

Rf

   

(19) 

     
    
    

  
    

.

)(2)4(4)1(12)()1(

)1(2))(()1(21

)(2)4(4)1(12)()1(2

)(2)4()4()1()1(2)()(

)1(2))(()4(4)1(12

),(

11
4

1211
2

1211121
2

13
2

1
2

1
2
1113

2
123

11
6

1211
4

1211
2

11213
3

11121
2

1121
4

1211
6

133

1
2

1
2

111233
4

1
2

233
2

1

1






























































RRR

RRR

RRR

RRR

RRRR

Rg

   

(20) 
  If the two conditions in Eq. (18) are met, the internal stress field of linear form within the 
elliptical inclusion is given by 
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where X1 and X2 are the real and imaginary parts of the complex number X, which is determined by 
either Eq. (16) or Eq. (17). For example, it follows from Eq. (16) that 
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  Furthermore it is deduced from Eqs. (2) and (13)1 that the mean stress is linearly distributed 
within the interphase layer as 
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By making use of Eqs. (16) and (17), 3() and 3() in Eqs. (14) and (15) can be re-expressed 

into 

   
      

,
))(1)(1(

)()4(4)1()1(2)1(

)1(2))(()1(2)1(2))(()1(

)i()(

22
1

2
1321

121
6

1211
2

111121
4

13
4
2

1
2

1
2

1113
2
21

2
1

2
11123

2
21

2
3



































RR
RRXRXR

XRRXRXRRX

AAR

)( 2R    (24) 

 

 
 

      
,

))(1)(1(
)()4(4)1()1(2)(

)1(2))(()(2

)1(2))(()(

)1())(1)(1(
2)(2)i()(

22
1

2
1321

121
6
1211

2
111121

4
133

1
2

1
2

11133
2
2

1
2

1
2

111233
4
2

222
1

2
1321

2
2

22
2

2
2

2
22

21
2

3




















































RR
RRXRX

XRRXR

XRRXR

RR
RRRRBBR

 

)( 2R  (25) 

where the two complex constants  and  are defined as 
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  It is found that 3() and 3() given by Eqs. (24) and (25) are analytic outside the circle R2 (in 
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view of the fact that 012   for 2R ) and meet the asymptotic condition in Eq. (9). 

It can be easily proved that under a linearly distributed stress field at infinity, the internal stress 
field within an elliptical inclusion perfectly bonded to the surrounding matrix is always a linear 
function of the coordinates. The above obtained results demonstrate the interesting fact that the 
internal stress field within a three-phase elliptical inclusion can still keep a simple linear form if the 
remotely applied non-uniformly loadings satisfy the two conditions in Eq. (18). 

3. Discussions 
  In this section several typical examples will be presented to illustrate the application of Eq. (18) 
to the design of three-phase elliptical inclusions when the matrix is subjected to a linearly 
distributed stress field at infinity. 

3.1.  The materials comprising the interphase layer and the matrix are identical ( 32    and 

32   ) 

In this case, Eqs. (18) becomes 
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  In particular, if the inclusion is a hole ( 11  ), Eqs. (27) and (28) become 
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On the other extreme end, if the inclusion is rigid ( 11  ), Eqs. (27) and (28) become 
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  It is deduced from Eqs. (13) and (14) that 
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which implies that the mean stress in S2 and S3 is not disturbed. Thus the elliptical inclusion is 
harmonic when the remote non-uniform loadings satisfy the two restrictions given by Eqs. (27) and 
(28). It seems that the discussion on harmonic elliptical inclusions under non-uniform loadings has 
not been recorded in the literature. Previously harmonic elliptical inclusions were found only for 
remote uniform stresses [2, 7, 8]; whereas only non-elliptical harmonic inclusions were found for 
non-uniform loadings [9, 10]. 
  Results similar to those derived in this subsection can also be obtained from Eq. (18) by letting 
=1, or by assuming that the materials comprising the inclusion and the interphase layer are 

identical ( 21    and 21   ).  

3.2.  Extremely compliant interface layer ( 11  , 13   and 1 ) 

In this case, Eq. (19) and (20) become 
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  The above two equations together with Eq. (18) give us very simple formulas for determining the 
restrictions on the remote non-uniform loadings when the interphase layer is much more compliant 
than both the inclusion and the matrix. 

3.3.  Relatively rigid interphase layer ( 11  , 13   and 1 ) 

In this case, Eqs. (19) and (20) become 
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  The above two equations together with Eq. (18) also give us very simple formulas for 
determining the restrictions on the remote non-uniform loadings when the interphase layer is much 
stiffer than both the inclusion and the matrix. 

3.4.  A three-phase circular inclusion ( 1R ) 

In this case, Eqs. (19) and (20) reduce to 
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4. Conclusions 
  Similar to the case of uniform loading [2], confocal elliptical interfaces are used in the present 
design to achieve an internal stress field of linear form under a linearly distributed stress field at 
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infinity. Two conditions given in Eq. (18) are derived that ensure that the internal field is a linear 
function of the two coordinates x and y. These two conditions can be considered as restrictions on 
the remote non-uniform stress field for given material and geometric parameters of the composite. 
The specific expressions of the two conditions, which are generally rather tedious, will become very 
concise for the four special cases: (i) the interphase and the matrix have the same elastic constants; 
(ii) the interphase layer is extremely compliant; (iii) the interphase layer is rather stiff; (iv) the 
three-phase inclusion is circular. 
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Abstract  This study examines the interfacial debonding behavior of self-healing fiber reinforced polymers 
(FRPs) and the performance of repair of interfacial debonding. Self-healing is accomplished by incorporating 
a microencapsulated healing agent and a catalyst within a coating layer on the surface of the fiber strand. 
Single edge notched tensile (SENT) specimens of unidirectional FRPs with coated fiber strands were 
prepared and tested. The healing efficiency was evaluated by the critical fracture loads of virgin and healed 
specimens. To investigate the release of the healing agent from microcapsules during interfacial debonding, 
an ultra-violet (UV) fluorescent dye was added to the healing agent and post-fracture specimens were 
examined by an optical microscope under UV light. In addition to conducting experiments, finite element 
analyses were performed using a three-dimensional model to predict the damage progression in SENT 
specimens. 
 
Keywords  Interface mechanics, Composite materials, Notched tensile strength, Damage progression, 
Self-healing 
 
1. Introduction 
 
Interfacial debonding can cause a reduction in strength and stiffness of fiber-reinforced polymers 
(FRPs) and is extremely difficult to detect and repair by conventional methods. Thus, self-healing 
has the potential to mitigate the interfacial debonding. Although many studies have addressed the 
self-healing of internal damage in FRPs, there are few reports on the self-healing of interfacial 
debonding. Sanada et al. [1] proposed a methodology for self-healing of interfacial debonding in 
unidirectional FRPs by using fiber strands coated with the self-healing polymer developed by White 
et al. [2] and conducted transverse tensile tests to assess the self-healing efficiency. Also, Sanada et 
al. [3] investigated the effect of microstructure on the efficiency of transverse tensile strength 
recovery of self-healing FRPs. The maximum healing efficiency achieved with these specimens was 
about 20% and the low healing efficiency achieved was due to complete rupture of virgin specimens. 
Blaiszik et al. [4] performed a microbond test using a single fiber coated with DCPD-filled 
microcapsules and Grubbs catalyst, and assessed the recovery of interfacial shear strength. 
 
The aim of this study is to investigate the interfacial debonding behavior of self-healing FRPs and 
to assess the performance of self-healing system for interfacial debonding. Tensile tests were carried 
out with single edge notched tensile (SENT) specimens of unidirectional FRPs containing fiber 
strands coated with DCPD-filled microcapsules and Grubbs catalyst, and healing efficiency was 
calculated using the critical fracture loads of virgin and healed specimens. Fluorescent labeling of 
damage in post-fracture specimens was performed to study the release of DCPD from 
microcapsules during interfacial debonding. Additionally, finite element analyses were employed to 
study the effect of specimen thickness and coating properties on the damage progression in SENT 
specimens.  
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2. Experimental procedures 
2.1. Materials and specimen preparation 
 
Self-healing FRP and reference FRP plates made of unidirectional carbon fiber-reinforced polymer 
were prepared. For self-healing FRP plates as shown in Fig. 1, Torayca T300B (Toray Industries, 
Inc.) carbon fiber strands were coated by manually dipping them into the Epikote 828 (Japan Epoxy 
Resins Co. Ltd)/Ancamine K54 (Air Products and Chemicals, Inc.) epoxy mixture containing 
30wt% microcapsules and 2.5wt% Grubbs catalyst (Sigma-Aldrich Co.). Healing is triggered by 
crack propagation (interfacial debonding) through the microcapsules, which then release the healing 
agent into the crack plane. Subsequent exposure of the healing agent to the catalyst initiates 
polymerization and bonding of the crack faces. The number of filaments in the fiber strand was 
6000. The healing agent used in this study was dicyclopentadiene (DCPD) monomer. DCPD was 
microencapsulated using the previously described procedure [1]. The microcapsules with mean 
diameter of around 300μm  were used. To aid inspection for the release of the healing agent from 
broken microcapsules, the microcapsules were also made from DCPD mixed with a UV fluorescent 
dye (Blenny Giken Ltd.). After coating, the coated fiber strands were held straight and cured for 24h 
at room temperature in order to obtain proper hardness. For reference FRP plates, coated carbon 
fiber strands without Grubbs catalyst were prepared using similar procedures. 
 

Figure 1 Self-healing system of interfacial debonding in unidirectional FRP 
 
The semi-cured fiber strands were placed in a mold and impregnated with the Epikote 
828/diethylenetriamine. The coated fiber strands were aligned parallel to the long direction. The 
mold was then closed and the samples were molded into the plate for 24h at room temperature, 
followed by 24h at 40 Co . 
 
Once the plates were cured, they were machined using a water cooled diamond saw to produce 
SENT specimens as shown in Fig. 2. The SENT specimens had a nominal width W of 20mm, a 
nominal thickness t of 2 or 3mm, a gage length L  of 40mm and an overall length of 70mm. A 
notch was cut using a diamond wafering saw and a sharp pre-crack was created by gently tapping a 
razor blade into the notch in the specimens. All specimens had an initial notch length to specimen 
width ratio 0 /a W of approximately 0.25. Aluminum alloy gripping tabs (approximately 1mm 
thickness) were mounted to the specimens to prevent crushing due to the serrated rip faces. The 
specimens with t =2 and 3mm contained a fiber volume fraction of about 3.4 and 5.1%, 
respectively. 

Catalyst
Microcapsule

Crack

Healing agent

Polymerized healing agentFiber strand

Microcapsule

Catalyst

Unidirectional FRP

Matrix
Coated fiber 
strands

Crack
（Interfacial debonding)
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Figure 2 Specimen geometry (dimensions in mm) 
 
2.2. Testing methods 
 
The SENT specimens were tested using a tensile test machine in the displacement control at rate of 
0.5mm/min. Load and crosshead displacement were recorded throughout the test. The self-healing 
FRP specimens were loaded until large load drops occurred, indicating damage progression. Before 
the specimens fractured completely, the specimens were unloaded and removed from the tensile test 
machine. Then, the specimens were clamped in a vise and allowed to heal for 10 days at room 
temperature. After healing, the specimens were tested again. For the reference FRP specimens, the 
specimens were immediately unloaded and reloaded to fracture after virgin tests, and the critical 
fracture load of the damaged specimen was evaluated. Healing efficiency η  was defined as the 
ability of a healed specimen to recover critical fracture load 

 
healed residual

virgin residual
c

c

P P
P P

η
−

=
−

 (1)

where virgin
cP  is the critical fracture load of the virgin specimen, healed

cP  is the critical fracture load 
of the healed specimen and residualP  is the load value that was established at the end of the virgin 
test. To investigate the microstructure and damage behavior of the specimens, optical microscope 
observations were also performed. 
 
2.3. Finite element analysis 
 
The 3D finite element model was developed using ANSYS finite element code. A schematic 
diagram of the SENT specimen model is shown in Fig. 3. In this figure, R  and h  denote the 
radius of the fiber strand and the thickness of the coating layer, respectively. The geometric 
parameters of coated fiber strands as measured in the optical microscope were used. A rectangular 
Cartesian coordinate system ( 1x , 2x , 3x ) is used and 1x , 2x  and 3x  axes are assumed to lie along 
the longitudinal direction (fiber direction), transverse direction and thickness direction, respectively. 
Due to symmetry in both geometry and loading configurations, only one-quarter of the SENT 
specimens were modeled. Let the displacement and stress components be denoted by iuδ  and ij

δσ  
( , 1, 2,3, , , )i j f m cδ= = , respectively. The subscripts 1, 2 and 3 are related to the three axes of the 
coordinate system and the superscripts f , m  and c  indicate the fiber strand, matrix and coating 
layer, respectively. The boundary conditions can be written as 
 11 2 3 2 0 3(0, , ) 0 (0 , 0 / 2)x x x a x tδσ = ≤ < ≤ ≤  (2)
 1 2 3 0 2 3(0, , ) 0 ( , 0 / 2)u x x a x W x tδ = ≤ ≤ ≤ ≤  (3)
 12 2 3 2 3(0, , ) 0 ( , 0 / 2)0x x x W x tδσ = ≤ ≤ ≤ ≤  (4)

t =2 or 3

Coated fiber strands

W
=2

0

70

a 0
=5 Aluminum tabs

L=40

Initial notch
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 13 2 3 2 3(0, , ) 0 ( , 0 / 2)0x x x W x tδσ = ≤ ≤ ≤ ≤  (5)
 1 2 3 0 2 3( / 2, , ) (0 , 0 / 2)u L x x u x W x tδ = ≤ ≤ ≤ ≤  (6)
 12 2 3 2 3( / 2, , ) 0 (0 , 0 / 2)L x x x W x tδσ = ≤ ≤ ≤ ≤  (7)
 13 2 3 2 3( / 2, , ) 0 ( , 0 / 2)0L x x x W x tδσ = ≤ ≤ ≤ ≤  (8)
 3 1 2 1 2( , , 0) 0 (0 / 2, 0 )u x x x L x Wδ = ≤ ≤ ≤ ≤  (9)
 23 1 2 1 2( , , 0) 0 (0 / 2, 0 )x x x L x Wδσ = ≤ ≤ ≤ ≤  (10)
 13 1 2 1 2( , , 0) 0 (0 / 2, 0 )x x x L x Wδσ = ≤ ≤ ≤ ≤  (11)

( , , )f m cδ =  
where 0u  is the prescribed displacement in the direction of the loading axis. In addition to the 
symmetry conditions, one node was fixed in the 2x -direction to prevent rigid body motion.  

Figure 3 Finite element model of the SENT specimen 
 
Under incrementally applied loading, stress analyses were carried out to identify the damage 
location according to a failure criterion. The von Mises criterion was selected as the criterion for 
microcracking of the matrix and the coating layer [5].  

2 2 2
22 33 33 11 11 22( ) ( ) ( )δ δ δ δ δ δσ σ σ σ σ σ− + − + −  

 2 2 2 2
23 31 126{( ) ( ) ( ) } 2( ) ( , )T m cδ δ δ δσ σ σ σ δ+ + + ≥ =  (12)

where T
δσ  is the tensile strength. The maximum stress criterion was also used to evaluate breaking 

of the fiber strand.  
 11

f f
Tσ σ≥  (13)

where f
Tσ  is the tensile strength of fiber strand. Once the failure criterion is satisfied, all of the 

stiffness terms are reduced to 41 10−× of the original value. 
 
The epoxy matrix and coating layer are assumed to be elastic and isotropic. For the epoxy matrix, 
the Young’s modulus and Poisson’s ratio are taken to be 3.48GPa [6] and 0.35 [7], respectively, and 
the measured tensile strength is 70MPa. In previous work on this self-healing system [1], an 
investigation of tensile properties of epoxy specimens with the microcapsule and catalyst revealed 
that the Young’s modulus and tensile strength of the specimen decreased with increasing the 
microcapsule concentration. Thus, the Young’s modulus, Poisson’s ratio and tensile strength of the 
coating layer are assumed to be 1.74GPa, 0.35 and 35MPa, respectively. The carbon fiber strand is 
modeled as an elastic and transversely isotropic composite (unidirectional carbon/epoxy composite) 
with properties as shown in Table 1 [8]. ( 1E , 2E , 3E ) are the Young’s moduli, ( 12G , 23G , 31G ) are 
the shear moduli and ( 12ν , 23ν , 13ν ) are the Poisson’s ratios, and the Poisson’s ratio 12ν ( 23ν , 13ν ) 
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oa0

W

L/2

t/2
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reflects shrinkage (expansion) in the 2x ( 3x , 3x )-direction due to tensile (compressive) stress in the 
1x ( 2x , 1x )-direction. 

 
Table 1 Mechanical properties of the carbon fiber strand 

 
3. Results and discussion 
 
Fig. 4 shows typical virgin and damaged load-displacement curves for reference FRP specimens 
with t =2mm. It was found that the critical fracture load of the damaged specimen ( damaged

cP ) was 
almost the same as the value of residual

cP .  Typical virgin and healed load-displacement curves for 
the self-healing FRP specimens with t =2mm are shown in Fig. 5. The slope is initially the same as 
the virgin test and this indicates that the damage has healed. The healing efficiency for the specimen 
with t =2mm shown in Fig. 5 is 45%. A healing efficiency of 98% was also achieved for the 
self-healing FRP specimen with t =3mm, but the healing probability for the specimen with 
t =3mm was slightly lower than that for the specimen with t =2mm (data not shown). 

 
 
 
To investigate the damage progression behavior in the SENT specimen of the self-healing FRP, the 
finite element analysis coupled with damages was employed. In this analysis, the values of 
R =0.266mm and h =0.484mm were used. Fig. 6 shows the predicted damage progression in the 
SENT specimen with t =2mm at the applied displacement value of 0.4mm. The microcracking of 
the matrix initiated from the initial notch tip and propagated along the coated fiber strand. Moreover, 
the microcracking of the coating layer was followed by the microcracking of the matrix. This leads 
to the release of the healing agent from the microcapsules. The microcracking of the coating layer 
close to the fiber strand/coating layer interface also initiated and propagated, and could induce fiber 
strand/coating layer debonding. The corresponding result for the SENT specimen with t =3mm   
at applied displacement value of 0.5mm is shown in Fig. 7. The microcracking of the matrix 
initiated from the initial notch tip, and the microcracking of coating layer was followed by the 
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Figure 4 Measured load-displacement curves for 
reference FRP specimens with t=2mm 

Figure 5 Measured load-displacement curves for 
self-healing FRP specimens with t=2mm 
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microcracking of the matrix. The microcracking of the matrix then propagated toward the edge of 
the specimen and induced final failure of the specimen. It is found that the prediction of the 
initiation and progression of the damage is in good agreement with experimental results. 
 

 
 
 
 
In conclusion, we demonstrated that several SENT specimens of self-healing FRP exhibited damage 
progression along the coated fiber strands and achieved successful healing. Moreover, the numerical 
and experimental results showed similar trends. 
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Abstract  
A moving polarization saturation (PS) model is proposed to study the anti-plane Yoffe-type crack with 
constant velocity in ferroelectric materials. Based on the extended Stroh formalism, the model is solved 
using complex function method. The closed-form expressions for the electroelastic fields are obtained in a 
concise way. Results are shown to converge to known solutions for static PS model and the moving linear 
piezoelectric model. 
Keywords  Moving polarization saturation model; Ferroelectric materials; anti-plane. 
 

1 Introduction 
 Ferroelectric materials always endure dynamic loads, such as mechanical impact or pulse-like 
electric loading in application [1]. Since their instinct low fracture toughness, the reliability 
concerns and optimal design of smart devices using ferroelectrics call for a better understanding of 
the fracture behavior. Compared with the well developed static piezoelectric fracture mechanics, 
few investigations on the dynamic fracture mechanics of piezoelectric and ferroelectric materials 
have been reported.   

The crack propagation problem is always the popular point of study among the theoretical 
dynamic fracture mechanics. Freund [2] classified the problems of crack propagation into three 
classes (1) The first type is the steady state crack growth. Chen and Yu [3] studied the anti-plane 
moving crack problem in piezoelectric materials. They found that the intensity factors are 
independent of the velocity of the crack. Soh et al. [4] researched the generalized plane problem of 
a finite Griffith crack moving with constant velocity in an anisotropic piezoelectric material. (2) 
The second type is self-similar crack growth. (3) The third type is the crack growth due to 
time-independent or time-dependent loading. In this case, Li and Mataga [5, 6] obtained the 
transient closed-form solutions for dynamic stress and electric displacement intensities and dynamic 
energy release rate of a propagating crack in homogeneous hexagonal piezoelectric materials 
dynamic anti-plane point loading. To et al. [7] studied propagation of a mode-III interfacial 
conductive crack along a conductive interface between two piezoelectric materials. Chen et al. [8]  
researched the problem of dynamic interfacial crack propagation in elastic–piezoelectric 
bi-materials subjected to uniformly distributed dynamic anti-plane loadings on crack faces. 
 All the aforementioned studies on the problems of crack propagation are mainly about the 
linear dynamic fracture mechanics. However, when the electrical load is not weak, ferroelectric 
materials exhibit strong electrical nonlinearity, Gao et al. [9] proposed a strip polar saturation (PS) 
model of electrical yielding. It is convenient to propose some simplified models or approximate 
analyses. Shen et al. [10] developed a strip electric saturation and mechanical yielding model for a 
mode III interfacial crack of Yoffe type between ferroelectric-plastic bi-materials.  

In this paper, the static PS model is extended to the moving PS model for studying the 
anti-plane crack propagation problem of ferroelectric materials. The plan of the rest of the paper is 
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as follows. Section 2 introduces the governing equations and the boundary conditions. Section 3 
proposes the moving PS model and solves the problem using the complex function method. And the 
explicit expressions of the electroelastic fields are obtained. Section 4 discusses the anti-plane case. 
Finally, Section 5 gives the conclusions. 

2 Statement of the problem 
 Consider an infinite ferroelectric medium containing a Yoffe-type crack of fixed length 
2a,which moves through an otherwise unbounded ferroelectric materials at speed v, with the crack 
opening at the leading crack tip and closing at the trailing crack speed. The ferroelectric solids are 
considered as a class of mechanically brittle and electrically ductile solids. The electrical 
polarization is assumed to be saturated only in a line segment in front of the crack. And the medium 
is subjected to remote uniform electro-mechanical loads as shown in Fig.1. 

 
Fig.1. Schematic representation of the moving PS model 

2.1 Basic equations  

 Our earlier work [4] has proposed the governing equations of the piezoelectric material and 
given the solutions using the Stroh formalism method in details. For the reason of a self-contained 
presentation, the basic equations and the solution method are also summarized as follows. 

In a rectangular coordinate system xi (i =1, 2, 3), the momentum balance equations and quasi 
static Maxwell equation for quasi-electrostatic piezoelectricity are as follows 

2 2
, /ij j iu tσ ρ= ∂ ∂ , , 0i iD =                                   (1) 

where ρ is the density of the material, ui, σij and Di are the elastic displacements, stresses, and 
electric displacements, respectively, and a subscript comma denotes partial differentiation with 
respect to one of the coordinates xi. The constitutive relations are 

, ,ij ijkl k l ijk kc u eσ φ= + , , ,i ikl k l ik kD e u ε φ= −                          (2) 

whereφ is the electric potential, the electric fields Ei are related toφ as Ei = -φ,i, cijkl, ekij and εij 
are the elastic stiffness, piezoelectric and dielectric constants, respectively.  

x1 
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    For a two-dimensional problem, all the variables are independent of x3, Eqs. (1) and (2) can be 
expressed in the following compact form:  

1,1 2,2 ρ+ = &&t t gU                                     (3) 

T
1 ,1 ,2 2 ,1 ,2,= + = +t QU RU   t R U TU                            (4) 

where T
1 2 3[ , , , ]u u u φ=U , T

1 2 3[ , , , ]Dβ β β β βσ σ σ=t  (β =1,2), and diag[1, 1, 1, 0]=g    . The matrices Q, R 

and T are related to the material constants by 

1 1 1 1
T
1 1 11

i k i

k

c e

e ε

⎡ ⎤
= ⎢ ⎥

−⎢ ⎥⎣ ⎦
Q , 1 2 1 2

T
2 1 12

i k i

k

c e

e ε

⎡ ⎤
= ⎢ ⎥

−⎢ ⎥⎣ ⎦
R , 2 2 2 2

T
2 2 22

i k i

k

c e

e ε

⎡ ⎤
= ⎢ ⎥

−⎢ ⎥⎣ ⎦
T                    (5) 

Substituting Eq. (4) into Eq. (3) leads to 

( )T 2
,11 ,12 ,22 tρ+ + + = ∂ ∂2QU R R U TU g U/                        (6) 

2.2 Yoffe-type crack 

As shown in Fig.1. (x, y, z) is a moving coordinate system fixed on the crack with the center as 
its origin. It has the relation with the fixed coordinate system (x1, x2, x3) as follows 

1 2 3, ,x x vt y x z x= − = =                                                   (7) 
Then   

v
t x
∂ ∂
= −

∂ ∂
                                          (8) 

Thus, Eq. (6) can be written as 

( ) ( )2 T
, , ,xx xy yyvρ− + + + = 0Q g U R R U TU                          (9) 

Eq. (9) is the governing differential equation for the steady-state electroelastic fields. Note that 
the structure is identical to that of the static case when (Q − ρv2g) is identified with Q. 

2.3 Boundary conditions 

 The medium is subjected to remote uniform electro-mechanical loads given 

by T
2 21 22 23 2[ , , , ]Dσ σ σ∞ ∞ ∞ ∞ ∞=t . The crack surfaces are traction-free and charge-free, with electrical 

yielding along strip a≤|x|≤b. 
The full set of boundary conditions for the moving PS model considered in this paper can be 

summarized as 

2
+ − ∞= = −t t t ,      at  x a<                               (10a) 

i iu u+ −= , i=1, 2, 3, 2 2 2 sD D D D+ − ∞= = − + ,   at  a x b≤ ≤                 (10b) 

0=t             at y →∞                       (10c) 
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where Ds is the electrical saturation limit. 

3 Solution of the problem 

3.1 Full field solution 

Adopting Stroh formalism for anisotropic elasticity, a general solution to Eq. (9) can be sought 
in the form  

( )f z=U a , z x yμ= +                           (11) 

where μ and a are a constant and a constant vector respectively; and f(z) is an arbitrary function of 
variable z subject to the twice-differentiable requirement. Substitution of Eq. (11) into Eq. (9) 
results in 

( )2 T 2 0vρ μ μ⎡ ⎤− + + + =⎣ ⎦Q g R R T a                         (12) 

This is a nonlinear eigenvalue problem. A nontrivial solution of a requires that the determinant 
of its coefficient matrix must be zero, i.e., 

( )2 T 2det 0vρ μ μ⎡ ⎤− + + + =⎣ ⎦Q g R R T                         (13) 

This is a polynomial of degree 8 for μ. If μα (α = 1, 2, 3, 4) are assumed to be the four distinct 
roots with positive imaginary parts, and aα are the associated eigenvectors, the general solution can 
then be expressed as 

( )
4

1
2 f zα α α

α=

= ℜ∑U a                                (14)  

where ℜ denotes the real part and z x yα αμ= + . 

Substituting Eq. (14) into Eq. (4) and by using Eq. (3), the stress and electric displacement 
vectors can be expressed as 

2
1 , ,y xvΦ ρ= − +t gU , 2 ,xΦ=t                          (15) 

in which 

( )
4

1
2 f zα α α

α

Φ
=

= ℜ∑b                               (16) 

where Φ = [φ 1, φ 2, φ 3, φ 4]T is called the generalized stress function vector, and bα can be 
determined from aα by the following relation: 

( ) ( )T 2 1vα α α α αμ ρ μ−⎡ ⎤= + = − − +⎣ ⎦b R T a Q g R a                   (17) 

 Introducing two 4×4 matrices, i.e., 

[ ]4321 ,, aaaaA ,= , [ ]4321 ,, bbbbB ,=                         (18) 

and a function vector, i.e., 
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[ ]T1 1 2 2 3 3 4 4( ) ( ), ( ), ( ), ( )z f z f z f z f zα =f                         (19) 

Then Eqs. (14) and (16) can be rewritten as 

( )2 zα⎡ ⎤= ℜ⎣ ⎦U Af , ( )2 zαΦ ⎡ ⎤= ℜ⎣ ⎦Bf                        (20) 

Eqs. (15) and (20) together with the relations given by Eq. (17) are the main results of this 
section. In these expressions, the only unknown is the function vector f(zα). The appropriate form of 
f(zα) depends on the boundary conditions. 

In order to obtain the function vector f(zα), following the same procedure [11, 12], the 
continuity of t(x) on the whole real axis is  

' '' '( ) ( ) ( ) ( )x x x x
− ++ −+ = +Bf B f Bf B f ,   x−∞ < < +∞                 (21) 

A new complex function vector ( )zh  is defined as 
''( ) ( ) ( )z z z= =h Bf B f                               (22) 

And it should satisfy the boundary conditions (10) along the crack faces 

2( ) ( )x x+ − ∞+ = −h h t , x a<                          (23) 

We also have 
' ' '( ) ( ) ( )i x x x+ −= −δ HBf HBf                            (24) 

where '
1 1 2 2 3 3( ) { , , , }x u u u u u u φ φ+ − + − + − + −= − − − −δ is the generalized opening displacement, In addition, 

other two matrices are defined by 
12 [ ]i −= ℜH AB , 1− =H Λ                                (25) 

Introduce a new complex function vector 
'( ) ( )z z=g HBf                                    (26a) 

' 1 1( ) ( )z z− −=f B H g                                  (26b) 

And the next task is to determine the unknown complex function vector g(z). The g1(z), g2(z) 
and g3(z) are holomorphic functions in whole z plane with a cut (-a, a). g4(z) is holomorphic in 
whole z plane with a cut (-c, c).  

Thus, using the Eqs. (23) and (10), we have the following equations 

1 44 4 4 21( ( ) ( )) ( ( ) ( ))j j jg x g x g x g xΛ Λ σ+ − + − ∞+ + + = − ,     x a<                  (27a) 

2 44 4 4 22( ( ) ( )) ( ( ) ( ))j j jg x g x g x g xΛ Λ σ+ − + − ∞+ + + = − ,    x a<                  (27b) 

3 44 4 4 23( ( ) ( )) ( ( ) ( ))j j jg x g x g x g xΛ Λ σ+ − + − ∞+ + + = − ,    x a<                  (27c) 

4 44 4 4 2( ( ) ( )) ( ( ) ( ))j j jg x g x g x g x DΛ Λ+ − + − ∞+ + + = − ,     x a<                 (27d) 
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4 44 4 4 2( ( ) ( )) ( ( ) ( ))j j j sg x g x g x g x D DΛ Λ+ − + − ∞+ + + = − + ,  a x b≤ ≤            (27e) 

where the Einstein summation convention for repeated indices is adopted, and j ranges from 1 to 3. 
Solving the Eqs. (27a), (27b), (27c) and (27d) gives the following equation  

* *
2( ( ) ( ))ij j j ig x g x tΛ + − ∞+ = − ,  x a<                            (28) 

where *
4 4 44/mj mj m jΛ Λ Λ Λ Λ= − , *

2 2 24 4 44/j j jt t t Λ Λ∞ ∞ ∞= − , m, j=1, 2, 3.  

 Thus, we can obtain [12] 
* * * '

2 0( ) ( )z f zΛ ∞=g t , * * 1 * '
2 0( ) ( ) ( )z f zΛ − ∞=g t ,    x a<                (29) 

where 
* *

3 3[ ]mjΛ ×=Λ                                (30a) 

 *
1 2 3[ ( ), ( ), ( )]Tg z g z g z=g                          (30b) 

 * * * *
2 21 22 23[ , , ]Tt t t∞ ∞ ∞ ∞=t                             (30c) 

'
0 2 2

1( ) ( 1)
2

zf z
z a

= −
−

                         (30d) 

Solving Eqs. (27d) and (27e), we have 
'

4 4 24 44 0 44( ) { ( ) ( )} / ( ) /j j b sg z g z t f z D g zΛ Λ Λ∞= − + +                   (31) 

where g0(z) has the same property as the function g4(z), which is holomorphic in whole z plane with 
a cut (-c, c). 

'

2 2

1( ) ( 1)
2b

zf z
z b

= −
−

                         (32a) 

2 2

2 2

0 2 2 2 2

2 2

1 1( ) log arccos( )
2 2

z b a i
a z az bg z

i bz b a z bi
a z b

π
π

⎧ ⎫−
+⎪ ⎪

⎪ ⎪−= − −⎨ ⎬
− −⎪ ⎪−⎪ ⎪−⎩ ⎭

                (32b) 

Furthermore, g0(z) has the following property on the crack faces 

 0 0( ) ( ) 0g x g x+ −+ = , x a<                             (33a) 

0 0( ) ( ) 1g x g x+ −+ = , a x b≤ ≤                           (33b) 

Wang [12] gave the method to calculate the function log z i
z i
+
−

. 
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2
2 1

1

log log ( )rz i i
z i r

θ θ+
= + −

−
                           (34) 

where r1 and r2 are the modulus of the complex variables z+i and z -i respectively.θ1 andθ2 are the 
inclined angles of the complex variables z +i and z -i with respect to the negative imaginary axis. 
From Eqs. (29) and (31), the unknown complex function vector g(z) has been obtained. Then 

substituting the result into Eq.(26b), we can derive the unknown function vector ' ( )zf , which 

provides the full-field solutions of the problem using Eq. (15). 

3.2 Electric saturation zone size 

 From Eq. (15), we obtain the electric displacement ahead of the crack tip 

2 4 44 4 4

'
4 0 0

2 2

2 2

2 22 2 2 2

2 2

( ( ) ( )) ( ( ) ( ))

2 ( ) ( ( ) ( ))

2 2 1( arccos( )) log
2 2

j j j

b s

s s

D g x g x g x g x

T f x D g x g x

x b a i
aa x x bD D D D

b ix b x b a i
a x b

Λ Λ

π
π π

+ − + −

+ −

∞ ∞

= + + +

= + +

⎧ ⎫−
+⎪ ⎪

⎪ ⎪−= − − + −⎨ ⎬
− −⎪ ⎪−⎪ ⎪−⎩ ⎭

       (35) 

 In order to ensure the non-singularity of the electric displacement at x b= , Eq. (35) only has a 

solution if the coefficient of the singular term
2 2

x
x b−

vanishes. The following equations must be 

satisfied 

2cos( )
2 s

Da
b D

π ∞

=                                  (36) 

 From the above equation, we can calculate the size of the electric saturation zone 

2sec( )
2 s

Dr b a a a
D

π ∞

= − = −                             (37) 

 Under small-scale yielding conditions, r<<a, Eq. (37) can be approximately reduced to 

22( )
2 2 s

Dar
D

π ∞

= . 

3.3 Electroelastic fields near the crack tip 

From Eqs. (15) and (20), the stresses and electric displacements can be obtained 
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( ) ( )
4

2 ' '
1

1
2 ( )v f z f zα α α α α α α α

α

ρ μ
=

⎡ ⎤
= ℜ −⎢ ⎥

⎣ ⎦
∑t g a b                     (38) 

( )
4

'
2

1
2 f zα α α

α=

⎡ ⎤
= ℜ⎢ ⎥

⎣ ⎦
∑t b                              (39) 

It is obvious that the distributions of the electroelastic fields near the crack tip are of great 
interest to us. By introducing a polar coordinate system (r, θ) with the origin at the crack right tip, 
we have 

( )cos sinz a rα αθ μ θ− = +                                            (40) 

When r is small compared to the half-length a of the crack, z aα ≈ . Eqs. (30d), (32d) and (34b) 

can be expressed as 

'
0

1 1( ) ( 1)
2 2 cos sin

af z
rα

αθ μ θ
= −

+
                    (41a) 

'

2 2

1 1( ) ( 1)
2b

af z
i b a

= −
−

                         (41b) 

1log ( 2 tan )z i i a
z i

π −+
= −

−
                        (41c) 

From Eq. (39), the stress in front of the crack tip on the x-axis is calculated  

4*
2 2 2 2

44

j
j j s

xt D
x a

Λ
σ

Λ
∞= +

−
 j=1, 2, 3                        (42) 

By using the definition of dynamic intensity factor vector 

2[ , , , ] 2 ( )limT
D

x a
K K K K x aπ

→
= = −Ⅱ Ⅰ ⅢK t                       (43) 

4 Crack perpendicular to the poling axis, anti-plane problem 

In this situation, the infinite plate only subjects to 23σ ∞ and 2D∞ . The present authors have studied 

the anti-plane moving PS model using the continuous distribution dislocation method. In this article, 
some results will be verified using the complex function method. 

From Eq. (A.13), we obtain 
15

23 2
11

[ , ] [ , 0]T T
D

e
K K a Dπ σ

ε
∞ ∞= = +ⅢK                          (44) 

where KⅢ is independent of the crack propagation velocity. 
From Eqs. (15), (16) and (A.13), we have 
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1
15 2

23 23 2 1
11

15
23 2

11

( )(cos sin )
2

( ) cos
2 2

ea D
r

ea D
r

σ σ θ μ θ
ε

θσ
ε

−∞ ∞

∞ ∞

⎡ ⎤
⎢ ⎥= ℜ + +
⎢ ⎥⎣ ⎦

= +

                  (45) 

If the ferroelectric material is such that a crack propagates in a direction the maximum shear 
stress, it can be seen that the maximum shear stress 23σ occurs at 0θ =  for all the crack speeds. It 
means the crack remains in its straight line path for all the crack speeds.  

5 Conclusions 
The transient response of a anti-plane Yoffe-type crack moving with constant velocity in 

ferroelectric materials is investigated in this paper. The dynamic intensity factors of stress, electric 
displacement are obtained in explicit forms. When the velocity of the crack v→0，the moving PS 
model will reduce to the static PS model. When the size of the electric saturation zone r→0, the 
moving PS model is in agreement with the moving linear piezoelectric model. For the case of 
anti-plane problem, it is concluded that the crack remains in its straight line path for all the crack 
speeds. 
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Appendix  

The matrices Q, R and T are  

44 15

15 11

c e
e ε
⎡ ⎤

= ⎢ ⎥−⎣ ⎦
Q , 0 0

0 0
⎡ ⎤

= ⎢ ⎥
⎣ ⎦

R , 44 15

15 11

c e
e ε
⎡ ⎤

= ⎢ ⎥−⎣ ⎦
T                                   (A.1) 

The eigenproblem given by Eq. (12) becomes 

2 2 2
44 44 15 1

2 2
215 11

(1 )
0

(1 ) (1 )

c v c e a
ae

ρ μ μ

μ ε μ

⎡ ⎤− + + ⎡ ⎤
=⎢ ⎥ ⎢ ⎥

+ − +⎢ ⎥ ⎣ ⎦⎣ ⎦
                                      (A.2) 

Similar to the static case, two characteristic roots are μ1=i, . μ2=iβ. 
in which 

 2 2 1/2(1 / )v cβ = −                                                     (A.3) 

where 1/2
44( / )c c ρ= is the speed of the piezoelectric stiffened bulk shear wave, 

2
44 44 15 11/c c e ε= + is the piezoelectric stiffened elastic constant. 

 The matrix H is then 
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11 15
2
15

4444 1511
11

2
e

e
e cc

ε

ββ ε
ε

⎡ ⎤
⎢ ⎥
⎢ ⎥−⎢ ⎥⎣ ⎦

H= ,   
2
15

44 151
11

15 11

1
2

e
c e

e

β
ε

ε

−

⎡ ⎤
−⎢ ⎥

⎢ ⎥
⎢ ⎥−⎣ ⎦

Λ=H =                  (A.4) 

As 1β → i.e. v=0, H will reduce to the static value [12]. 
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Abstract  An analytical, numerical and experimental investigation was carried out to determine fracture 

criteria for piezoceramics with poling parallel and perpendicular to the crack faces.  The asymptotic 

expressions of stress, strain, electric flux density and electric fields were derived.  For a piezoelectric material, 

in addition to the usual three modes of fracture, there is a fourth mode associated with the electric field.  The 

asymptotic expressions were used for determining the energy release rate and extending a conservative 

interaction energy or M-integral for calculating the intensity factors associated with piezoelectric material for 

energetically consistent boundary conditions on the crack faces.  Tests were performed on four-point bend 

PZT-5H fracture specimens with the poling direction parallel to the crack faces.  The specimens were analyzed 

numerically by means of the finite element method.  Finally, a mixed mode fracture criterion for piezoelectric 

ceramics was developed.  This criterion is based upon the energy release rate and two phase angles, 

determined from the ratio between the intensity factors KIV and KI, for the first, and KII and KI, for the second.  

This data and that taken from another source for poling perpendicular to the crack faces were used to produce 

failure criteria for each case. 

 

Keywords  Conservation integrals, Four-point bend tests, Mixed mode fracture, Piezoelectric ceramics 

 

1. Introduction 

  

Piezoelectric ceramics are in widespread use as sensors and actuators in smart structures, despite the 

absence of a fundamental understanding of their fracture behavior.  Piezoceramics are brittle and 

susceptible to cracking.  As a result of the importance of the reliability of these devices, there has 

been tremendous interest in studying the fracture and failure behavior of such materials.  To 

understand failure mechanisms of piezoelectric materials and maintain the stability of cracked 

piezoelectric structures operating in an environment of combined electromechanical loading, analysis 

of the mechanical and electrical behavior is a prerequisite. 

 

There have been many fracture tests carried out on piezoelectric material [1–12].  Fracture criteria 

have been presented in [10-17].  Each of these is based on the energy release rate.  In fact, in [17] 

the energy was separated into its mechanical and electrical parts.  Assuming impermeable crack 

face conditions, it was concluded in [17] that crack propagation of poled piezoelectric material is 

governed by the mechanical energy release rate.  However, crack growth driven by purely electric 

fields in poled ferroelectrics has been observed in experiments [18,19].  A local energy release rate 

criterion was presented in [14] and [15] based on electric nonlinearity caused by a domain 

switching zone ahead of the crack tip.  Impermeable crack face boundary conditions were also 

assumed there.  The energy release rate obtained in [13] was used in [10] as a fracture criterion for 

analyzing results obtained with four-point bend specimens.  This expression is based upon the load 

and electric current measured during the experiment.  For an applied field of 0.5 MV/m, the 

energy release rate was zero or negative, which is not physically reasonable. Fracture curves of 
I
K  

versus 
IV
K  were presented in [16] using impermeable and permeable assumptions.  For both 
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conditions, there were discrepancies between the measured and calculated curves.  A recent review 

article may be found in [20]. 

 

 

2. Fracture Criteria 

 
A generalized fracture criterion for piezoelectric ceramics requires the development of a unified 

theory, which consists of mixed mode behavior, together with application of the energetically 

consistent crack face boundary conditions.  In [11], the derivation for the energy release rate 

begins with the expression [21] 

kLk
1

2

1
  −= TG                                  (1) 

 

where k  is the intensity factor vector given by 

 

[ ]
IVIIIIII

T
KKKK ,,,=k                             (2) 

 

and the superscript T  represents transpose.  In Eq. (1), the 44×  matrix L  is one of the 

Barnett-Lothe tensors whose components are related to material properties. 

 

For the numerical calculations, the intensity factors were normalized so that 

 

kVk
1ˆ −=                                      (3) 

where 





















=

Le

LG

LE

LE

T

A

A

26
000

000

000

000

V                        (4) 

 

A
E  is Young's modulus in the poling direction, 

T
G  is the shear modulus perpendicular to the 

poling direction, 
26
e  is a contracted piezoelectric constant and L  is a geometrical length 

parameter.  The Barnett-Lothe tensor 
1−

L  is normalized as 

 

.ˆ 11
VVLL

−− =                                   (5)  

 

In this way, the diagonal and off-diagonal elements of 
1−

L  are the same order of magnitude 

contributing to the accuracy of the intensity factor calculation [22].  Note that the units of 
1−

L  are 

N/m. 

 

The criterion presented in [11] with mode III deformation omitted is given by 

 

( )φ+ψ+φψ+φ+ψ+= 2

5

2

4321
tantantantan2tan2tan21 aaaaa

Icc
GG       (6) 
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ˆ
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ˆ
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L
a

L

L
a

L

L
a

L

L
a

L

L
a               (7) 

and 

.ˆˆ
2

1 21

22 IcIc
KL

−=G                                   (8) 

 

To obtain 
Ic

G , values of 
I

G  given by 

21

22
ˆˆ

2

1
II
KL

−=G                                    (9) 

are obtained at failure for each test and averaged.  In Eq. (7), the parameters 
1ˆ−
ij
L  ( 4,...,1, =ji ) 

are found from Eq. (5).  The phase angles are defined as 

 

.
ˆ

ˆ
tan,

ˆ

ˆ
tan 11

I

II

I

IV

K

K

K

K −− =φ=ψ                        (10) 

 

Eq. (6) represents a three-dimensional failure surface for the case in which the crack faces are at an 

angle to the poling direction (which is in the plane) and in which the critical energy release rate 
c

G  

is a function of the phase angles ψ  and φ .  There is an assumption that the crack propagates in 

a self-similar manner. 

 

Tests were carried out in [10] on four-point bend specimens fabricated from the piezoelectric 

ceramic PIC-151.  This material is similar to PZT-5H.  In these experiments, the crack faces were 

perpendicular to the poling direction and both mechanical loads and electric fields were applied.  

The electric field was perpendicular to the crack faces.  Those experimental results were analyzed 

in [11].  In the analyses, 
II
K̂  was found to be zero implying that φ  in Eq. (10)2 is zero.  Hence, 

Eq. (6) may be rewritten as 

 

( ).tantan21
2

41
ψ+ψ+= aa

Icc
GG                         (11) 

 

The experimental results and the failure curve of Eq. (10), shown as the solid line, are presented in 

Fig. 1.  Note that a is crack length.  The value of 
Ic

G  was found as 8.6 N/m.  There is good 

agreement between the experimental data and the failure curve.  To this end, the root mean square 

error (RMSE) given by 

 

( )
N

t

cc∑ −
= N

2heoreticalexperiment

RMSE

GG
                     (12) 
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Figure 1. Failure curve and experimental results (PIC-151) [10] obtained in [11].  The crack is     

perpendicular to the poling direction. 

 

was calculated to be 0.89 N/m.  In Eq. (12), 
experiment

c
G  is the experimental value or the point 

plotted in Fig. 1, 
ltheoretica

c
G  is the value on the curve of 

c
G  for the experimental value of ψ  as 

calculated from Eq. (11) and N  is the number of tests.   

 

As a result of the coupling between the first and fourth modes of fracture, which is expressed by the 

second term in parentheses of the right hand side of Eq. (11), the fracture curve in Fig. 1 is not 

symmetric with respect to 0=ψ .  Furthermore, it should be emphasized that the apparent 

fracture toughness 
Ic

G  should not be used to predict catastrophic failure.  Only the mixed mode 

fracture curve presented in Eq. (11) and Fig. 1 should be used to predict failure.  To interpret the 

failure curve for a structure fabricated from the same material and containing a crack perpendicular 

to the poling direction, values of 
c

G  below the curve are considered safe; for those above it, 

failure may be expected.  Of course, a probabilistic analysis should be carried out.  

 

Next, a fracture criterion for tests carried out in [12] on four-point bend specimens fabricated from 

PZT-5H (Morgan Electro Ceramics, Wrexham, UK) with poling parallel to the crack faces is 

presented.  In that study, modes I, II and IV were present.  Since poling is parallel to the crack 

faces, 0
21
== aa  in Eq. (7).  Hence, the fracture criterion in Eq. (6) becomes 

 

( ) .tantantantan21
2

5

2

43
φ+ψ+φψ+= aaa

Icc
GG                (13) 

 

Note that during the tests, the electric field was applied perpendicular to the crack faces.  The 

value of 
Ic

G  was found to be 20.3 N/m.  In Fig. 2, the three-dimensional failure surface in Eq. 

(13) is plotted.  The points shown are the experimental values obtained by analyzing the results 

from the four-point bend tests. 

 

In order to have a better view of the scatter, the phase angle φ  in the criterion of Eq. (13) was 

assumed zero resulting in  

 

( ) .tan1
2

4
ψ+= a

Icc
GG                             (14) 
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Figure 2. Two views of the three-dimensional failure surface from Eq. (13) with the test data     

shown.  The crack is parallel to the poling direction. 

 

This curve is plotted with 3.20=
Ic

G N/m in Fig. 3.  The test values 
c

G , recalculated with 

0ˆ =
II
K , together with the values of ψ  are plotted as points in Fig. 3.  This may be justified 

since the values of 
II
K̂  are small with respect to 

I
K̂  and 

IV
K̂  except for one specimen.  The 

root mean square error in Eq. (12) was calculated as 1.10 N/m for the three-dimensional surface and 

1.05 N/m for the two-dimensional curve. 

 

Finally, the crack propagation angle θ  measured from a line extending ahead of the crack was 

obtained for each test.  The angle varied between
01 and

010 .  Points for 
00 10 9 ≤θ≤  showed 

the greatest scatter from the theoretical curve, although even for
05 and

06.5  there was some 

scatter.  Generally, smaller propagation angles led to less scatter in the test results as compared to 

the theoretical curve.  There seemed to be no apparent correlation between large values of 
II
K̂  or 

 

 
Figure 3. Two-dimensional failure curve from Eq. (14) with test data shown.  The crack is parallel to the 

poling direction. 
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IV
K̂  and θ .  Theoretically, larger values of 

II
K̂  imply larger values of θ .  Recall that the 

fracture criteria were developed for self-similar crack propagation.  For these small propagation 

angles, the results appear to be acceptable.  But if one has a substantial value for θ , the criteria 

presented here may not be used. 
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Abstract  
  
Components and structures (e.g. helicopter rotors, wind turbine components or wheelset axels) are 
commonly exposed a very high number of cycles with variable amplitudes. For the study of the influence of 
variable amplitude loadings in the very high cycle fatigue regime different load-time-histories up to 109 
cycles are used, which have different amounts of small amplitudes beneath the fatigue strength of the 
investigated material. The experiments are performed with an ultrasonic fatigue testing system with 
frequencies up to 21 kHz. In order to avoid an excessive heat development of the specimen, pulsed loadings 
with adequate pause lengths are applied. Therefore, only block loadings can be realized. The used 
load-time-histories have been counted by the rainflow method and then divided into different number of 
classes providing that within every class a minimum number of cycles restricted by the experimental 
performance is given. The classes have been reconstructed to a load-time-history by varying the sequence of 
the classes. The influence of the different reconstructions as well as of the amount of the amplitudes beneath 
the fatigue strength is quantified by the fatigue lifetime. These experimental data are used to proof 
conventional analytical approaches (Palmgren-Miner´s rule) of structural durability in the VHCF regime. 
 
Keywords  very high cycle fatigue, variable amplitude loading, fatigue life prediction, load interaction 

effect, short crack growth 
 
1. Introduction 
 
In technical constructions of different application fields, components are very often subjected to 
cyclic stresses. Components like drive shafts, gear shafts, wheelset axles, helicopter rotors or highly 
stressed engine parts, such as blades, are often cyclically loaded with more than 107 cycles up to 109 
and more cycles. The high number of load cycles can be attributed to a very long period of service 
up to 30 years or to high service frequencies. In present fatigue design standards the influence and 
effect of such high number of load cycles on the fatigue behavior are not sufficiently taken into 
account.  
As Bathias [1] already showed in 1999, the determined fatigue strength, defined by the early 
investigations of Wöhler, does not exist. Thus, a decrease of the S-N curve is observable in the very 
high cycle fatigue regime, as numerous studies (e.g. [2-5]) have shown. The decrease in fatigue 
strength is caused by the transition from surface to subsurface crack initiation [5-7]. Moreover, 
microstructural features like cavities, non-metallic inclusions, grain boundaries, porosities or oxide 
layers at the surface and inside a component could lead to crack initiation.  
Cracks, initiated at non-metallic inclusions, usually show the typical formation of a fish-eye. In the 
vicinity of inclusions within the fish-eye a distinctive area could be observed [8-10]. Murakami 
calls it an optical dark area (ODA) with a more rough fracture surface in comparison to the 
remaining fish-eye fracture surface. He assumed that the area occur due to hydrogen accumulation 
during cyclic loading. He also proposes a relationship between the size of the ODAs and 
non-metallic inclusions as well as the number of cycles to failure.  
However, the influence of variable amplitude loading (VAL) on the fatigue behavior in the VHCF 
regime is, despite a few studies [11-18], poorly investigated. For instance Mayer [12] showed with 
two-step loading tests that low load amplitudes beneath the fatigue strength contribute to fatigue 
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damage depending on the height of the maximum load amplitudes.  
  
 
2. Material and experimental procedure 
 
2.1. Material 
 
The experimental investigations are performed with specimens with a minimum diameter of 4 mm 
shown in Fig. 1. All specimens were machined from a 20 mm round bar of the quenched and 
tempered high-strength steel 34CrNiMo6. The chemical composition of the steel is summarized in 
Table 1 and the static material parameters are shown in Table 2.  
 

Table 1. Chemical composition of the investigated high-strength steel (in wt %) 

C Si Mn Cr Mo Ni

0.34 0.3 0.5 1.5 0.2 1.5
 
 

Table 2. Mechanical Properties 

UTS [MPa] YS [MPa] Young´s modulus [GPa] Breaking elongation [%] 

1200 1000 210 9 
 
An average Vickers hardness of the material was 350 HV. The surface of the specimen has been 
emery-polished after machining. 
 

 
Figure 1. Specimen 

 
 
 

2.2. Ultrasonic fatigue testing system 
 
In service, components and structures are rather subjected to variable amplitude loadings (VAL) 
than to constant amplitude loadings (CAL). Fatigue tests with variable amplitude loadings or load 
time histories in the regime of 109 cycles or even higher are too time consuming and expensive 
using conventional testing systems. Therefore, an ultrasonic fatigue testing system of the BOKU 
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Vienna [19] is used. The system is stimulating the specimen in its resonance frequency and is with 
about 21 kHz many times higher than loading frequencies of conventional systems. Tests have been 
performed in pulse-pause-sequences to avoid excessive heating of the specimen. Thus, experiments 
with a fatigue life up to 109 cycles take between 0.6 and 6 days depending on the pulse- and 
pause-sequence. Using the ultrasonic fatigue testing technique no load time history could be 
subjected to the specimen. Because of increasing vibration amplitudes at the beginning and 
decreasing amplitudes at the end of a pulse, only block loading tests can be realized. Thus, for 
systematic studies firstly two block loading tests are performed with different block loading length. 
Furthermore, a reconstruction algorithm, generating adequate cumulative frequency distributions of 
load cycles, is used to perform fatigue tests on the basis of a load time history. Therefore, the 
software Ultrasonic Fatigue Testing Software for Variable Amplitude Loading (UFaTeSVAL), which 
has been developed at the Institute of Structural Mechanics at the University of Rostock, is used for 
data acquisition and controlling of the VAL experiments.  
 
2.3. Variable amplitude loading tests 
 
A high demand is requested for investigating the influence of variable amplitude loadings, and load 
interaction effects in particular, on short crack growth and crack initiation in the VHCF. 
 
2.3.1. Two-step loading tests 
 
For systematic studies of the influence of load interaction effects on the fatigue life, particularly 
with regard to short crack growth, two-step loading tests have been performed (Fig. 2). The amount 
of numbers n1 of the maximum load amplitude of the cumulative distribution is 10.000 cycles and 
constant for all experiments. Tests have been carried out with different maximum load amplitudes 
with 110% and 120% of the fatigue strength σD for each experiment. The low block load is 90% of 
the fatigue strength and the number of cycles n2 was varied, characterized by the ratio Rbl = n2/n1. 
Three different ratios of 1, 10 and 100 have been investigated. However, the ratio was kept constant 
within one test. The two blocks are repeated until the specimen fails or the limit of 109 cycles is 
reached. 
 

 
Figure 2. Schematic procedure of two-step loading tests 

 
 
 
 
 
2.3.1. Tests with load-time history FELIX  

⎯Sa1 

Sa 

⎯Sa2 

n1 = 10.000 n2 H 

0.9·σD 

1.1·σD 

1.2·σD 

Sa0 = const. 
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For the investigation of realistic variable amplitude loadings, the standardized helicopter load 
spectrum FELIX [20] has been used. Therefore, the stress amplitudes of the FELIX spectrum have 
been transformed to a constant R-ratio of -1 using the equations accounting for the mean stress 
effect. After dividing the spectrum into different classes, they have been reconstructed to different 
load sequences (Fig. 3). The load sequence FELIX 10 was reconstructed with decreasing load 
amplitudes starting with the maximum amplitude and ending with the lowest amplitude. The load 
sequence FELIX 11 starts with the lowest amplitude and is step-wise increased up to the maximum 
load amplitude. The load amplitudes of the last reconstructed sequence FELIX 12 is randomly 
mixed. Each sequence is repeated until failure occurs or the limit of 109 cycles is reached.  
 

 

 
Figure 3. Reconstructed load time history FELIX with a) decreasing load amplitudes, b) increasing load 

amplitudes and c) mixed load amplitudes  
 
3. Results 
 
The influence of the size of non-metallic inclusions on the number of cycles to failure is shown in 
Figure 4, where areainc is the inclusion size projected on the plane perpendicular to the maximum 
principal stress. The data of constant amplitude (CA) loading tests show no significant influence of 
the inclusion size on the lifetime. In contrast, the size of inclusions tends to decrease with increasing 
lifetime for all variable amplitude (VA) loading tests. 

b)FELIX 10 FELIX 11

FELIX 12
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Figure 4. Influence of inclusion size on the fatigue life 

Fig. 5 shows the results of the modified S-N curves of the VA-tests (FELIX) in comparison to the 
tests with constant amplitude loading using the approach by Murakami [8] with 
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Figure 5. Reconstructed load-time history tests (FELIX) in comparison to constant amplitude tests 

The S-N curves are shifted to higher lifetimes for variable amplitude loadings in comparison to 
constant amplitude loadings. However, the order of load amplitudes influences the lifetime. The 
reconstructed load time history FELIX 10 with decreasing load amplitudes and the load time history 
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FELIX 12 with mixed load amplitudes tend to equal lifetimes. Otherwise, the reconstructed load 
time history FELIX 11 with increasing load amplitudes tends to result in lower lifetimes than 
FELIX 10 and FELIX 12.  
The analyses of the fracture surfaces show circular arrest marks formed around non-metallic 
inclusions within the fish-eye (Fig. 6b-d) for variable amplitude loading in contrast to the fracture 
surfaces of specimens subjected to constant amplitude loading (Fig. 6a). This could be an indicator 
for load interaction effects on the crack growth within the fish-eye, as it is well known in the regime 
for long crack growth. The arrest marks of FELIX 11 (Fig. 6c) are obviously more pronounced than 
in the case of FELIX 10 (Fig. 6b) and FELIX 12 (Fig. 6d). However, the sizes of the area, where 
arrest marks occur, as well as the spacings of the arrest marks are different for the investigated VAL.  
 

  

 
Figure 6. Fracture surfaces with typical fish-eye fracture around non-metallic inclusions: a) constant 

amplitude loading and FELIX-tests with arrest marks within fish-eye for b) FELIX 10, c) FELIX 11 and 
d) FELIX 12 

 
By counting and measuring the arrest marks an average crack growth rate da/dN for the crack 
propagation within the fish-eye can be calculated, as plotted in Fig. 7. By using the √area-approach 
[8], the stress intensity factor ΔK was determined. Therefore, the stress amplitude of 386 MPa with 
the highest amount of cycles within the load sequence has been used. The load sequences of FELIX 
10 and FELIX 12 lead to similar crack growth rates. In comparison, the crack growth rate of FELIX 
11 is shifted to higher crack growth rates. Nevertheless, all three investigated load sequences lead to 
crack growth rates beneath the threshold value ΔKth for long crack growth. 
  

c) 

b)a) 

d)

1000 µm 

500 µm 500 µm 

500 µm 
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Figure 7. Crack growth curve in comparison to experimentally evaluated crack growth rates with variable 
amplitude loading tests (FELIX)  

 
Using the Palmgren-Miner’s rule a fatigue life Nf,calc with an assumed damage sum of 1 can be 
calculated for the investigated variable amplitude loadings (see chap. 2.3). Beside the original 
Palmgren-Miner (PM) approach, the modified and elementary Palmgren-Miner approach as well as 
the approach by Liu/Zenner have been taken into account in order to consider amplitude levels 
beneath the fatigue strength. The calculated fatigue lifes Nf,calc of the two-step loadings are 
compared with the appropriate experimental mean fatigue lifes Nf,exp (Fig. 8). Moreover, in Fig. 8 
the scatter bands Nf,calc/Nf,exp for 10% and 90% probability of survival based on the CA tests are 
given.  
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Figure 8. Comparison of two-step loading tests a)⎯Sa = 584 MPa (1.1·σD) and b)⎯Sa = 637 MPa (1.2·σD) with 
calculated lifetimes using Palmgren-Miner’s rule with a damage sum of 1 
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For⎯Sa = 1.1·σD (Fig. 8a), the calculated lifetimes for the Rbl ratios 1 and 10 are within the scatter 
band. For Rbl = 100 only the results of the original and modified Palmgren-Miner’s rule are within 
the scatter band. The approach by Liu/Zenner always provides the most conservative results, which 
strongly increase with increasing Rbl-ratio. 
In comparison, for⎯Sa = 1.2·σD (Fig. 8b), all approaches provide approximately the same results for 
the lowest ratio Rbl = 1. The higher the Rbl-ratio is, the more the original PM approach overestimates 
the lifetime and the values are outside the scatter band. Thus, the low load amplitudes contribute to 
fatigue damage, if the high block loading is high enough with respect to the lower amplitudes and if 
the high blocks occur less frequently. The lifetimes obtained by Liu/Zenner for the Rbl-ratios of 1 
and 10 provide good results. At a ratio of 100 it is again conservative. None of the approaches give 
suitable results for all three Rbl-ratios. 
In Fig. 9 the calculated fatigue life Nf,calc for the investigated load-time history FELIX is compared 
with the experimental mean fatigue life Nf,exp of the three different reconstructed load sequences. 
For the investigated load sequences FELIX 11 and FELIX 12 the original Palmgren-Miner‘s rule 
provides results within the scatter band. The approach slightly overestimates the fatigue life of 
FELIX 10. The elementary Palmgren-Miner’s rule as well as the approach by Liu/Zenner for 
FELIX 10 and FELIX 11 lead to conservative results, where again the approach by Liu/Zenner is 
the most conservative one. However, it is observable that each approach leads to the same 
calculated lifetimes Nf,calc independent of the used reconstructed load sequence, while the 
experimental lifetimes Nf,exp clearly differ.  
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Figure 9. Comparison of different reconstructed load sequences (FELIX) with calculated fatigue life using 

Palmgren-Miner’s rule with a damage sum of 1 
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4. Conclusions 
 
The high strength steel 34CrNiMo6 was investigated in the very high cycle fatigue regime under 
constant and variable amplitude loadings. An ultrasonic fatigue testing system has been used to 
perform fatigue tests in adequate testing time. An own developed software UFaTeSVAL was used to 
realize variable amplitude loading tests. Two-step load amplitudes and reconstructed load time 
histories were investigated. The main conclusions are as follows: 
 
(1) The fatigue life of variable amplitude tests is influenced by the size of non-metallic inclusions, 

in contrast to constant amplitude loadings.  
(2) The two-step loading tests show that load amplitudes below the fatigue strength can contribute 

to damage depending on the height of the maximum load amplitude and the amount of 
maximum load amplitudes.  

(3) Variable amplitude loading can provoke the occurrence of arrest marks around non-metallic 
inclusions within fish-eyes, which are used to calculate a mean fatigue crack growth rate in the 
fish-eye.   

(4) As the FELIX investigations show, an influence of the kind of reconstruction of the load-time is 
observable.  
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ABSTRACT 

Thin flat specimens (1mm thickness) have been tested on a piezoelectric fatigue machine in 20 

KHz frequency on High cycle fatigue domain and beyond. The result shows that body centered 

cubic Armco iron (with 80ppm of carbon content) could fail after 10
9
 cycles at a loading well 

below the yield stress. Observations under Scanning Electron Microscope on the specimen 

surface and the fracture surface indicated gigacycle fatigue failure originated in the specimen 

surface and related to the formation of Persistent Slip Bands (PSB). The microstructure evolution 

was observed by optical microscopy. It was found that PSB not only appear at the beginning of 

ultrasonic fatigue test but also increase with the number of cyclic loading. 

Keywords Persistent Slip Band, irreversible deformation, localized plasticity, very high cycle fatigue 

 

 

1. Introduction 

For single phase materials without inclusions, testing in very high cycle fatigue regime, the first 

damage event of crack initiation is due to the occurrence of Slips Marks (SM) on the specimen 

surface [1, 2]. In f.c.c materials (which are the most studied materials), these SM are called 

Persistent Slips Bands (PSB), with a particular dislocation structure beneath the PSB [3]. When 

strain reached to cyclic stress-strain curve plateau, the deformation structure changes to the PSB 

instead of dislocation veins in matrix in order to accommodated the high value of plastic 

deformation [1]. Intrusions at PSB or PSB/matrix are interface preferential sites for the 

nucleation of microcracks[4]. In bcc materials, like Armco iron, the identification of these SM 

with PSB is matter of debate [3-9]. The reason lies in the very different temperature and strain 

rate dependent dislocation glide behavior in body centered cubic (b.c.c) metals, as compared to 

f.c.c metals. Moderate increase of temperature, low cyclic strain rates and alloying by 

substitution atoms (e.g. in Fe-Si) and interstitial atoms (e.g. C and N in -iron) make the 

dislocation glide modes of bcc metals more similar to those of f.c.c metals and then, “PSBs” may 

be observed. 

For a basic point of view, it is of interest to understand the initiation of a fatigue crack in the 

VHCF regime in pure alloys or metals without internal defects. Studies tested at different loading 

conditions given references for investigating fatigue features on iron. Dislocation arrangement in 

iron after fatigue bending test at low frequency are investigated by Mcgrath and Bratina[10]. 

They find that the average dislocation density for particular stress amplitude reaches a constant 

value after showing a rapid increase in the early portion of the fatigue life. When Wood et al [11] 

compare the fatigue mechanisms in bcc iron and fcc metals at low frequency in alternating 
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torsion, they noted that at amplitudes above the SN knee, slip markings appeared on a specimen 

after a few cycles. At amplitude below the knee they appeared after a million or so cycles. Wei 

and Baker found wall developed arrays of dislocation loops in iron specimen after only 10 cycles 

in push-pull fatigue [12]. Such observation at small number of cycles is difficult at high 

frequency in VHCF. 

However, fatigue deformation features of iron at very high cycle fatigue regime are limited. 

PSBs formation at subsurface and at initiation area was not well discussed on literature. Current 

work intends to investigating the fatigue initiation and localized irreversibility of b.c.c. metals 

ARMCO iron (α-Fe) at very high cycle fatigue regime. In order to study this phenomenon a new 

flat specimen, easy for surface observation, was designed to be tested at 20 kHz up to 10
10

 cycles. 

Observations were performed on specimen surface during testing and fractographic after failure.  

2. Experimental 

The studied material is a polycrystalline  iron whose chemical composition is given in Table 1 

and mechanical properties of corrected true stress-strain is given in Fig 1. The microstructure is 

ferrite with equiaxe grains. The ferrite grain size is included in 10 to 40 μm. No specifically 

orientation was observed by EBSD. 

Table 1. Chemical compositions (wt.%) 

C P Si Mn S Cr Ni Mo Cu Sn Fe 

0.008 0.007 0.005 0.048 0.003 0.015 0.014 0.009 0.001 0.002 Balance 

 

               

              Fig 1. Stress-strain curve                         Fig 2. Sketch of flat ultrasonic specimen 

For the reason of surface online observation condition by IR camera and optic microscope, a new 

design of 1 mm flat specimen (Fig. 2) was used to carry out fatigue tests. Specimen, special 

attachment and piezoelectric fatigue machine constituted the resonance system working at 20 

kHz. The cyclic loading is tension-compression. The stress ratio is then R = -1. Before testing, 

both sides surface of the flat specimen were polished. One surface of the flat specimen was 

electrolytic etched. 
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According specimen designs, the specimen center has zero axial displacement theoretically 

during ultrasonic fatigue loading. The displacement rises continually at position both side away 

from the center. There is a small area on the surface which includes specimen center remains 

visible by optical microscope because the displacement maintained at very low level. Therefore a 

mobile optical microscope constructed for taking the online image. It has magnification 320X 

and recording image at frequency up to 1 Hz. With this mobile optical microscope, it is possible 

to observe general appearance when character deformation takes place in the specimen surface 

like enforced slip bands. The typical online observation system is shown at Fig. 3. 

 

Fig. 3 Experimental system 

3. Results and discussions 

By the advantage of displacement node and stress distribution at center of gigacycle fatigue 

specimen, with online optical microscope observation, Fig. 4 shows the evolution of irreversible 

deformation in the specimen surface by increasing number of cycles. It is found that, irreversible 

slip bands formed at the beginning of fatigue loading. This slip bands are multiplied or grown in 

the same grain due to following cycle loading. At neighbor area, new irreversible slip bands 

formed independently in another grain where no deformation appears at previous 1.6x10
7
 cycles. 

Grain, either one already with slip band or one without slip band can has new slip band 

occurrence due to fatigue loading in same test condition. At the slip bands site where optical 

observation carried out, most of irreversible slip bands formed before 3x10
8
 cycles. Only slightly 

evolution occurs by cyclic loading during fatigue life between 3x10
8
 and 10

10
 cycles. Fig.4 

suggests that new irreversible deformation (localized plastic strain) per each loading cycle Δε/N 

is decreasing with increasing number of cycle. Δε/N closing to zero after 3x10
8
 cycles in this 

case.  In other words, crack initiation due to cumulating further new irreversible deformation 

after 3x10
8
 cycles is scattered dispersed. That may be the reason why the S-N curve is normally 

significantly dispersed at regime beyond 10
9
 cycles. 
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Fig. 4 Evolution of surface irreversible deformation under fatigue loading σa =174 MPa 
 

Detail observations of surface irreversible slip bands or PSB under Scanning Electron 

Microscope (SEM) are given in Fig. 5. PSBs are found in 5 grains, where other grains remain 

undeformed at all. As described in f.c.c material, PSB formed by fatigue is localized irreversible 

plastic deformation. PSB is significantly changing the roughness of the original surface. At 

extrusion area, PSB lies to the mass of matrix out of the surface. At observation site, there are 

two main orientations of PSB at different grains whose PSB orientations have angle close to 90°. 

Even in similar orientation, the PSB have clear end at grain boundary. It suggests that PSB is 

anchored at grain boundary. PSB could active slip system in neighbor grain by enforce the stress 

concentration at inter boundary, but not go across the grain boundary. In the EBSD observation, 

same slip band direction always in the similar oriented grain (see slip band in red grain and 

orange grain). When neighbored grains have big difference in crystalline orientation, direction of 

slip band in different grain intents to be perpendicular (see slip band in red grain and blue grain). 

Unlike straight PSBs find in the f.c.c. crystalline, irreversible slip bands in b.c.c. are formed less 

individual.  
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Fig. 5 PSB surface observation by SEM and EBSD 

A specimen with pronounced PSBs was investigated in 3 perpendicular surfaces to have deeper 

understanding in 3 dimensions of PSB. The 3 surfaces are: original specimen surface, axial 

cutting surface and cross cutting surface as shown in Fig 6a. All 3 surfaces were prepared by 

carefully mechanical polish and 4% Nital etching.  SEM observations at corner between axial 

cutting surface and original surface are presented in the Fig 6 b&c and cross section surface in 

the Fig 6d. Different oriented longitudinal slots were found pronouncedly at both side of corner 

on the axial cutting surface and original surface. Slots orientation changing takes place at grain 

boundary. It is reasonable to relate those slots to formation of PSB on the original specimen 

surface.  

The figure 6c is the original surface observed with the inlens detector. It is easier to see, that the 

slots are not deep. It seems these slots are like cylinders. The width of each individual slot is 

around 0.5 m, the distance between parallel slots varied from 1 m to 3 m and the length of 

slot is between 2 m to 10 m.  

On the cross section (Fig. 6d), it appears equiaxe hollows separated or not by a thin wall of 

matrix (in nanoscale). Hollows are distributed linear in several lines as marked in the yellow 

square (Fig. 6d). Those lines with hollows are parallel.  Equiaxe hollow has size in 0.5 m. 

Hollow lines observed here have length about 3 m to 5 m. The distance between hollow lines 

is approximate 2 m.  Regarding this hollow deformation at cross section and longitudinal slots 

found in Fig 6c, it may be constructed a 3D schematic figure of the slots and hollows as Micron 

Abreast Pipes in Fig.6e 

However in the fundamental material like ferrite, subsurface irreversible deformation is 

decreasing according plane stress condition function with distance to the surface 

 

     a)  b)   

Cross surface 

Original surface 

Axial surface 
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c)  d)  

 

e)  

Fig. 6 slots after polish and etching the PSB [13] and micron scale channel in matrix 

 

50 μm 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

 

 

Fig. 7 Surface of cracked specimen 

Surface microstructure observation after fracture shows as in Fig.7. Red arrow indicates a grain 

which has PSBs in it.  In this PSB grain, crack opens along the PSBs which formed long time 

before crack occurs in this grain. Yellow arrow indicates the crack along a grain boundary. 

Intergranular crack takes place at grain boundary between two grains whose PSB are 

perpendicular to each other. Blue arrows denoted a transgranular crack. Crack stairs in the 

surface of this grain correspond to the appearance of slip bands below the fracture surface. 

 a)   b)  

 c)  d)  

10 μm 10 μm 

1~3 μm 
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e)   f)  

Fig.8 intergranular and transgranular crack at initiation area 

Fracture surface gives more interesting results. In the initiation area, the grains trace is visible 

(Fig.8a and Fig.8b). Three types of pattern were found: one intergranular and two transgranulars. 

The intergranular pattern is seen in fig8b and 8d. This intergranular crack appears not smooth, 

but presents a very fine linear structure on the grain surface which believes related to the 

dislocation slips. Moreover, two lines of hollows separated by around 2 m are visible (Fig. 8d). 

The first transgranular crack is shown in Fig. 8a and Fig.8c. The fracture surface through the 

grain is developed as a staircase. The distance between two stairs is about 2 m. It suggests the 

same mechanism that those forming the stair structure in the surface as blue arrows in Fig.7. The 

second pattern of transgranular crack is shown Fig.8e or Fig.8f (where a transition from an 

intergranular crack to the second transgranular pattern is seen). In this transgranular case, the 

fracture surface is composed of longisectional pipes arranged side by side. The diameter of the 

pipes is 0.6m in average. It may be correspond to PSB on the surface indicated by red arrows in 

Fig.7. 

Now, it is interesting to relate the fracture surface pattern with the subscale damage produced by 

PSB as Micron Abreast Pipes seen in Fig.6. An illustration of this fracture mechanism is 

schematically reported on the Fig. 9. The staircase structure is probably a fracture occurring 

partially on abreast pipes, and crossing over to abreast pipe just below or above. The distance 

between two stairs is about 2 m, in good agreement with the distance between two abreast pipes. 

In the case of second transgranular pattern, the crack path is entirely on abreast pipes in the same 

dislocation slip plane. The characteristic dimension of this pattern is pipe diameter about 0.5 m. 

The line of hallows (separated in distance 2 m) seen on the intergranular surface Fig 6d are 

probably the end of abreast pipes at grain boundary (in good agreement with the distance 

between two neighbored pipes). However, abreast pipes sometime may linked through the 

nanoscale wall between pipes to form subscale 2 dimensions planar default as small facets 

denoted by yellow arrows in Fig 8c. 

As shown previously (Fig.6 and 8), irreversible slip band not only take place on the surface but 

also at subsurface (with a minor density). The internal irreversible plastic deformations will 

potentially facilitate the fatigue crack initiation. Then it can conclude here that very high cycle 

fatigue crack initiate not only by extrusion and intrusion, but also due to irreversible slip bands in 

the subsurface. It starts from the irreversible slip bands in the surface, which induces stress 
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concentration and produces the occurrence of PSB in subsurface [13]. Then irreversible slip 

bands in the subsurface makes easier the fatigue crack initiation stage. Fatigue crack at 

subsurface at initiation stage is form by connecting subscale defaults, such as Micron Abreast 

Pipes in same slip plane, inharmonious of deformation at grain boundary or links between small 

facets of irreversible slip bands. 

 
Fig. 9.  Fatigue crack at initiation area relative to PSB in material 

Regarding fatigue propagation threshold and temperature elevation [14,15], it may estimate 

following mechanism of fatigue initiation in ferrite at VHCF regime. PSB occurs on specimen 

surface at beginning stage of VHCF test. With following loading cycles, more PSBs formed in 

surface and subsurface, evidently at location of initiation area. In means material volume in a 

small initiation area is damaged by PSB but not opened by a crack. PSBs and other multiplied 

dislocation lines make more volume at initiation area extended and weak to undertake the long 

range stress. Therefore pronouncedly stress concentration takes place in front of area extended. 

Consequently extended area grown to the edge of initiation area which correspond to the fatigue 

stress intensity factor threshold ∆Kth=E√b (Herzberg-Paris-McClintock law) [16]. By sufficient 

stress concentration, the initiation area opened suddenly and remained some area in initiation 

cracked without plastic deformation. As blue arrows in Fig 7, between two slip planes, crack at 

stairs shows no plastic deformation on surface. The temperature recording [14] of VHCF test has 

shown that the crack initiation stage occurs at the end of VHCF test (less than 1% of the total 

life). More than 99% of the total life is takes up by the micro-damage due to forming PSBs in 

surface and subsurface, especially initiation area. The first fatigue crack appears on the specimen 

surface, the entire crack initiation zone appears supervening by connecting all defaults in the 

bulk material with in short time at end of VHCF.  

4. Conclusions 

According to the results described above, the following conclusions may draw for ferrite material 

failed in VHCF: 
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1) Irreversible deformation (PSB) forms on the surface specimen at the  beginning stage of 

VHCF in plane stress condition  

2) Irreversible deformation can growth or multiplies independently at neighbor grains. After 10
9
 

cycles new irreversible deformation (localized plastic strain) per each loading cycle Δε/N is 

decreasing by increasing number of cycle. 

3) Irreversible deformation not only exists on the surface before crack but also in the subsurface 

volume. 

4) Irreversible plastic deformations at subsurface makes easier the fatigue crack initiation. 
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Abstract Besides “fish eye”, subsurface non-defect fatigue crack origin (SNDFCO) in the matrix is another 
fatigue crack origin observed during very high cycle fatigue (VHCF). This paper provides some discussion 
on the phenomena and damage mechanisms from the recent investigations using four metallic materials with 
different microstructures. The results show that the strains in these materials in the VHCF regime were 
highly localized, especially in the multi-phase materials, where the local maximum strain can be eight times 
higher than the average strain value in the specimen. This high strain localization can lead to a fatigue 
damage or fatigue crack initiation at grain boundaries or twin boundaries by impingement cracking. High 
strain localization causes dislocation accumulation of very small strain during each cyclic loading and 
consequently the formation of local “fine grain area” and also increases the local hardness of the material. 
This can cause quasi-cleavage crack origin, and finally the formation of SNDFCO. The results in this paper 
indicate that fatigue damage and crack initiation mechanisms in the VHCF regime can be different in 
different metals due to the mechanisms for local plasticity exhaustion.  
 
Keywords Very high cycle fatigue, Local plasticity exhaustion, Fatigue crack initiation, stainless steels  
 
1. Introduction 
 
Fatigue behaviors of metals in very high cycle fatigue (VHCF) regime have been widely 
investigated during the last decade [1-5]. It has been found that fatigue crack initiation in metals can 
shift from surface defects, subsurface defects and subsurface matrix with decreasing applied stress 
or increasing fatigue life [1, 4, 6]. Subsurface fatigue crack initiation has been mostly reported to 
start at subsurface defects such as inclusions, pores and microstructure inhomogeneity [4]. The 
surface treatments like shot peening, case hardening and surface nitriding can prevent the surface 
fatigue crack initiation, and cause a shift to a subsurface fatigue crack initiation at relatively higher 
stress amplitudes, and therefore improve the fatigue life or fatigue strength of the material [7]. 
Recently, another type of subsurface crack initiation, namely subsurface non-defect fatigue crack 
origin (SNDFCO), has been reported [6-8]. These crack origins were observed in the material 
fatigue tested for a very high fatigue life, and start in some phase or matrix of the material and are 
not associated with pre-existing defects.  
 
In very high cycle fatigue regime, the applied stresses or strains are sometime well below the bulk 
yield strength or in the elastic deformation regime. How a cyclic plastic deformation or damage can 
occur in such a situation is still not well known. Hydrogen has been considered as a source for the 
formation of fish eye of subsurface inclusion [9], but this cannot explain a subsurface matrix crack 
initiation or formation of SNDFCO. Other mechanism such as localized deformation by dislocation 
pileup or grain boundary imcompatibility has been proposed [6, 10]. These observations are 
however not enough to verify why SNDFCO has only been observed in some alloy systems. On the 
other hand, the mechanism for the shift of fatigue crack initiation from surface to subsurface is still 
not fully understood. Another phenomenon correlated to fatigue crack initiation in the VHCF 
regime is the formation of fine grains in the Fine Grain Area, FGA [11]. The reasons of the 
formation and the role of this FGA are not well explained either. In this investigation, fatigue crack 
initiation behavior and fatigue damage mechanism at a stress well below the bulk yield strength 
have been investigated in three metal materials with different microstructures using scanning 
electron microscopy, SEM, electron back scatter diffraction, EBSD and electron channel contrast 
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image, ECCI. The purposes are to get a better understanding of the mechanisms for sub-surface 
fatigue crack initiation in the matrix or formation of SNDFCO in the VHCF regime and the 
formation of FGA.  
 
2. Materials and Experimental  
2.1 Materials 
 
Four metal materials: one nickel base alloy (Alloy 690), one martenistic–austenitic steel (MAS), one 
martensitic-ferritic (or bainite) steel (MFS), and one titanium alloy (Ti6Al4V), were used in this 
investigation. Table 1 and 2 show their nominal chemical compositions and mechanical properties.  
 
Table 1:  Chemical compositions (wt%) and conventional tensile properties of the  materials used 

 
Alloy C Si Mn Cr Ni Ti Fe N Mo σYT (MPa) σUT  (MPa)

Alloy 690 0.018 0.30 0.27 29.6 58.85 0.26 10.51 0.026  305 582 
MAS 0.38 0.4 0.6 13.5     1.0 1468 1968 
MFS 0.23 0.25 0.65 1.3 2.7    0.25 986 1200 

 
Table 2:  Chemical composition (wt%) and conventional tensile property of titanium alloy 

 
Alloy C Al V N O H σYT (MPa) σUT  (MPa)

Ti 6Al4V 0,008 5.6 4.1 130ppm 940ppm 6ppm 876 952 
 
Fig. 1 shows the microstructures of these four materials. Alloy 690 is a single phase material. The 
others are two or multi-phase materials. For MAS and MFS materials, the microstructures are very 
fine as shown in the TEM images.  
 

     
 

(a) (b) 
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Fig. 1. Microstructures of the materials used for the fatigue tests. (a). Alloy 690, (b). Ti6Al4V, (c). 
Martensitic ferritic steel (MFS), (d). Martensitic austenitic steel (MAS).  
 
2.2 Experimental  
 
Two types of stress controlled fatigue tests have been carried out. One was performed using an 
Amsler machine with a frequency of about 140 Hz up to 5x108 cycles. Another test was performed 
using an ultrasonic (Piezo) fatigue testing machine with a frequency of 20 kHz up to 5x109 cycles. A 
round sample with a diameter up to 6mm was used. Pulsating tensile stresses with a stress ratio R=0.1 
were applied for both tests. 
 
The origins of fatigue crack initiation and fatigue pre-initiation damage (dislocation slip bands) were 
investigated using a JEOL 840 scanning electron microscope (SEM). In order to investigate the 
fatigue crack initiation mechanism and material damage process after the fatigue, the microstructures 
or damage in the samples after the VHCF testing were investigated using two scanning electron 
microscopy techniques: electron back scatter diffraction (EBSD) and electron channeling contrast 
image (ECCI). The EBSD technique was used to analyze the strain or stress localization or the 
influence of VHCF on the strain localization. Orientation maps were performed in a 6500 F JEOL 
field emission gun-scanning electron microscope (FEG-SEM) equipped with a TSL OIM EBSD 
system. EBSD maps were measured at 15 kV acceleration voltage and a working distance of 15mm. 
The ECCI technique has been recently proven as a powerful technique to image deformation damage 
and even dislocation structures steels by using a SEM [23]. ECCI observations were carried out in a 
Zeiss Crossbeam instrument (XB 1540, Carl Zeiss SMT AG, Germany) consisting of a Geminitype 
field emission gun (FEG) electron column and an focused ion beam (FIB) device (Orsay Physics). 
ECCI was performed at 10 kV acceleration voltage and a working distance of 5 mm, using a solid 
state 4-quadrant BSD detector. The microscope was run in the “high current” mode and an objective 
lens aperture of 120_m was used. 
 
3. Results and discussion 
3.1Fatigue life and crack initiation behavior  
 

(d) (c) 
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Fig. 2 shows the results of the fatigue tests for these four materials. The S-N curves use the applied 
stress amplitude versus number of cycles. Since these alloys have different strength, and therefore 
show different fatigue behaviors. Generally, the fatigue strength is related to the strength of the 
material.  
 

 

Fig. 2.  S-N curves for four materials tested up to very high cycle fatigue regimes. 
 

As expected, there is a shift of fatigue crack initiation from surface fatigue crack initiation (SFCO) to 
subsurface fatigue crack initiation (SDFCO) in all these four materials. With a further decease of 
stress or a longer fatigue life, however, fatigue crack initiation at subsurface matrix (SFDFCO) can be 
observed.  Four types of SNDFCO can be observed, which are shown in Fig. 3. The first type is a 
quasi-cleavage type of origin. They appear near the edge or inner of the sample (Fig. 3a). The second 
is that fatigue crack initiation at grain boundary or phase boundary, which becomes a rather small 
crack origin (Fig. 3b). The third is a facet type of origin, but small deformation slips on the fracture 
surface can be observed with a large magnification (small picture in Fig. 3c). The fourth is a small 
origin with lath type of microstructure. Rough surface can be observed. Usually, different alloys show 
different type of crack origins.  
 

    (a) (b) 
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Fig. 3. Fatigue crack initiation in high cycle or very high cycle regime, (a). Alloy 690, quasi-cleavage, 
σa=140MPa, Nf=1.61x108, (b). Ti6Al4V, grain boundary, σa=280MPa, Nf=3.0x107, (c). Martensitic 
ferritic steel (MFS), facet, σa=460MPa, Nf=1.2x106, (d). Martensitic austenitic steel (MAS), lath, 
σa=600MPa, Nf=3,2x108. 
 
3.2 Strain localization or plasticity exhaustion in very high cycle regime  
 
In order to study the material damage mechanism in the VHCF regime, a special specimen was 
prepared by polishing the SNDFCO or fish eye. The local strains were then measured and evaluated 
using the EBSP technique. The local strain of each individual grain could be mapped through the 
image analysis of all the grains [12]. Fig. 4 shows the relative strains (strain contouring) for the 
specimens within SNDFCO or fish eye from Alloy 690, Ti6Al4V and MFS materials. A common 
character for these three specimens is that strain is very concentrated or localized (red color in the 
figures). Table 2 shows a comparison of the maximum strain and the average strain in SNDFCO or 
the views observed. The maximum strain is much higher than the average values. For MFS material, 
the maximum strain can be eight times higher than the average value. This indicates that the strain 
under SNDFCO is highly localized in this material.  
 
 
 

(d) (c) 
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Figure 4. Strain contouring mappings obtained from EBSD analysis (a). Alloy 690 with Δσ=135 
MPa, N=5.45x108 cycles, (b). Alloy 690 with Δσ=140 MPa, N= N=2.77x108 cycles.  
 

Table 2. Maximum and average strain contouring from EBSD analysis of three materials 
  MFS Alloy 690 Ti6Al4V

Average  4,42 1,77 1,15 
Maximum 36,46 9,35 3,76 

 
MFS material, which has the highest strain localization (Table 2), has a hard martensitic phase and a 
soft ferritic phase. The soft phase could undertake cyclic plastic deformation at a stress even well 
below the bulk yield strength. This is because the applied stress can still be higher than the yield 
strength of the soft phase. The phase will thus undertake a cyclic plastic deformation, which can then 
cause a plasticity exhaustion and consequently formation of damage. SNDFCO is therefore formed 
for fatigue crack propagation. MAS material, which has a hard martensitic phase and a soft austenitic 
phase, has the similar situation. As known, strain localization can be related to accumulation of 
dislocations.  
 
3.2 “Fine grains” in fatigue crack initiation area  
 
Figure 5 shows the ECCI pictures under the fatigue crack initiation area (quasi-cleavage area) in Fig. 
3a. Two types of microstructures can be identified. One is the “no or less deformation” area where is 
near the sample surface and center. Another is the area where “smaller or fine grains” can be observed 
(Fig. 5a). Actually, the area has high plastic deformation (Fig. 5b). “fine grains” have formed in some 
areas, but large plastic deformation can still be seen in other areas. This indicates that the formation of 
“fine grains” is a cyclic plastic deformation process, or formation of dislocation subcells. The size of 
“fine grains” depends on the stress concentration in the area and number of cycles. This phenomenon 
can explain the formation of FGA in the VHCF material reported earlier [11]. High stress 
concentration around the inclusion after giga numbers of cyclic loading can cause local dislocation 
initiation and movement, which cause the formation of dislocation subcells, and consequently the 
formation of fine grains.  

(a) 

(b) 
Slip bands 
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Figure 5.  ECCI pictures show the microstructure under the fatigue crack initiation area in Fig. 3a, 
(a).  Overview, (b). Enlarged (a).   
 
In this “fine grain” area, high plastic deformation can be found (Fig. 6a). They are mainly appear near 
gran boundaries and twin boundaries. This may be attributed to dislocation pile-up as reported earlier 
[13].  Dislocation slip bands or eventually persistent slip bands (PSB) can be observed (Fig. 6b). 
They interact at grain boundaries and cause the formation of damage or micro crack due to 
impingement cracking. This observation shows that the fatigue crack initiation in the very high cycle 
fatigue regime can still compare with that in the low cycle fatigue regime [14].      
 

   
Figure 6 ECCI pictures show the microstructure under the fatigue crack initiation area in Fig. 3a, (a).  
Plastic deformation in the “fine grain, (b). Slip bands or PSB, interaction between slip band and grain 
boundaries.    
 
As known, grain boundary or twin boundary act always as barriers to stop the movement of 
dislocations carried by slip bands, which leads to the formation of dislocation piling-up. Figures 7 
shows that the twin boundary has blocked the movement of dislocations carried by slip bands, which 
cause the formation of damage at twin boundary due to the stress concentration by the piling-up of 
dislocations.  
 
  

“no deformation”

”fine grain” 

(a) (b) 

annealing twin 

slip band/PSB 

slip band 

Slip band 

damage 

slip band 

Grain 

boundary 
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Figure 7 ECCI pictures show the microstructure under the fatigue crack initiation area in Fig. 3a, 
Formation of damage at twin boundary by dislocation slipping bands in the annealing twin.   
 
The results discussed above are unexpected. High strain localization due to Schmid factor effect will 
cause an exhaustion of local plasticity of the material and dislocation slip band or persistent slip bands, 
and consequently formation of localized stress concentrations. This can lead to a fatigue damage or 
fatigue crack initiation at grain boundaries or twin boundaries by impingement cracking. High strain 
localization is the result of accumulation of very small strain during each cyclic loading in a much 
longer life or large number of cycles. This leads to the formation of local “fine grain area” and also 
increase the local hardness of the material, which can cause quasi-cleavage crack origin.  

 
4. Size of SNDFCO  
 
In this investigation, the formation of SNDFCO is treated as a crack propagation process. In the 
earlier work, the striations or ridges can be observed at the SNDFCO [6]. At small stress amplitudes, 
the striations can still be observed although the SNDFCO is facet (Fig. 3c). These striations are 
relatively small (50-100nm). The stress intensity factor ranges at the front of SNDFCO is evaluated 
using the following equation [15].  
 

areaK πσ max5,0=Δ          (1) 

 

In this study, area=L*b, where L is the maximum length of SNDFCO, and b is the shortest length of 
SNDFCO. This is a rather rough estimation since the actual SNDFCO is usually very irregular. Fig. 7 
shows the stress intensity factor range at the front of SNDFCO in the martensitic-ferritic steel after 
the pulsating fatigue test. Although the size of SNDFCO is different, the stress intensity factor ranges 
at the front of SNDFCO are comparable, and vary from 2,8MPa√m to 4MPa√m, which is in the range 
of the fatigue threshold values. For the martensitic-austenitic steel, the stress intensity factor range at 
the front of SNDFCO is between 3.17 to 3.33MPa√m, which can compare with those of the 

damage 

slip band 

slip band 
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martensitic-ferritic phase alloy. These results show that the crack propagation within the SNDFCO is 
controlled by the microstructure mechanics, and the crack propagation outside the SNDFCO is 
controlled by elastic-plastic or linear mechanics. SNDFCO size depends on transition of crack 
propagation from stage I to stage II. 
 

 
Figure 7. Stress intensity factor ranges at the front of SNDFCO in the martensite-ferritic steel.   
 
5. Concluding remarks 
 
In the VHCF regime, strain localization will occur in all these materials. This leads to local plasticity 
exhaustion the formation of local “fine grain area”. High strain localization causes dislocation 
accumulation of very small strain during each cyclic loading and consequently and also increases the 
local hardness of the material. This can cause quasi-cleavage crack origin, and finally the formation 
of SNDFCO. 
 
The formation of SNDFCO is controlled by the microstructure mechanics. SNDFCO size depends on 
transition of crack propagation from stage I to stage II. The crack propagation outside the SNDFCO is 
controlled by elastic-plastic or linear mechanics.  
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Abstract  A 2-D plane strain finite element simulation of rolling contact in wind turbine roller bearings is 
used to study very high cycle fatigue (VHCF). Focus is on fatigue in the inner ring, where the effect of 
residual stresses and hardness variation along the depth are accounted for. The purpose here is to ensure that 
VHCF failure does not initiate. For the purpose the Dang Van multiaxial fatigue criterion is applied, 
simulating the contact on the bearing raceway by substituting the roller with the Hertzian static pressure 
distribution. Contact without friction is assumed here and the material used for the simulation is taken to be 
an AISI 52100 bearing steel. Both an initially stress free bearing and different residual stress distributions are 
considered. An assumed residual stress distribution, equilibrated by an elastic step calculation, is 
subsequently subjected to the stresses caused by the contact with the roller. The effect of variable hardness 
along the depth is also studied, relating its values to the fatigue limit parameters for the material and it is 
found that its distribution can have a significant influence on the probability of failure for bearings subjected 
to VHCF loading. 
 
Keywords  High Cycle Fatigue, Wind turbine, Dang Van 
 

1. Introduction 
 
It has been seen [1,2] that one of the important reasons of corrective maintenance for a wind turbine 
is a failure due to rolling contact fatigue (RCF) in one of the bearings in the gear box [3]. Therefore, 
the interest on the reliability of gearboxes grew over the last years [4,5]. Though failure rates in  
electrical systems and other subassemblies in a wind turbine are in fact higher, or at least 
comparable with faults in the gearbox, recent studies [68] show that the downtime, in terms of 
hours lost per failure, is much higher for latter ones. This, rather than the failure rate, is therefore 
one of the main reasons for the industry's focus on these subsystems. 
In the gearbox, the bearings used are mostly roller bearings, due to the high loads involved. Even if 
the lubricant is kept clean and the bearing is properly lubricated, roller bearings sometimes 
experience rolling contact fatigue that appears as a crack starting below the surface of the inner race 
[9]. Once nucleated, this crack quickly propagates to the surface, resulting in particles of material 
flaking and leading to the failure of the bearing. Roller bearings for wind turbine applications 
operate in the fully elastic range and are subjected to a very high number of load cycles, with an 
expected life of 20 years [10]. However, practical experience show a high life scatter in these 
machinery elements, with failures that sometimes occur after a few years. The failure of these 
elements is thought to be due mainly to inhomogeneities and nonmetallic inclusions, that act as sites 
for crack nucleation under rolling contact fatigue. The cracks usually nucleate around inclusions, 
where the material experiences high stress concentration and typical butterfly defects are observed. 
The modelling in the present paper is focused on ensuring that the cyclic stress fields stay within 
limits so that very high cycle fatigue damage does not initiate. Several multiaxial fatigue models 
have been developed [1115], and some of them have been applied to RCF problems. The Dang 
Van criterion [16] and its further modifications has been widely used, over the last decades,  in 
automotive industry [17] and in rolling contact problems as railwails and bearings [18,19]. It seems 
that the Dang Van criterion is not sufficiently conservative for negative values of the hydrostatic 
stress, therefore a modified version has been recently proposed [20], predicting a less sensitive 
behavior with respect to this stress component. This paper also includes a study of the overall effect 
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of pre-existing residual stresses in the material, resulting from hardening process. Using the Dang 
Van criterion, different residual stresses and hardening distributions are studied, and results are 
compared. 

2. Problem formulation 
 
Part of the initial geometry of the inner ring of the roller bearing is illustrated in Fig. 1. The inner 
ring and the shaft have been considered as one body of external radius R=Rs+tk, where Rs is the 
shaft radius and tk is the thickness of the inner ring. This assumption is equivalent to neglecting 
contact stresses related to the mounting and any local stress concentrations at the interface between 
ring and the shaft. 
In order to reduce the computational time, only an angular sector of the solid, with angular width 
α=10°, has been modeled. Far away from the surface, the region analyzed is terminated by a 
circular arc boundary with radius r. Along the edges, the solid is free to slide in the radial direction, 
being constrained in the direction perpendicular to the edges. A cartesian coordinate system Oxyz is 
used, with the origin O in the center of curvature of R, the axis z pointing out of the paper, and the 
axes x and y, respectively, horizontally and vertically aligned. As a 2-D model is studied, no edge 
effects in the direction perpendicular to the plane of the model are accounted for. The pressure 
acting on the raceway and resulting from the contact with the roller, is evaluated according to 
classical Hertzian theory, and is considered identical in any plane parallel to xy: 

                             p x,y =p0 [1-(
x-xp

a
)2-(

y-yp

a
)2]0.5	                       (1) 

In Eq.(1), p0 is the maximum value of the pressure, xp and yp the coordinates of the center of the 
contact area, a the semi-width of the contact area under the roller and x and y the coordinates of a 
generic point on the surface in the contact area. The value of p0 is related to the force acting on the 
roller by the relation 

                                    p0= 
q






	                                  (2) 

where  is function of the Young moduli Ei and Poisson ratios i of the roller and the inner race, 
here assumed of the same material. The constant  is a pure function of the curvature radii and 
q=F/L is the force per unit length acting on the roller.  
A bearing with the inner ring thickness tk=19 mm, mounted on a shaft of Rs=200 mm, has been used 
in the simulations. Furthermore values of 70 mm and 20 mm, respectively, are assumed for the 
length and the radius of the roller. A load of 37 KN is considered pushing the roller against the inner 
race, resulting in a static Hertzian maximum pressure p0~1	GPa. The contact is assumed continuous 
without any vibrations effects. No friction or sliding are here accounted for. 
The pressure distribution, that simulates the contact, is assumed to move along the surface, in a 
region where the mesh is uniform. Far away from the zone affected by the contact stresses, instead,  
the elements are stretched, both in the radial and in the tangential direction, close to the edges.  
The material is considered isotropic, with Young modulus E=210 GPa and Poisson ratio =0.3. 
In terms of the displacement components ui on the reference base vectors the strain tensor is given 
by 

                                  εi,j=
1

2
(u

i,j
+uj,i)                               (3) 

where (),j denotes partial differentiation. The equilibrium equations, written in terms of the stress 
tensor σij and the strain tensor εij, are obtained by the use of the principle of virtual work: 
 

                              σijδεijV
dV= TiuiS

dS                          (4) 
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where V and S are the volume and surface of the region analyzed, and Ti are the specified surface 
tractions. 

 
                       (a)                             (b)  

Figure 1. (a) Geometry used to model the problem: r=100mm, Rs=200mm, tk=19	mm, α=10°. (b) A detail 

of the mesh used.  

 
2.1 The Dang Van criterion 
 
A brief introduction to the basis of the fatigue criterion used will be given (see further details in 
[16]). The Dang Van criterion is a stress based multiaxial fatigue criterion. It relates the variation of 
the stress state in a material point to a critical parameter, that should not be reached: 

                                    f [σij(t)]	≤	λ                               (5) 

The critical value λ is usually function of the fatigue limits in pure torsion, w, and the fatigue limit 
in pure bending, σw, and its choice is essential in a multiaxial criterion since it establishes which is 
the most important stress component that is assumed to have influence on the failure. The Dang Van 
criterion, in particular, can be formulated as: 
                                 max(t)+αDVσH(t) ≤  w                          (6) 

where 

                                   αDV= 3 (
w

σw
-

1

2
)                              (7) 

is a constant that depends on the material fatigue limits previously mentioned, σH(t) is the 
instantaneous hydrostatic component of the stress tensor and max(t) is the instantaneous value of the 
Tresca-like shear stress  

                                   max(t)= 
σI(t)-σIII(t)

2
                             (8) 

The stress deviator is obtained by the usual definition: 

                                  sij(t)=σij(t)- δijσH
(t)                            (9) 

Then a constant tensor, sij
m, is calculated by solving the minmax problem 
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                            sij
m=min

sij
*

maxt [(sij (t)-sij
*)(sij (t)-sij

*)]                    (10) 

and the shifted deviator tensor is defined as 

                                   sij(t)=σij(t)- sij
m                             (11) 

The principal values of the shifted tensor appear in Eq. (8). 
The problem in Eq. (10) is solved iteratively using a move limit approach : 

                      	sij
m=min

sij
*

maxt  [(sij (t)-sij
*)(sij (t)-sij

*)] =min
sij
*

[max
t

  ]             (12) 

with 

                                  = (t,  sij (t),  sij
*)                           (13) 

Choosing an arbitrarily starting value for sij
*, for example the average deviatoric stress tensor in the 

stress history for that material point, then for every iteration we identify the maximum value of . 
Let tm be the time step at which max  happen, then the value of sij

* 	is updated  

                                     sij
*=sij

*+	dsij
*                              (14) 

with  
                                  dsij

*=  (sij (tm)-sij
*)                           (15) 

which can be interpreted as a modified steepest descend method. If at one step  increases,  is 
reduced to 0.25 . The iteration is stopped if the norm of the difference between s∗  at the current 
iteration step k and at the previous step falls into a tolerance range: 

                                  sij
*]k-sij

*]k-1 ≤	εtoll                           (16) 

Although a superimposed hydrostatic tension has an effect on the fatigue life in normal cyclic 
loading [21], several studies [11] have shown that a superimposed mean static torsion has no effect 
on the fatigue limit of metals subjected to cyclic torsion. The independency of the mean shear stress 
is correctly predicted through the minimization process in Eq. (10), see also [20]. The Dang Van 
criterion could also be used with  t  representing the maximum shear stress at every point of 
the stress history. Then, one would not account for the experimental observation that in cyclic 
torsion fatigue failure is independent of the mean shear stress, and this would usually result in lower 
permitted stress levels. 
The Dang Van proposal is equivalent to request, in the σH(t) - max(t)  plane, that all the 
representative points of the stress state, fall below the line intersecting the max(t) axis in w with 
a negative slope of α: if all of the points fulfill this requirement, the criterion predicts a safe life for 
the component (see Fig. 2). 
The original Dang Van safe locus predicts a detrimental effect of tensile hydrostatic stress while an 
over-optimistic positive effect is expected from compressive values. The negative effect of tensile 
mean stress is well known in literature from classic Haigh diagrams, that also show a flat response 
for negative stress ratios [22, 23]. For this reason it is not too conservative to choose a different safe 
locus in the Dang Van plane to be in agreement with this response, for example a bilinear limit 
curve, as proposed recently in [20]. The safe locus could be therefore identified in two segments, 
one with a null slope and the other one with a negative slope equal to α (Fig. 2). For σH(t)≥σA the 
safe region is identical to the original Dang Van region, while for smaller values of σA, the cut-off 
with the flat curve replaces the Dang Van limit curve by a curve more on the safe side. Values of 
σA =σw/3	and of A=σw/2 have been proposed in [20], on the basis of experimental results obtained 
on high-strength steel smooth specimens. However, it is possible to choose a different set of values 
for (σA,	A), though here the same choice has been made. If the ratio of the fatigue limits, σw/w, 
was equal to 0.5, the value αDV in Eq. (6) would be zero, which is far from reality, as steels usually 
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show ratios between 0.57 and 0.8 [21]. Anyway, it is always possible to assume different values of 
σA, more or less conservative than the cut off shown in Fig 2. 
In the following sections, both the original safe locus and a new one with the mentioned cut-off will 
be used, and results will be compared. For w a value of 360 MPa has been imposed [24] and a 
ratio σw/w=√3. With this assumption the value of the constant αDV used in the calculations is 
approximately 0.23205. 

 
Figure 2. The Dang Van safe locus: the dashed line represents the alternative limit curve, for σH(t)<σA, here 

assumed equal to σw/3, as proposed in [20]. 

 
For a material point subjected, at time t, to σH(t) and max(t), the ratio between max(t) and the 
corresponding limit value for that σH(t) is here used to define the damage factor n(t). Points on the 
limit curve, then, result in a unit damage factor; points inside the safe region have damage factor 
smaller than one. As previously mentioned, two different safe loci are here used: one with a linear 
limit curve and another one with a bilinear limit curve. Consequently, a damage factor is here 
defined as 

                                  n(t)=	 max(t)

w-αDV σH(t)
                              (17) 

if referred to the original Dang Van's safety region or 

                          

n t =

max(t)

w-αDV σH(t)
      								if &σH>σA

max(t)

A
                  &if	σH≤σA  

   																																												  (18) 

when the bilinear limit curve is used. As mentioned above, σA and A are chosen equal to σw/3 
and σw/2, respectively. 

3. Results and discussion 
 
The Dang Van criterion has been applied to the rolling contact problem and for the geometry 
described in section 2. The load history has been divided in an adequate number of steps and, for 
each time step, the value of the damage factor n(t) has been calculated, both with the original Dang 
Van limit curve and with the modified one. The maximum value in time 

                                   n= maxt n(t)                                (19) 

is then chosen, as representative for that material point. If this n<1, the prediction is that initiation 
of fatigue failure will not occur in the material point. The representative points corresponding to the 
max value of the damage factor are plotted, in Fig. 3, in the Dang Van region, for all the integration 
points in the region analyzed. 
In Fig. 4 the maximum values of this factor n are plotted against the distance from the surface. 
Both safe regions, as described before, are used. As we can see, n reaches the highest value in a 
sub-surface region, about 0.20 mm below the surface : this is consistent with literature, where a lot 
of sub-surface initiated failures in bearings for windmill applications are reported. 
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Figure 3. The Dang Van criterion: in order that the failure does not occur, all the representative points should 

be inside the safe region delimited by the limit curves. In this figure, and for the problem considered, only 

the representative points corresponding to max value of the damage factor are plotted for all the integration 

points in the region analyzed. 

 
Figure 4. Damage factor versus distance from surface (a) and versus distance from surface  non 
dimensionalized by the half contact width (b). 
  

3.1 Hardness variation 
 
The relationships between fatigue strength, the hardness and the ultimate tensile strength are used, 
in this section, to study the influence of the hardness variation in the inner ring. 
Since fatigue crack initiation is mainly caused by slip within grains, the yield stress, in the past, has 
been thought to have the strongest correlation with the fatigue limit. However Murakami [25] has 
found better correlations between tensile strength, hardness and fatigue limits. 
In order to correlate the hardness to the fatigue limit, w, this limit has first been related to σUTS 
through an approximate expression proposed in [26] for low-alloy steels: 

                                w=σw/√3≈ 0.274	σUTS	                     (20) 

Denoting the Brinell hardness by HB and using an approximate relationship found in [27] 

                               σUTS=0.0012 HB2+3.3 HB	                       (21) 

an approximate final relation between w and HB can be written as 

                              w=0.274 (0.0012 HB2+3.3 HB)                    (22) 

In the following we assume that the fatigue limit w is given by the Eq. (22). If another expression 
w(HB) applies for a material, this will not in principle change the procedure. In fact, all we need is 
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the value of w in each material point of the solid analyzed. 
Different hardness distributions along the depth have been studied here. Thus the value of w 
corresponding to the value of the hardness at that depth has been imposed in the material for each 
Gauss integration point. 
The different hardness distributions imposed in the subsurface region of inner ring and the 
correspondent w distributions are shown in Fig. 5 (a)(d). At distances greater than 1 mm from 
the surface, HB, for distributions (a) and (b), are taken to be constant, at a value such that the 
related fatigue limit, w=w(HB), is approximately 360 MPa. This assumption is equivalent to 
considering how the effect of a surface hardening process would benefit the fatigue response of the 
bearing. Results show that the values of the damage factor n and the depth at which the maximum 
n is reached, are strongly dependent on the particular distribution of hardness imposed (Fig. 6). 

 
Figure 5. Hardness distributions ((a)-(b)) and correspondent values of w ((c)-(d)) in the first millimeter of 

depth . 

 
Figure 6. Damage factor versus distance from surface. In (a) the original Dang Vang safe locus has been 
used, while in (b) the bilinear limit curve, as described in section 2.1. The different distributions are referred 
to Fig. 5.  
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For all the cases analyzed, the peak of the n-curve shifts away from the surface of the inner ring and, 
for cases shown in Figs. 5a and 5b, the peak values of n are smaller than the correspondent peaks 
for a material with uniform hardness. In other words, the rings with extra surface hardening have 
higher safety against fatigue failure. 
 
3.2 Residual stresses 
 
In order to analyze the influence of pre-existing stresses in the bearing, two different residual stress 
distributions have been considered. The bearing with the assumed residual stress distribution, 
equilibrated by an elastic step calculation, is subsequently subjected to the stresses caused by the 
contact with the roller. The results obtained with the Dang Van criterion are then compared with the 
results obtained in the bearing free of residual stresses. 

 
Figure 7. Convention used for the principal stresses in the polar coordinate system. 
 
In Fig. 7 the convention used to name the residual stresses is clarified, while, in Figs. 8a and 8b, the 
residual stress distributions, in terms of principal stresses, are plotted versus the distance from the 
surface. Far away from the surface, the residual stresses are assumed to be constant and near zero. 
The results for the two different safe loci (Fig. 2) are shown in Fig. 9. The pre-existing stress states 
in the inner ring, in the case of the modified safe locus, have little effect, neither positive nor 
negative (Fig. 9a). The residual stresses, in fact, result in a simple shift along the σH axis in the 
Dang Van region (Fig. 2) but this does not change the distance from the limit curve since all the 
most critical material points are subjected to values of σH smaller than σA and therefore they are 
in the region where the limit value for max is constant and equal to A. If the original limit curve 
is used, instead, the residual stress distribution (a) from Fig. 8 results in a reduction of the 
maximum damage factor for the compressive residual stresses, but an increase of the maximum 
damage factor for tensile residual stresses (Fig. 9b). 
 

 
Figure 8. Residual stresses assumed in terms of principal stresses. Distribution (b) is obtained by multiplying 
(a) by -1. 
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                     (a)                                        (b) 
Figure 9. Damage factor versus distance from surface for bilinear (a) and original limit curve (b).  

4. Conclusions 
 
The Dang Van criterion has been applied to a roller bearing for windmill applications and the 
influence of hardness variations and different residual stresses has been studied. Results have shown 
that, according to the Dang Van criterion, the highest damage factor is reached below the surface, 
regardless the safe locus used. This suggests that failure is most likely to initiate in the material a 
little below the surface, which is consistent with literature that reports subsurface failures of roller 
bearings for wind turbine applications. 
The effect of increased hardness, in a thin layer close to the surface, has also been studied, relating 
the hardness to the fatigue strength of the material. The particular hardness distribution induced is 
seen to be important in evaluating the safety against fatigue for the bearing. Assuming that a higher 
fatigue strength corresponds to a higher Brinell hardness, the results indicate that a hardening 
surface treatment will be beneficial in terms of fatigue damage. However, surface hardening is not 
really possible for AISI 52100 bearing steel, though some recent work [28] seems to indicate an 
improvement of fatigue strength, for these steels, by induction heating and repeated quenching. It 
may be noted also that some steels show a maximum for the curve w HB , which would limit the 
applicability of Eq. (22). In fact, Eq.(22) is valid only for smaller values of hardness. 
Bearings with different residual stress distributions have also been studied and calculations carried 
out show, for the Dang Van criterion, a positive effect of compressive residual stresses in the 
subsurface region according to the original safe locus. No influence of residual stresses has been 
found with the use of the modified safe locus and for the load case analyzed. 
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Abstract  A type of high strength steel was tempered at 150℃, 180℃, and 300℃ to form three groups of 
specimens, and rotating bending fatigue tests were performed to investigate the effects of microstructure on 
the behavior of very-high-cycle fatigue (VHCF) crack initiation. With the increase of tempering temperature, 
S-N curves for the three specimen groups show a tendency of increasing life scatter and the threshold value 
of VHCF crack initiation ΔKFGA decreases. For 150℃ tempered specimens, grain boundary initiation is 
dominant for fatigue crack initiation while inclusion initiation is dominant for the other two groups. Effects 
of inclusion and retained austenite on fatigue crack initiation are discussed, and reliability analysis based on 
Tanaka-Mura model is carried out to characterize VHCF life scatter. 
 
Keywords  Very-high-cycle fatigue, FGA, life scatter, inclusion 
 
1. Introduction 

 
It is well known that S-N curve of ferrous materials tends to a limit between 106 and 107 

cycles of loading. This fatigue limit was true until the fatigue failure beyond 107 cycles was first 
reported in 1980s [1]. Afterwards various types of materials [2] were confirmed to failure after 107 
loading cycles which was named as very-high-cycle fatigue (VHCF) [3]. S-N curves for high 
strength steels including VHCF regime often presents a step-wise tendency (duplex S-N curves [4]), 
and it provides a challenge for safety design of industrial structures or components. Especially for 
aircrafts, automobiles, ship, railways which need to enduring long period of cyclic loading up to 
1010 cycles, there is an urgent necessity to clarify the behavior and mechanism of VHCF failures. 

In low cycle fatigue (LCF) and high cycle fatigue (HCF) regime, fatigue cracks often originate 
from defects at the specimen surface, and fatigue crack propagation is dominant in fatigue failure. 
When stress is below the conventional fatigue limit, these defects may become non-propagating 
cracks [5], and the interior defects such as non-metallic inclusions acting as stress raisers become 
fatigue crack origin in VHCF regime [6]. Sometimes the prior austenite grains boundary could also 
be a crack origin for high-carbon chromium steel under low tempering temperature [7]. Meanwhile 
fatigue crack initiation is dominated for HCF and VHCF, and first few microstructure barriers 
control fatigue limit and scatter of lifetime. However, fatigue cracks grow in elastic-plastic field 
with less microstructure influence for LCF [8]. Studies on VHCF mechanism have shown that the 
great role of microstructures influence on interior fatigue crack initiation as the fine granular area 
(FGA [4]) presents. The influencing factors include spherical carbide [9], hydrogen [10], inclusion 
size [11], chemical compositions of inclusion [12]. The portions of life attributed to subsurface 
crack initiation in FGA are beyond 90% [13], thus all these microstructures which can influence the 
formation of FGA are reasonable for life scatters of VHCF.  

Primary inclusions are often dominant sites of fatigue crack formation and early growth in high 
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strength steels, powder metallurgy alloys, and casting alloys. Transition from surface-dominated 
fatigue processes to subsurface failure initiation is often observed in these systems in moving from 
the LCF to the VHCF regime. Competition between near surface and bulk inclusions is said to be 
key to this failure mode transition, and introduces the large scatter of S-N curves [8]. Many studies 
on fatigue crack propagation have shown that fatigue crack growth behavior near threshold differs 
with the change of tempering temperature [14; 15; 16], i.e. the threshold value of crack growth ΔKth 
varied with different heat treatment conditions.  

In this paper, a type of high strength steel was tempered at 150℃, 180℃, and 300℃, to obtain 
three groups of specimens, and rotary bending fatigue tests were performed with them to investigate 
the influence of tempering temperature on S-N curve scatter properties from LCF regime to VHCF 
regime. And effects of microstructure on fatigue crack initiation and growth are discussed. 
 
2. Experimental procedure 
 

The test material in the present investigation is a high carbon chromium bearing steels with 
main chemical compositions (wt. %) of: 1.06 C, 1.04 Cr, 0.88 Mn, 0.34 Si, 0.027 P, and 0.005 S (Fe 
balance). From the spheroidizing annealed material, specimens were machined into hourglass shape 
providing a certain amount of finishing allowance. The specimens were heated at 845℃ for 2 hours 
in vacuum, then oil-quenched and tempered for 2 hours in vacuum at 150℃, 180℃ and 300℃. 
Such heat-treated specimens are of the microstructure with tempered martensite, retained austenite, 
and carbides, and the volume fractions of retained austenite are about 15%, 8% and 0 for 150℃, 
180℃, and 300℃ tempered specimens respectively by means of X-ray diffraction (Fig. 1). 
Mechanical properties of three groups of specimens are shown in Table 1. 

 

 
Fig. 1. The content of retained austenite for the specimens tempered at 150℃, 180℃ and 300℃ by 

means of X-ray diffraction. 
 
The three specimen groups are denoted as RL150, RL180, and RL300 and their mechanical 

properties are shown in Table 1. 
 

Retained  
austenite 

150℃ 180℃ 

300℃ 
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Table 1. Mechanical properties of three groups of specimens 
Specimens 

group 
Tempering Temp.

(℃) 
Micro-Hardness Hv

(kgf/mm2) 
Tensile Stress 

σb 
RL150 150 808 2163 
RL180 180 753 1849 
RL300 300 666 1690 

 
Rotary bending tests were performed by using a “Giga-Quad” machine at room temperature 

with the frequency of 52.5 Hz and the stress ratio of -1. After the fatigue testing, the fracture 
surfaces of all fractured specimens were observed using a field-emission type scanning electron 
microscope (SEM). The geometries of specimens are shown in Fig. 2. The round notch surface was 
ground by the grade 400, 800, 1500 and 2000 abrasive papers and polished to a smooth finish.  

 

 
Fig. 2. Schematic drawing of the specimens (dimensions in mm). 

 
3. S-N curves 

 
Fig. 3 shows S-N curves of RL150, RL180, and RL300. It is seen that the shape of the S-N 

curve differed from each other for the three groups. For RL150, the S-N data almost locate at a 
straight line as the black line shows. The shape of S-N curves of RL180 presents a duplex stepwise 
tendency as one of the VHCF specific characteristics for metallic materials [4]. The S-N data 
scattered around two independent lines for RL300, resulting the uncertainty of fatigue life at a given 
stress level. For example, fatigue failures occurred at 104, 106, 107, 108 cycles when the maximum 
stress was about 700MPa. Meanwhile the increasing tendency of S-N curve as the decreasing of 
stress in VHCF regime is more obvious for RL300. The changes of the shape of S-N curves at 
different tempered temperature lead to a distinguishing scatter properties for the three groups of 
specimens. Comparing these S-N curves in Fig. 3, we can see an increasing tendency of life scatter 
as the tempering temperature increases from 150℃, 180℃ to 300℃. 
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Fig. 3. S-N curves of 150℃, 180℃, and 300℃ tempered specimens under rotary bending loading. 
(Sur.: surface initiation, Int.: interior initiation) 
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4. Fracture surface observation 
 
4.1 Characters of fracture surface 

Fig. 4 shows the diminishing of the inter/trans granular zone in the fracture surface with the 
increase of the tempering temperature. The rough surface zone of region A outside of the fisheye 
(Fig. 4d) is considered as inter/trans granular zone by Zhao et al. [7]. Region A is clearly seen in the 
fracture surface of RL150 (Fig. 4a), while this zone diminishes gradually with the increase of the 
tempering temperature as Fig. 4b and Fig. 4c show. Under cyclic loading, materials with high 
brittleness is lack of sufficient number of independent slip systems to accommodate plastic 
deformation between contiguous grain leading to grain boundaries crack. Elevating of the 
tempering temperature can reduce its brittleness resulting the diminishing of inter granular fracture 
surface. This phenomenon also verifies the change of the microstructure with different heat 
treatments.  

 

 
Fig. 4. Diminishing of the inter/trans granular zone with the increase of the tempering temperature: 
(a) RL150, (b) RL180, (c) RL300, and (d) Schematic drawing of the fracture surface (A denotes the 

inter/trans granular zone, and B denotes the fast growth zone). 
 

4.2 Fatigue crack initiation 
Fig. 5 shows the typical morphology of the fatigue crack origin for surface and interior 

initiation. For RL150, fatigue crack tends to initiate from the grains boundaries for VHCF as shown 
in Fig. 5a and Fig. 5b. Sometimes FGA was observed when the VHCF crack initiated from interior 
grains boundaries (Fig. 5b), and the proportion of grain boundary initiation is up to 88%. For 
RL180 and RL300, almost all VHCF failures originate from interior inclusions with a fisheye 
pattern as Fig. 5c shows. Fig. 5d shows an example of non-propagating cracks for surface inclusion. 
The size and the stress intensity factor (SIF) range are 29 μm and 3.65 MPa⋅m1/2 for the subsurface 
inclusion, while they are 11 μm and 3.28 MPa⋅m1/2 for the smaller one at the specimen surface. SIFs 
for both the two inclusion fall below the threshold value (5.0 MPa⋅m1/2) for this heat treatment, and 
fatigue crack originates from the subsurface inclusion with higher SIF which indicates that SIF is an 

(b) 

(c) (d) 

(a) 
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key factor influencing fatigue crack initiation between surface inclusion and interior inclusion. 
 

  
Fig. 5. Typical examples of fracture surface morphology for fatigue crack initiation. (a) interior 

grains boundary initiation for RL150, (b) interior grains boundary initiation with FGA for VHCF of 
RL150, (c) fisheye pattern with FGA for VHCF of RL180, and (d) competition between surface 

inclusion initiation and interior inclusion initiation. 
 

Effects of microstructures on VHCF crack initiation are shown in Table 2. On one hand, VHCF 
crack tends to originate from interior grain boundary at low tempering temperature for RL150, 
while interior inclusion is prone to be the crack origin when the tempering temperature is up to 
180℃ and 300℃. On the other hand, values of stress intensity factor of FGA: ΔKFGA fluctuate 
around a constant for each of specimen group. ΔKFGA reaches its highest value for RL180, and the 
lowest value for RL300. Retained austenite content is responsible for the change of ΔKFGA, for the 
threshold value of crack growth ΔKth varies with the volume fraction of retained austenite[14].  

 
Table 2. Statistical Comparison of VHCF crack initiation for the three specimen groups 

ΔKFGA  (MPa*m0.5) ΔKInc  (MPa*m0.5) 
 Inclusion 

Grain 
boundary Mean value Standard deviation Mean value Standard deviation 

RL150 11% (1/9) 89% (8/9) 5.29 0.1 2.54 0.28 
RL180 100% (9/9) 0 (0/9) 5.52 0.58 4.27 0.39 
RL300 73% (8/11) 27% (3/11) 4.31 0.36 3.83 0.51 

 
5. Microstructure sensitivity analysis 
 

As we know, FGA consumes more than 90 percent of VHCF life[13], thus it is reasonable to 
take the fatigue life of FGA formation as the whole fatigue life. Based on the conclusion that FGA 
is finished when the plastic zone size rp of the microcrack exceeds the low boundary width lm of the 
martensite[17], this paper considers that the martensite is the key factor for the FGA formation for 

 100μm
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high strength steel. During the formation of FGA, localized and irreversible plastic flows are 
blocked within the twin martensite, and fatigue crack occur with the fracture of martensite when the 
accumulated energy reaches the critical value. We assume that the dislocations are piled up along 
the slip band in the martensite, and introduce the influence of the strength of the material and the 
law of FGA formation on the VHCF crack initiation life, thus we have the modified Tanaka-Mura 
model for life prediction of FGA: 

( )2 2
,/ =FGA m b FGA netN l G C areaπ τ κ σ⋅ − ⋅ ⋅                      (1) 

Where lm is the width of martensite, σb is tensile strength of the material, areaFGA,net is the area 
of FGA minus the area of inclusion, and C is a correction coefficient which shows the relationship 
between the strength of the martensite and tensile stress of material. Other parameters are same as 
Tanaka-Mura model[18]. With Von Misses yield criteria, Eq. [1] can be expressed as: 

( )

2

2 2 42

9 16=
2 -

b FGA
FGA Inc

m D

CG KN area
l

σ
π σπ σ σ

⎛ ⎞Δ
−⎜ ⎟

⎝ ⎠
                   (2) 

In Eq. [2], σD is the fatigue limit. With Eq. [2], sampling-based sensitivity measures are performed 
with direct Monte-Carlo simulation[19; 20]. The bulk shear modulus G, correction coefficient C, 
martensite width lm and fatigue limit σD are assumed to be deterministic variables with values of 
79 GPa, 1, 575 nm and 600MPa respectively. local stress σ, ΔKFGA, and inclusion size Incarea  are 
assumed to be random variables. The stress is normally distributed with a mean value of 750 MPa 
and a COV of 0.03. ΔKFGA is a normal distribution with a mean value of 5.5 MPam0.5 and a COV 
of 0.03. Inclusion size is Gumbel distributed with a mean value of 30 μm and a COV of 0.4.  

The calculated results of sensitivity measures are shown in Fig. 6. Both sensitivity of mean 
value Sμ and sensitivity of standard deviation Sσ are dimensionless and appropriate for variable 
ranking, and they are defined as[21]:  

ii

ff PP
S

i σμμ /
/

∂
∂

= ,    
ii

ff PP
S

i σσσ /
/

∂

∂
=                         (3) 

Pf , μi and σi are respectively the probability of failure, mean value and standard deviation of a 
variable Xi.  

 

Fig. 6. (a) sensitivity of mean value ( Sμ ); (b) sensitivity of standard deviation ( Sσ ). 
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It is seen that fatigue failure being most sensitive to mean value of stress and standard 
deviation of ΔKFGA by comparing the absolute value of Sμ and Sσ between these variables. 
Influence of mean value for the three variables does not appear to be much different from each 
other with the most sensitive variable of stress as shown in Fig. 6a. Mean value sensitivity of 
ΔKFGA is close to that of inclusion size. Although inclusion size has an effect on life scatter by 
three orders when the stress is given[22], VHCF life with FGA has a much lower sensitivity of 
inclusion size under rotating bending as the stress gradient along the radius direction. Fig. 6b gives 
the sensitivity of standard deviation. As the probability of fatigue failure increased, standard 
deviation of stress and inclusion size have an decreasing influence on fatigue failure, while 
standard deviation sensitivity of ΔKFGA is much higher than that of stress and inclusion size. For 
interior inclusion initiation, fatigue failure becomes more sensitive on ΔKFGA deviation when the 
its mean value is obviously lower as the largest life scatter as RL300 shows. 

 
6. Conclusions 
 

A high carbon chrome steel was tempered at 150℃, 180℃, and 300℃, and VHCF test was 
performed with them. S-N curves show an increasing tendency of life scatter with the increasing of 
tempering temperature. In VHCF regime, interior inclusion initiation was dominant for RL180 and 
RL300 while interior grain boundary initiation was dominant for RL150 which has the highest 
volume fraction of retained austenite. FGA was observed in VHCF specimens, and ΔKFGA is 
obviously lower for 300℃ with a large deviation of ΔKInc. A modified Tanaka-Mura model was 
proposed for the mechanism of FGA formation, and sensitivity measurements were carried out for 
microstructure variables ranking. 
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Abstract   
The DISFAT project is a ongoing French project financially supported by the French National Agency ANR. 
It aims at a deeper understanding of mechanisms leading to crack initiation in ductile metals in Very High 
Cycle Fatigue (VHCF). The VHCF regime is associated with stress amplitudes lower than the conventional 
fatigue limit and numbers of cycles higher than 109. Tests were conducted using an ultrasonic technique at 
loading frequency of 20 kHz. The mechanisms leading to crack initiation express via slip bands at the 
specimen surface and self-heating due to intrinsic dissipation. Thermal maps were used to estimate the mean 
dissipation and its change with number of cycles and stress amplitudes in case of pure copper polycrystals. 
At the same time, the surface relief changes due to plasticity were characterized using optical and scanning 
electronic microscopes. A good correlation was found between slip band initiation and dissipation. 
Dissipation and slip band amount always increased over the number of cycles. At very small stress 
amplitudes, no slip band appeared up to 108 cycles but the material was found to dissipate energy. These 
results reveal that the material never reached a steady state. Therefore it could break at higher number of 
cycles. 
 
Keywords  copper, self-heating, slip bands, IR thermography, ultrasonic fatigue 
 
1. Introduction 
 
Nowadays there is a growing demand for the development of fast and robust fatigue life prediction 
methods in the very high cycle fatigue (VHCF) domain. The VHCF regime is associated with stress 
amplitudes lower than the conventional fatigue limit and as a result, numbers of cycles higher than 
109. Some mechanical components, such as pistons, rotating axes, have been designed previously 
using fatigue resistance data at lower numbers of cycles (<107 cycles ; the regime of High Cycle 
Fatigue, HCF) whereas they must endure oscillating loads for a number of cycles higher than >109 
cycles and finally fail [1]. These requirements motivate the need to understand the fundamental 
mechanisms of fatigue in the VHCF regime, correspondingly, to explore novel methods for the 
characterization of fatigue behavior at these very long lifetimes. The DISFAT project is an ongoing 
French project financially supported by the French National Agency ANR. It aims at a deeper 
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understanding of mechanisms leading to crack initiation in metals and alloys in VHCF. Our strategy 
is first to analyze the response of metals and alloys having “simple” microstructure and deformation 
mechanisms but also controlled initial states, with special attention paid to the surfaces. From the 
existing knowledge of cyclic deformation mechanisms (High Cycle Fatigue range), we choose to 
study face-centered (fcc) and body centered (bcc) cubic metals and the role of two intrinsic 
properties of solid crystals: the tendency to wavy or planar slip and the lattice friction resistance. 
Second, the VHCF range is reached using ultrasonic fatigue machines. The working frequency is 20 
kHz. The use of higher loading frequencies than conventional frequencies (~ 30 Hz) brings 
advantages (1) to reach the VHCF regime within a reasonable time and (2) to increase the dissipated 
power (energy per unit of time) and thus to generate temperature variations which can be detect 
with the current thermal measurement devices. Thus, the aim is to correlate surface dissipation 
field, surface relief changes due to the appearance of slip bands and plastic deformation 
mechanisms. 
 
The project brings together four academic partners with complementary fields of expertise and 
equipments (PIMM – Arts et Métiers ParisTech, LEME - Université Paris X, LMGC - Université 
Montpellier II, LSPM – UPR CNRS). A technical center (CETIM Senlis) is also associated to 
transfer the results of this fundamental work to industrial applications. Most of participating 
researchers have worked in the HCF fatigue field and Professors Bathias and Mughrabi who 
contributed to the project provided pioneering and well-known works in the VHCF range. In this 
paper, we focus on results got for pure copper polycrystals. First, we explain our experimental 
procedure. Then, we introduce the calorimetric analysis. Finally, some results are presented in order 
to illustrate our methodology. 
 
2. Experimental procedure 
 
2.1. Materials and specimens 
 
From the existing knowledge of cyclic deformation mechanisms [2-3], we choose to study the role 
of two intrinsic properties of solid crystals: the tendency to wavy or planar slip and the lattice 
friction resistance. In this project, we propose to study two classes of ductile single-phase metals 
with fcc and bcc structures. In both classes, we used a quasi-pure metal and alloys in order to 
change the ability to cross slip. Concerning bcc metals, low Fe-C, such as Armco iron, were used. 
Concerning fcc metals, pure copper and Cu-Zn (α-brass) alloys are good candidates. While pure Cu 
is known to deform with wavy slip, α-brass Cu-Zn displays planar slip [4-5]. Here, we only present 
results obtained on commercial polycrystalline copper CuOF 99.95% and α-brass Cu-15wt%Zn 
supplied by Griset Company.  
 
In order to facilitate surface observation, a new hourglass shaped specimen with flat faces was 
designed (Fig. 1). The specimen dimensions were determined so that all the parts, such as 
transmission and amplification pieces, vibrate at a resonance frequency of 20 kHz in 
tension-compression [6-7]. After mechanical and electrolytic polishing, the specimen surfaces were 
mirror finished without any residual stresses. The stress distribution along the specimen axis 
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(calculated numerically) is presented in Fig. 1. The stress is concentrated in the middle of the gauge 
part of the specimen and reduced toward the specimen ends. This geometry allows to systematically 
study the material response at all desired stress amplitudes with one single specimen. 
 

 
 

Figure 1. Ultrasonic fatigue plate specimen and distribution of stress along the specimen axis 
 
2.2. Fatigue tests 
 
The experimental setup involves the mechanical testing machine shown in Fig. 2. It essentially 
involves 3 components [1]: 

• a piezoelectric system that transforms an electrical signal into a displacement 
• an ultrasonic horn which amplifies this displacement (usually 3 to 9 times) 
• a specimen screwed on the horn and free of stress at its bottom extremity. 

 
This dynamic loading system is designed, assuming an elastic behaviour, in order to have a 
longitudinal vibration mode at a frequency of around 20 kHz. In order to obtain the relation 
between the displacement on the horn edge and the input electrical signal, the testing machine is 
calibrated with a laser extensometer.  
 
During fatigue tests, an infrared camera (512x640 pixels) monitors the temperature field on the 
specimen surface. A pixel calibration is performed before each new test. The specimen surface is 
painted in matte black to have a uniform surface emissivity close to 1. Spatial resolution is about 
0.1 mm/pixel. From the temperature measurements, the intrinsic dissipation was determined using a 
1D heat diffusion model (see the following section). 
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Figure 2. Scheme of the piezoelectric machine 

 

3. Calorimetric analysis 
 
3.1. Model of heat diffusion 
 
A numerical model was built to estimate the evolution of intrinsic dissipation from temperature 
measurement fields during the fatigue test. We focused on the longitudinal distribution of heat 
sources within the specimen gauge part. A 1D calorimetric analysis has been justified assuming in a 
first approximation a uniaxial tension-compression stress state. From the heat equation:  

 sTkTC =∆−
•

ρ  (1) 

where T is the temperature, ρ the mass density; C the heat capacity; k the thermal conduction 
coefficient. s(x,y,z,t) symbolizes the volume of heat source. Following Boulanger’s hypotheses [8], 
the 1D diffusion equation for a non-constant cross-section can be written as [9]:      
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with θ = T – T° is the temperature change, T° is the room temperature and D1τ  is a time constant 

term which characterizes the heat losses through lateral surfaces of the specimen: 
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where e is the specimen thickness, l(x) is its width with respect to x. We note by )()( xlexS ⋅=  the 
cross-section at this point. The mean dissipation over several thousand cycles was solely estimated 
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(the thermo elastic sources being not considered here regarding the test frequencies and the 
adiabatic character of the thermoelastic processes over a complete cycle duration (50 µs)). In the 
above equations, the unknown parameter is the heat transfer coefficient h. The method used to 
identify h is presented in the following section. 
 
3.2. Heat loss time constant identification 
 

The heat transfer coefficient is determined for each test, from thermal field measurements when the 
fatigue loading is stopped and the temperature of specimen returns to thermal equilibrium. More 
precisely, the initial temperature was considered as the temperature when the load was stopped. 
During the thermal return to equilibrium, no heat source occurs. Thermal measurements θexp applied 
to each end of the specimen by Dirichlet method enabled us to know the boundary conditions. The 
unknown heat transfer coefficient h was well chosen to satisfy these conditions:  
 
  (4) 
 
 
 
 
 
 
As a result, h was found in ranges of 30 – 100 W/m2/K. This result shows that the heat losses are 
caused by natural convection and also by an air flow above the specimen which aims at cooling the 
piezoelectric system. 
 
4. Results for polycrystalline pure copper and discussions 
 
Fig. 3a and 3b display the average temperature over the gauge length and several thousands of 
cycles and the corresponding intrinsic dissipation for various maximum stress amplitudes versus 
the number of cycles for CuOF 99.95%. The temperature rises over cycles and never reaches a 
constant value. In other words, the temperature does not stabilize, showing an evolution of the heat 
balance and consequently of the microstructure. Despite a slight raise of the temperature at Δ/2= 
44.1 MPa, the intrinsic dissipation increased very slowly with the number of cycles. It attained to 
0.498 °C/s at 106 cycles and reached 0.505 °C/s at 108 cycles. It means that the heat sources were 
higher than the heat losses and remained active along the cycles. However, no slip bands were 
observed on specimen surface up to 108 cycles at this stress range. At Δ/2 = 49.6 MPa, the intrinsic 
dissipation increased slowly up to 107 cycles. No slip bands were either observed between 106 and 
107 cycles. At 108 cycles, a clear increase of the intrinsic dissipation was recorded and slip markings 
were observed on the specimen surface. The intrinsic dissipation was 1.322 °C/s (Fig. 4a). At higher 
stress amplitude, Δ/2= 54.7 MPa, the intrinsic dissipation increases with the number of cycles 
more rapidly than in previous cases. First slip bands were observed at 107 cycles (Fig. 4b). They are 
more pronounced at 108 cycles (Fig. 4c). At Δ/2 = 69.4 MPa, the intrinsic dissipation rises very 
fast with the number of cycles and reaches 7.477 °C/s at 106 cycles. First slip bands were observed 
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at 106 cycles (Fig. 4d). The roughness and the quantity of slip bands kept rising over the cycles as 
dissipation (Fig. 4e and 4f). At 107 cycles, the narrowest zone of the specimen was covered with slip 
bands and the specimen self-heating is about 70°C. 
 
In addition to average values, the intrinsic dissipation distribution can be estimated along the 
specimen axis (Fig. 5a). The intrinsic dissipation is concentrated in the middle of the specimen and 
decreases toward the ends. As expected, it is related to the distribution of stress (Fig. 1). Optical 
micrographs revealed that this zone displays the highest quantity of slip markings (Fig. 5b). This 
result confirms that dissipation is related to microplasticity. 
 
4. Conclusions 
 
The DISFAT project is an ongoing French project financially supported by the French National 
Agency ANR. It aims at a deeper understanding of mechanisms leading to crack initiation in metals 
and alloys in Very High Cycle Fatigue (VHCF). Thermal maps were used to estimate the mean 
dissipation and its change with number of cycles and stress amplitudes in case of pure copper 
polycrystals. At the same time, the surface relief changes were characterized using optical and 
scanning electronic microscopes. A good correlation was found between slip band initiation and 
dissipation. Dissipation and slip band amount always increased over the number of cycles. They are 
higher with increasing stress amplitudes. The 1D dissipation distribution is in good agreement with 
the stress 1D profile. The strongest dissipation value was found at the place where the number of 
slip bands is the highest. At very small stress amplitudes, no slip band appeared up to 108 cycles but 
the material was found to dissipate energy. These results reveal that the material never reached a 
steady state. Therefore it could break at higher number of cycles. 
 

 

a)        b) 

 
                                

Figure 3. (a) Average temperature and (b) Average intrinsic dissipation during fatigue test at 
different constant stress amplitude fatigue test for CuOF 99.99%. 
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Figure 4. Scanning Electron Micrographs of the specimen surface - (a) ∆σ/2 = 49.6 MPa - 108 cycles; 

(b) ∆σ/2 = 54.7 MPa - 107 cycles and (c) at the same place after 108 cycles; 
(d) ∆σ/2 = 69.4 MPa - 106 cycles; (e) ∆σ/2 = 69.4 MPa - 107 cycles 

(f) zoom of (e) 
 

(a) (b) 

(c) (d) 

(e) (f) 
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Figure 5. a) 1D distribution of the intrinsic dissipation along the specimen 

b) Optical micrograph of the middle part of the specimen c) Optical micrographs at two places of the 
specimen surface (noted (1) and (2)) 

at ∆σ/2 = 69.4 MPa - 107 cycles 
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Abstract 
Traditional fatigue tests are not suitable for very high cycle fatigue (VHCF) problems, because of the 

enormous time spent to reach this regime. Many mechanical components may, however, be subjected to 

VHCF. Fatigue strength beyond certain limit is usually estimated using statistical approaches or establishing 

a threshold for crack nucleation. 

Fretting may take place whenever two fixed parts are under mechanical vibration and variable bulk load. It 

can have catastrophic effects for parts under fatigue, mainly in VHCF, virtually eliminating crack initiation 

period. 

The objective of the present work was to evaluate an ultrasonic device to accelerate very high cycle fretting-

fatigue tests. Axial load was imposed by a piezoelectric transducer to round cross-section specimens. 

Fretting was induced by forcing at right angle cylinder pads, which were replaceable and could be specified 

for each case. It was possible to choose, at the same time, both fretting amplitude and bulk load. Normal load 

was imposed by an adjustable spring. 

Results confirmed that fatigue strength decreased significantly when specimens were subjected to fretting. 

Besides this, worn surfaces showed many characteristics evidencing the occurrence of fretting. Upgrades are 

necessary to decrease the influence of the apparatus on fretted amplitude and to facilitate surfaces alignment. 

 

Keywords very high cycle fatigue, fretting-fatigue, ultrasonic fatigue testing 

 

1. Introduction 
 

The study of materials behaviour under Very High Cycle Fatigue (VHCF) is of real interest of 

researchers on different engineering fields and several industrial sectors. Many mechanical 

components can be subjected to VHCF once that their loading histories easily exceed the assumed 

high cycle fatigue limit, usually established between 10
6
 and 10

8
 cycles, depending basically on the 

material in analysis. For example, the crankshaft of a car equipped with 30in. diameter tires, 

considering an average 1:3 reducing factor, will attain 10
8
 cycles after 80,000km in service. To 

reach the same number of cycles, a 1.02m diameter train wheel will take around 100,000km and a 

aircraft turbine running at 10,000rpm will take about 170h of service. 

 

The transportation industry exemplified on the three cases above is perhaps where the study of 

VHCF is of importance. During their normal lives, vehicles’, trains’, and turbines’ parts can run up 

to 10
9
, 10

10
, and 10

11
 cycles, respectively[1]. The time spent to reach such a high number of cycles 

using conventional fatigue testing machines is too long, making the study of VHCF in traditional 

ways prohibitive. The 100Hz testing line in Fig. 1 illustrates this problem: vertical layers delimit the 

span of cycles usually attained by each kind of craft’s parts during their lives, while horizontal 

shadows divide the ordinate in subparts, giving the reader an idea of time length. 

 

Beyond the usual limit of high cycle fatigue regime, fatigue properties are usually estimated based 

on statistical approaches, being a horizontal asymptote usually assumed for steels and other metals, 

while for aluminium alloys a steady decreasing in fatigue strength is supposed[2]. Nevertheless, the 

increasing necessity of full understanding of engineering phenomena made mandatory the 
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acceleration of fatigue testing. One of the evolutions that made possible the evaluation of VHCF 

was the ultrasonic fatigue testing device, frequency first reached by Mason[3] apud Bathias & 

Paris[1], in which fatigue experiments are carried out at 15kHz or more. The 20kHz testing line in 

Fig. 1 shows, in comparison with the 100Hz one, how greatly fatigue experiments carried out in 

such a high frequency can be achieved quicker, becoming feasible and affordable. 

 

 
Figure 1 – Comparison of time spent to reach a certain number of cycles in 100Hz and 20kHz fatigue tests 

 

As tests in the VHCF regime became more accessible and frequent, several studies [1,4-6] showed 

that the infinite fatigue life assumption for steels and other metals did not represent faithfully the 

reality of this phenomenon. On the contrary, fatigue strength of ferrous materials tends to decrease 

as the number of cycles increases. Moreover, it was proved that even crack nucleation mechanism 

in VHCF regime is different from low and high cycle ones. For the latter, cracks typically arise 

from the surface, while for the former, subsurface initiation preponderates [1,4-7]. 

 

Fatigue properties of a component can be deteriorated by many external reasons; a very common 

factor is the fretting phenomenon, which occurs whenever two surfaces subjected to mechanical 

vibration are fixed against each other, i.e., there is no nominal displacement between them. This 

vibration will result in minute displacement between both parts, mostly in regions of geometric or 

loading discontinuities. This random or cyclic movement will induce wear of surfaces in contact 

and, under specific conditions, will trig fretting cracks, which has been remarked in minute 

displacement as small as 0.1µm[8]. Many practical situations can be subjected to this phenomenon, 

like, for example, bolted connections, interference assemblies, flanges, keyways, cables, and ropes. 

 

The effect of fretting can be catastrophic, once that it diminishes crack initiation period because of 

stress concentrations over the contact surfaces[9]. Virtually eliminating this span of life, fretting 

decreases a material’s fatigue strength to very low levels, dropping it to values as low as  of its 

original value[8]. This effect is still more remarkable when a steel body is subjected to VHCF, 

where crack initiation period accounts for the most of its fatigue life, such as in high cycle 

fatigue[10]. 

 

Unlike plain fatigue experiments, just a few works have been done using ultrasonic frequency to 

accelerate fretting tests[11-13]. These authors criticize the technique of increasing the oscillatory 

movement’s amplitude in order to accelerate fretting experiments, inasmuch as it changes the 

contact conditions with simultaneous change in crack initiation and wear mechanisms. These 

studies conclude that many observed wear mechanisms exhibit the features described in some of the 

most accepted models for fretting. So ultrasonic testing seems to be a promising technique for 



 

accelerated fretting wear experimenting

recommend precaution to use it in low amplitude fretting, where 

fretting corrosion and fretting fatigue.

improved by increasing the frequency of vibration

conditions, frequency influences both interfacial strain rate and temperatur

 

Finally, only one study was found in literature 

fatigue tests[14]. These authors concluded that the developed ultrasonic fretting

machine worked well, reproducing the phenomenon rightly.

paper was to evaluate the same machine

 

2. Materials and Methods 
 

In order to evaluate the testing device first presented by Sun 

run in ultrasonic frequency, i.e., around 20kHz, until specimens 

10
9
 cycles. Fretting was induced by a cylindrical pad in right angle with the specimen (crossed

cylinder configuration) with a normal load of 30N

bulk load was imposed by a piezoelectric transducer in ultrasonic frequency at one of the 

fundamental frequencies of the specimen. 

material in analysis is available from earlier experiments. All tests were made at the 

Energétique Mécanique Electromagnétisme

Ville d’Avray, France, directly linked to 

 

The device in analysis can be split in two subsystems: the ultrasonic core, responsible to axially 

stress the specimen, and the fretting

full reverse axial stress cycles to specimens by vibrating in a frequency

frequencies of the entire assembly. To achieve one these modes

imposed by a piezoelectric transducer connected to a high

piloted by a control unit. In general, dis

small, so it was necessary to attach at one of its ends a horn (sonotrode), or mechanical amplifier, to 

reach desired displacements and consequently higher stress levels through specimens.

core’s main units can be seen in Fig. 

 

Figure 2 – Schema of the main units composing the ultrasonic core of the testing device

 

Once that specimen’s fundamental modes and frequency and amplitude of imposed displace

at the specimen’s bottom were known, 

through the piece and generate the iso

allowed the determination of the 

assure both desired fretting amplitude and bulk stress.
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accelerated fretting wear experimenting. However, Söderberg et al.[11] and Bryggman

recommend precaution to use it in low amplitude fretting, where fretting wear is less 

n and fretting fatigue. Moreover, it appears that the two latter

by increasing the frequency of vibration. Although there is no apparent change in contact 

conditions, frequency influences both interfacial strain rate and temperature. 

Finally, only one study was found in literature using ultrasonic frequency to accelerate fretting

authors concluded that the developed ultrasonic fretting

machine worked well, reproducing the phenomenon rightly. Thus, the objective of the presented 

same machine used by Sun et al.[14], presented in details in

 

n order to evaluate the testing device first presented by Sun et al.[14], fretting

run in ultrasonic frequency, i.e., around 20kHz, until specimens either fail or 

Fretting was induced by a cylindrical pad in right angle with the specimen (crossed

cylinder configuration) with a normal load of 30N and constant fretting amplitude at 10µm

bulk load was imposed by a piezoelectric transducer in ultrasonic frequency at one of the 

fundamental frequencies of the specimen. Plain ultrasonic fatigue results in VHCF region for the 

ailable from earlier experiments. All tests were made at the 

Energétique Mécanique Electromagnétisme’s facilities, at Institut Universitaire de Technologie de 

, France, directly linked to Université Paris Ouest. 

can be split in two subsystems: the ultrasonic core, responsible to axially 

specimen, and the fretting-apparatus, in charge of rubbing it. The ultrasonic core impose

cycles to specimens by vibrating in a frequency near to one of fundamental 

frequencies of the entire assembly. To achieve one these modes, a sinusoidal displacement wa

imposed by a piezoelectric transducer connected to a high frequency power source, which wa

piloted by a control unit. In general, displacements generated in a piezoelectric t

s necessary to attach at one of its ends a horn (sonotrode), or mechanical amplifier, to 

reach desired displacements and consequently higher stress levels through specimens.

in Fig. 2. 

 
Schema of the main units composing the ultrasonic core of the testing device

that specimen’s fundamental modes and frequency and amplitude of imposed displace

re known, it was easy to calculate displacement and stress fields 

and generate the iso-amplitude of displacement abacus. Usi

the position where fretting pads were going to be placed in order to 

desired fretting amplitude and bulk stress. An example of this kind of 
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and Bryggman et al.[13] 

fretting wear is less important than 

the two latter phenomena rates 

. Although there is no apparent change in contact 

using ultrasonic frequency to accelerate fretting-

authors concluded that the developed ultrasonic fretting-fatigue testing 

objective of the presented 

presented in details in [15].  

retting-fatigue tests were 

or run out at the life of 

Fretting was induced by a cylindrical pad in right angle with the specimen (crossed-

constant fretting amplitude at 10µm. Axial 

bulk load was imposed by a piezoelectric transducer in ultrasonic frequency at one of the 

ultrasonic fatigue results in VHCF region for the 

ailable from earlier experiments. All tests were made at the Laboratoire 

Institut Universitaire de Technologie de 

can be split in two subsystems: the ultrasonic core, responsible to axially 

The ultrasonic core imposed 

near to one of fundamental 

, a sinusoidal displacement was 

frequency power source, which was 

placements generated in a piezoelectric transducer are too 

s necessary to attach at one of its ends a horn (sonotrode), or mechanical amplifier, to 

reach desired displacements and consequently higher stress levels through specimens. A schema of 

Schema of the main units composing the ultrasonic core of the testing device 

that specimen’s fundamental modes and frequency and amplitude of imposed displacements 

to calculate displacement and stress fields 

Using this powerful tool 

re going to be placed in order to 

this kind of abacus is shown 
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in Fig. 3: if a Xi=10µm amplitude displacement is required with 300MPa bulk stress, it is only 

necessary to identify the intersection of the 10µm displacement line (dashed) with the 300MPa line 

coming from the vertical axis. This point, marked with a cross in the chart, shows where the fretting 

pads must be placed (around 45mm from the specimen’s bottom – horizontal axis) and the 

displacement amplitude to be imposed at the specimen’s bottom (X(0)=14µm) – full line that 

intersects the cross. 

 

 
Figure 3 - Example of an iso-amplitude of displacement abacus. 

 

The fretting-apparatus consisted of two 5-mm diameter cylindrical pads made of AFNOR XC48 

steel, similar to ASTM510[16], soaked at 830°C for 30 minutes and quenched in water, carefully 

polished with 1000 CAMI graded sandpapers. Pads were diametrically opposed, pressing specimens 

with 30N normal load, imposed by two parallel springs, as shown in the schema of the mechanical 

assembly in Fig. 4. A rigid apparatus supported springs and pads, which were glued with Araldite
®

. 

 

 
Figure 4 –Schema of mechanical assembly 

 

At last, a cooling system using compressed air was necessary to keep specimens at room 

temperature, since that ultrasonic strain cycling and high fretting frequencies generate high heat 

rates. 

 

2.1. Specimens 

 

The material studied was a low alloy medium strength steel provided by an external supplier. All 

specimens were sequentially polished with 180, 320, 600, and 1000 CAMI-graded sandpapers in its 

axial direction. Their dimensions are shown in Fig. 5, and in Table 1. 

 



 

 
Table 1

 D1

Nominal value [mm] 10

Tolerance [mm] 0.05

 

3. Results and Discussion 
 

3.1. Comparison between plain fatigue and fretting

 

The fatigue curves are presented in 

method, showed good linearity (R

regression calculations, because its

Further statistical analysis must be done to confirm this hypothesis. 

coefficient of determination of linear regression

of variables that influences fretting

phenomenon was investigated beyond the 10

to its complex stochastic behaviour

ultrasonic regime was not deeply studied until the present time.

 

It also can be seen in Fig. 6 that 

subjected to fretting. With both linear regression data

defined. This factor represented the ratio of plain fatigue strength to fretting

given number of cycles. As shown in 

the whole VHCF region, decreasing less than 3% from 10

 

Figure 6 - Comparison between fatigue strength with and without fretting
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Figure 5 - Dimensions' codes 

1 – Nominal values and geometric tolerances 

D1 D2 D3 L1 L2 L3 

10.00 4.00 7.00 30.00 57.40 5.00 

0.05 0.02 0.05 0.10 0.05 0.05 

Comparison between plain fatigue and fretting-fatigue 

are presented in Fig. 6. The fretting curve, calculated by using the least

R
2
=0.68). The data with triangular mark was excluded from linear 

, because its value was completely out of general behaviour of 

Further statistical analysis must be done to confirm this hypothesis. Despite the relatively low 

of linear regression, it is a good result, taking into account 

of variables that influences fretting-fatigue. Moreover, it is necessary to remember that this 

phenomenon was investigated beyond the 10
7
 cycle limit, which is historically hard to analyze, due 

behaviour. Finally, synergy between both phenomena when explored in 

ultrasonic regime was not deeply studied until the present time. 

 fatigue strength in VHCF region decreased 

With both linear regression data, a fatigue strength reduction factor 

defined. This factor represented the ratio of plain fatigue strength to fretting

given number of cycles. As shown in Fig. 6, this factor remained almost constant

the whole VHCF region, decreasing less than 3% from 10
6
 to 10

9
 cycles. 
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general behaviour of the other tests. 

Despite the relatively low 

, it is a good result, taking into account the number 

fatigue. Moreover, it is necessary to remember that this 

cycle limit, which is historically hard to analyze, due 

gy between both phenomena when explored in 

decreased when specimens were 

, a fatigue strength reduction factor (r) was 

defined. This factor represented the ratio of plain fatigue strength to fretting-fatigue strength at a 

constant at around 1.5 in 

 
Comparison between fatigue strength with and without fretting 
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3.2. Fretting evidences 

 

A brief analysis of results can show some indirect clues of the reproduction of fretting in tests. It 

was observed that somehow superficial factors highly influenced fatigue life of component. First of 

all, as one can see in Fig. 6, the drop in fatigue strength of material in analysis was remarkable. 

Another indication was that cracks nucleated on surface, as exemplified in Fig. 7, unusual 

behaviour in VHCF regime, in which subsurface initiation preponderates. 

 

 
Figure 7 – Crack nucleation on surface 

 

Fretted surfaces of tested specimens were analyzed and most of them showed fretting characteristics 

described by some of the most accepted fretting models in literature[8]. The presence of two clearly 

distinguishable areas can be seen in Fig. 8: smooth stick region and rough slip zone with scars in 

rubbing direction. Damaged surfaces were crossed vertically by a smooth and shinny section, which 

corresponds to stick zone, located about the centre of the contact ellipse. This stick zone is 

surrounded in its left and right sides by a rougher and deeper region, the slip zones. 

 

The formation of oxidized regions and debris, mainly when excessive fretting occurs, is also very 

characteristic. Debris could be found in great quantity far from fretted surfaces, because they were 

really slender and were blown away by cooling apparatus. Red-brownish spots, characteristic of 

steel oxidization, were found in almost every worn surface, predominantly in regions subjected to 

heavy wear, as expected[8]. An example is illustrated in Fig. 8, where bright white spots represent 

the oxidized regions. 

 

 
Figure 8 –Example of factors usually found in surfaces under fretting 



 

Finally, the last aspect analyzed w

next to one of two existing bounds: stick

out of contact surface[9,17]. Although it 

predominate, authors linked crack nucleation site to contact pressure

work, crack nucleation site changed from test to test: in a few cases, crack nucleated near stick

zones bound (Fig. 9a), in specimens

and free region (Fig. 9b). 

 

Figure 9 – Examples of crack nucleation sites: stick

 

3.3. On the device 

 

The most advantageous innovation of the ultrasonic device was clearly the possibility of 

accelerating enormously tests, as presented before. Some other b

though. The mechanics of the machine is simple, resulting in easy maintenance and f

operators training. Also, setting-

components of the machine and instruments are 

fatigue machines. Finally, another great advanta

this paper, the choice of fretting amplitude and bulk stress is uncoupled. 

machines used in several studies[18

 

On the other hand, a few drawbacks were found

alignment problems. The necessity of extremely well polished specimens is inherent to the process, 

once that superficial problems can trig crack nucleation 

of geometry – cylinder 100mm long, 4mm diameter 

more troubling is the necessity of very 

can see in Fig. 10, nonconformities can be very harmful to tests, once that small deviations in 

geometry can significantly change fretting displacement 

(see Fig. 5 to dimensions’ codes).

in both properties per deviation percentage in geometry, e.g., 1% of deviati

provokes almost 2% of deviation in bulk load and around 0.3% in displacement amplitude.
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lly, the last aspect analyzed were the crack initiation sites. Fretting cracks are usually nucleated 

next to one of two existing bounds: stick-slip zones limit and the limit between slip zone and region 

Although it is very hard to determine which of these z

authors linked crack nucleation site to contact pressure[17]. However,

work, crack nucleation site changed from test to test: in a few cases, crack nucleated near stick

specimens, cracks nucleated in the bound between region under contact 

of crack nucleation sites: stick-slip zones limit (a) and bound between under contact 

and free region (b) 

advantageous innovation of the ultrasonic device was clearly the possibility of 

accelerating enormously tests, as presented before. Some other benefits 

though. The mechanics of the machine is simple, resulting in easy maintenance and f

-up and operating are easy, except for the alignment process

components of the machine and instruments are light and inexpensive when compared to other axial 

Finally, another great advantage is that, within certain limits, as discussed later in 

this paper, the choice of fretting amplitude and bulk stress is uncoupled. It used to be a problem in 

[18-20] in which one factor was dependent on the other.

other hand, a few drawbacks were found linked to specimen manufacture

The necessity of extremely well polished specimens is inherent to the process, 

can trig crack nucleation before reaching VHCF

cylinder 100mm long, 4mm diameter – can be very time and money consuming. Still 

more troubling is the necessity of very strict geometric tolerance in manufacture process. As one 

, nonconformities can be very harmful to tests, once that small deviations in 

geometry can significantly change fretting displacement amplitude and bulk load at a given position 

to dimensions’ codes). In this chart, vertical axis represents the percentage of deviation 

in both properties per deviation percentage in geometry, e.g., 1% of deviati

provokes almost 2% of deviation in bulk load and around 0.3% in displacement amplitude.
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work, crack nucleation site changed from test to test: in a few cases, crack nucleated near stick-slip 

, cracks nucleated in the bound between region under contact 

 
) and bound between under contact 

advantageous innovation of the ultrasonic device was clearly the possibility of 

 could be pointed out 

though. The mechanics of the machine is simple, resulting in easy maintenance and facilitating 

, except for the alignment process. The 

inexpensive when compared to other axial 

ge is that, within certain limits, as discussed later in 

It used to be a problem in 

in which one factor was dependent on the other. 

linked to specimen manufacture costs and 

The necessity of extremely well polished specimens is inherent to the process, 

VHCF. Polishing this kind 

can be very time and money consuming. Still 

geometric tolerance in manufacture process. As one 

, nonconformities can be very harmful to tests, once that small deviations in 

d bulk load at a given position 

In this chart, vertical axis represents the percentage of deviation 

in both properties per deviation percentage in geometry, e.g., 1% of deviation in diameter D1 

provokes almost 2% of deviation in bulk load and around 0.3% in displacement amplitude. 
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Figure 10 –Influence of geometry on bulk load and fretting amplitude deviations 

 

Alignment was found to be another problem on the ultrasonic device. Position both pads such that 

their axis were parallel to each other and at the same height of the specimen, in order to avoid 

bending, was very difficult using the current fixture system. Complications came from the 

attachment process using Araldite
®

 and from the loosing apparatus. It is advisable to revamp the 

support apparatus, aiming to facilitate the operation of the machine and to broaden its range of 

application, allowing the use of other types of contact configurations, e.g., line contacts as cylinder 

on flat or cylinder on cylinder, which are harder to align. 

 

3.3.1 The overheating matter 

 

Temperature rise in ultrasonic fretting-fatigue tests can be caused by two different methods. The 

first one is due to high strain cycling, which generates high heat rates. Specimen overheating must 

be avoided, because it modifies its mechanical properties and, beyond certain limit, changes 

fundamental frequency of specimen, killing the test. That is why the cooling apparatus is so 

necessary. The problem is that, as observed during tests, air coming out in high velocity from the 

apparatus blew away slender oxide debris formed in fretting contact. Nevertheless, the role of these 

debris in fretting is very important[8] and their forced expulsion from the area between surfaces 

clearly changes contact conditions. It is necessary to dedicate further efforts to understand its 

consequences to fretting-fatigue behaviour. 

 

The second phenomenon is linked to wear caused by fretting, even more important at high 

frequencies. All other parameters being held constant, heat generated increases when wear volume 

per cycle raises. Superficial temperature, mainly at contact must remain in reasonable levels, in 

accordance with practical situations. Otherwise, high temperature tends to increase oxidation rates 

and to degenerate mechanical properties of materials in contact, affecting fretting conditions. In 

some tests, it was observed that superficial temperature raised when apparatus presented looseness 

and compliance, undergoing excessive vibration or when Araldite
®

 softened because of high 

temperature. In both cases, it is probable that fretting pads were not properly fixed and was able to 

develop small displacements, increasing both surface and volume worn. It is recommended to 

rethink the apparatus that supports fretting pads, stiffening it, decreasing looseness, and principally 

changing how pads are attached to it, stop using gluing process. 

 

3.3.2 Decoupling of fretting displacement amplitude and bulk stress 

 

Decoupling fretting displacement amplitude and bulk stress at a given point without any additional 

equipment is a great advantage of the machine in study, so almost any combination of these 
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properties can be chosen. Nevertheless, as one can see in Fig. 3, given a bulk stress at the rubbing 

point, the higher the fretting amplitude (Xi) desired, the higher must be the amplitude imposed at 

specimen’s bottom (X(0)), therefore improving the maximum bulk stress over the specimen. As a 

result, a more elevated heat rate will be generated, rising specimen’s temperature, leading to the 

implications discussed earlier. So, summarizing, maximum fretting amplitude is limited: the higher 

the desired amplitude at a place, the lower the bulk load that can be chosen at this same point. 

 

4. Conclusions 
 

The ultrasonic machine is a promising device to accelerate fretting-fatigue experiments, which can 

be carried out more than 200 times faster than in regular fatigue testing machines currently in use. 

Fretting could be reproduced, decreasing fatigue strength by a factor of 1.5 in the whole VHCF 

region. Surfaces under fretting presented many patterns characteristic of this phenomenon: presence 

of two distinguishable areas of stick and slip contact, formation of oxidized regions and debris in 

the slip zone, and crack initiation near the stick-slip regions bound or near the stick regions-region 

out of contact bound. Moreover, superficial factors brought crack nucleation to surface, unlike to 

happen in plain VHCF. 

 

The mechanism of the machine is simple, of easy maintenance and operation. Its components are 

lighter and cheaper than usual axial fatigue machines. In contrast to other fretting-fatigue devices 

usually found in literature, choice of fretting displacement amplitude and bulk stress in specimen is 

decoupled within certain limits. On the other hand, the necessity of extremely well polished 

specimens with very strict geometric tolerances is inherent to the ultrasonic testing machine, 

making specimen manufacture expensive. 

 

The use of a cooling system is mandatory in the ultrasonic machine device, especially on fretting-

fatigue tests. The current system, using compressed air, was responsible for blowing away oxide 

debris out of the fretting contact. These debris play, nevertheless, a very important role in fretting 

and their forced expulsion changes contact conditions. Further work must be done to understand the 

consequences of this fact to fretting-fatigue phenomenon. 

 

The main problems are, however, linked to the apparatus that supports fretting pads. Looseness and 

compliance caused excessive vibration, letting pads developed small displacements. Therefore, 

surface and volume worn as well as superficial temperature raised in some tests. Also, alignment 

was found to be very hard using the current fixture system. It is advisable to revamp the support 

apparatus, aiming to facilitate the operation, to allow the use of other types of contact 

configurations, and to decrease its influence on fretting amplitude. 
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gigacycle fatigue behaviors in Fusion Zone and Heat Affected Zone of Q345 LA 

steel welded joints 
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Abstract: The fatigue behavior in Fusion Zone (FZ) and Heat Affected Zone (HAZ) of  widely 

used low alloy steel, Q345, in very high cycle fatigue regime was experimentally studied with 

ultrasonic fatigue testing system. It was found that the fatigue failure of HAZ specimen still 

occurred beyond 10
7
 cycles, while a horizontal platform was obtained for FZ specimen in VHCF 

regime related to internal welding defects in fusing zone. A high-sensitivity infrared imaging system 

was used to measure the temperature changes during fatigue testing and the relationship of 

temperature variation and fatigue damage was discussed. The temperature of BM specimen would 

rise rapidly with the beginning of crack propagation. Fatigue crack propagation lives of HAZ and 

FZ were estimated by monitoring the natural frequency of specimen, which was varying with the 

crack size during the fatigue testing. Results showed that more than 99% of the total fatigue life was 

occupied by the crack initiation process for base metal (BM) and HAZ. However, this number was 

scattered for FZ specimen at relatively low stress amplitude owing to the crack propagation from 

welding defects directly, without crack initiate life.  

Keywords: VHCF, Welded Joints, Fatigue Crack Propagation Life, Heat Affected Zone, Fusion 

Zone 

 

1. Introduction 
 

In the applications of aircrafts, automobiles, off-shore structures and railway equipment, many 

components would experience nominal vibratory stress conditions over a long period of time, 

running up to several hundred million cycles in their working service [1,2]. Conventional fatigue 

design specifications address the stress at 10
7
 cycles as the fatigue strength limit, which was not 

applicative for mechanical equipment working in super long life. By the statistics, the fatigue failure 

at welded joints accounted for over 80% of the total and became the most dangerous failure mode 

for welded structure [3]. The study on the fatigue behavior of welded joints is of significant 

importance. 

The research on very high cycle fatigue has been an important issue with the development of 

ultrasonic fatigue test system. In recent years, many researchers have studied VHCF properties. 

Bathias et al.[4,5] made great contribution to the development of bending and torsion ultrasonic 

fatigue test system. Murakami et al. [6] proposed a semi-empirical model for high strength steel to 

predict the fatigue strength in considering of hardness, inclusion size and stress ratio. Wang et al. [7] 

analyzed the fatigue failure mechanism and predict the fatigue strength and fatigue life for six 

ultra-high strength steels. Xue et al. [8] and Huang et al. [9] studied the heat dissipation of specimen 

in VHCF with the help of infrared video camera. Marines et al. [10,11] proposed a model of fatigue 

crack propagation for internal “fish-eye” and surface crack initiation, based on the fatigue crack 

propagation law proposed by Paris [12 ]. 

In the past twenty years, most of the studies were performed on base materials, while fatigue 

behaviors of welded joints were rarely studied, especially in very high cycle fatigue domain. He et 
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al. [13] studied the gigacycle fatigue behavior of titanium alloy Ti-6Al-4V using ultrasonic fatigue 

at 20 kHz. Yin et al. [14] analyzed the fatigue failure mechanism of welded joint by SEM 

observation, and discussed the effect of ultrasonic peening treatment on the fatigue performance. In 

this paper, a special designed specimen was fatigued in very high cycle fatigue regime to investigate 

the fatigue performance of base metal, heat affected zone and fusion zone for steel Q345. A 

high-precision infrared video camera was used to measure the variation of surface temperature. The 

natural frequency changes of specimen were monitored to discuss the fatigue crack propagation 

lives of FZ and HAZ. 

 

2. Material and experimental method 

 
Table 1 Chemical composition of the base metal and solder (wt.%) 

Material C Si Mn S Alu P Mo Fe 

Q345q(Base metal) 0.15 0.38 1.36 0.00003 --- 0.00012 0.00002 Rest 

E45(Solder) --- 0861 2.236 --- 0.648 --- 1.569 Rest 

 

Table 2 Mechanical properties of Q345 steel 

E /GPa /MPa UTS/MPa /g.cm
-3

 A/% HV30 

201 420 570 7.85 13 136 

 

The material used in this study was a widely used low alloy steel, Q345, with yield strength of 

420MPa. It’s chemical composition and mechanical properties are presented in Table 1 and Table 2 

respectively. With good tensile strength, plasticity, weld ability and low temperature deformability, 

Q345 steel has a widespread application in automobile, watercraft, pressure vessel etc.  

 

 

Fig.1 Specimens of ultrasonic fatigue test; (a) Parent specimen; (b) Stress field of welded joint 

specimen in mode analysis; (c) Dimensions of welded joint specimen; (d) schematic diagram of FZ 

and HAZ specimens  

 

The dimensions of hourglass shape specimen for base metal are indicated in Fig2a.Welded joint 

specimen was machined from butt-welding plates with a thickness of 10mm. In ultrasonic fatigue 

test, the maximum stress always located in the middle of specimen. To ensure that the fracture 

section of HAZ and FZ specimen located in respective area, the center line of welding area 
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coincides with that of specimen length for FZ, while a distance of 4mm was designed between the 

center lines of welding area and HAZ specimen (Fig.1d). The radius of rounded roof for welded 

joint specimen was reduced to 2mm and other  dimensions was determined by the method 

introduced in literature [15]. FEM results (shown in Fig.1b) showed that specially designed 

specimen was better to control the range of high stress area by restricting it at the root of arc during 

the test process. Fatigue test was performed on the USF-2000 ultrasonic fatigue test system (Fig.2) 

up to a limit of 10
9
 load cycles under the conditions of stress ratio R=-1, at room temperature and 

compressed air cooling. The varying test resonance frequency of each specimen was measured by 

the computer control system. Moreover, an infrared thermometer was used to monitor the variations 

of temperature on the surface of specimen during test. 

 

 
Fig.2 Ultrasonic fatigue test system with an infrared thermometer 

 

3. Results and discussion 

 

3.1 Summarizes of S-N curves 

 

Fig.3 S-N fatigue curves of very high cycle fatigue test 

 

Fig.3 presents the S-N curves for the three groups of specimens tested at room temperature in 

ultrasonic testing. Run out specimens over 10
9
 cycles are represented by arrows. It was observed 

that that fatigue strength of HAZ and FZ was markedly lower than that of BM, with a percentage of 

51.4% and 42.8% respectively at 10
9
 cycles. Due to the local high temperature cycle in welding 
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process, unmatched mechanical properties and discontinuous microstructures between base metal 

and weld area were induced at the welded joint, which weakened the fatigue strength of welded 

structure significantly. It was confirmed from the observation of S-N curves of base metal and HAZ 

that failure continued to take place right up to gigacycle range (10
9
 cycles) as mentioned in [3,8,16]. 

But for FZ specimen, a horizontal platform could be observed beyond 5.6×10
6
 cycles. Because 

solder fill process  caused welding defects such as micro cracks, pores and inclusions at fusing 

zone, fatigue crack propagated directly from thus defects without crack initiate life. If the loading 

stress is over the threshold of propagation, existing crack extent until final fracture rapidly in low 

cycle fatigue range In other case, the specimen would not fatigue to failure because of the 

insufficient for a new crack initiation at lower stress level. So the fatigue strength limit of FZ 

specimen existed, because no failure occurred below the stress of 150MPa. 

 

3.2 Fractography analysis 

  

  

 

  

Fig.4 SEM fractographs of tested specimen; (a, b) Base metal specimen; (c, d) HAZ specimen; (e, f) 

FZ specimen 

(a) (b) 

(c) (d) 

(e) (f) 

Striations 

Surface crack 

initiation 

Surface pit 

Pore 

Initation site 

Surface crack 
Manufacturing defect 
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For high strength steel, it is known that the crack initiation and early propagation of 

interior-initiation fracture surface in VHCF range exhibit a pattern of “fish-eye” [17], a relatively 

rough region with fine granular morphology often presents surround the inclusion inside fish-eye. 

However, the fracture morphology of Q345 specimens in this test was different from high strength 

steel. Fig.5 illustrates the fatigue crack initiation modes based on SEM characterization. Due to the 

better plastic properties, the elongation of Q345 was much better than high strength steel. In 

addition, the stress at the surface was higher than internal, owing to the stress concentration effect 

caused by arc in the middle of the specimen. Local plastic deformation occurred more easily at the 

surface and fatigue cracks prone to start from surface of specimen for Q345 BM, which can be 

certified by the fatigue striations observed in Fig.4a and Fig.4b, around crack initiation site at the 

surface. The fatigue crack initiations of HAZ specimens were located at the surface (Fig.4c and d), 

which can be correlated to the local stress concentration at the retained surface defects caused by 

machining. For FZ specimens, cracks initiated from the welded defects such as pores and inclusions, 

as shown in Fig4 (e) and (f). Many researchers have reached an agreement that fatigue crack 

initiation process of base metal occupied over 99% of total fatigue life in very high cycle fatigue, 

but the fatigue cracks of FZ specimen begin to expand directly from existing welding defect, which 

reduced the crack initiation life. Therefore the fatigue strength of FZ specimen was much lower 

than that of base metal specimen and the crack propagation life in VHCF range will be discussed in 

the following sections.  

 

3.3 The varying surface temperature of BM specimen 

 
Fig.5 Temperature profiles of base metal specimen during testing. 

 

Fig.6 The rapidly increasing process of surface temperature for BM specimen 
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The surface temperature of specimen under high frequency is very complex including the effects of 

elastic strain energy, plastic strain energy, inelastic internal friction and heat dissipation [8,9,18]. An 

advanced infrared thermometer was used to monitor the variations of temperature on the surface of 

specimen during test. The temperature changes of weld specimen were not evident due to the low 

stress level and the larger waist diameter. But for BM specimens, it was found that the cyclic 

loading at an ultrasonic frequency generated a substantial amount of heat, and the temperature of 

BM specimen increased significantly  at the center of the gage length of  specimen as shown in 

Fig.6. The temperature distributions in the gage-length section of the specimen during ultrasonic 

testing were heterogeneous along the axis of the specimen, with the highest temperature occurring 

at the high strain location. Fig.5 illustrates the temperature variation at the center of the base metal 

specimen for two different stress levels without air cooling. The temperature increased evidently at 

the beginning of the test, which followed by a stable state. Thus stabilization could be explained by 

a balance between the mechanical energy dissipated into heat and the energy lost. The temperature 

was higher for higher stress loading. Fig.6 also shows that the temperature at the center of the 

specimen increased very sharply (3.627×10
6
~3.673×10

6
cycles) just before the fatigue failure 

occurred. Observation for fracture surface confirmed that the fatigue crack initiation site was 

located just on the point A plotted in Fig.6, which declared a close relation between the rise of 

temperature and crack propagation. XUE et al. [9] discussed that the dissipated energy came from 

internal material damping and the local plastic deformation at the microscopic scale, although the 

stress in the specimen is lower than the elastic limit. When the micro crack originated and started to 

propagate under cyclic loading, the plastic zone at the crack tip generated heat until the specimen 

fractured. Thus, the fatigue crack propagation life could be estimated by detecting the temperature 

variation of specimen and this will be discussed later. 

 

3.4 The varying resonance frequency of welded joint specimen 

 

 

Fig.7 Natural frequency profiles of tested at different stress level. 
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Fig.8 Comparison between the Finite element analysis values and the experimental results 

 

It is interesting that a metallic noise could be heard just before the final fracture due to the 

decreasing of resonance frequency of welded joint specimen. The natural frequency of specimen 

was recorded per 20000 cycles in the course of the fatigue experiment and the changes of frequency 

in term of natural frequency ratio verse fatigue life ratio were shown in Fig.7, where Nf, f0 were the 

final fatigue life and initial natural frequency, respectively. From the collected data of HAZ, a stable 

platform of natural frequency ratio could be observed, which occupied almost the whole fatigue life. 

Further, the fatigue life ratio was larger and the final stop frequency ratio for fracture was smaller 

with the higher loading stress. But for FZ specimen, the frequency ratio kept going down from the 

beginning of the test with no platform due to the fact that the frequency descent life was affected by 

the max size defect located in fusion zone. As mentioned previously, welded joint specimen 

fractured without obvious temperature-rise period, therefore, it could be due to the reason that 

fatigue propagation lead to the decreasing of natural frequency of welded joint. In order to verify, 

FEM model analysis method was employed to ascertain the relationship between natural frequency 

and fatigue crack size at the surface of specimen under the resonance condition. A half specimen 

model was established for computation time saving with a crack located in the middle section of the 

specimen. In the process of the resonance, the state of compression would result in crack surface 

contact, but any non-linear setting was not included in the analysis in ANSYS, which was neglected 

automatically, otherwise. To prevent the effect of crack surface compression on the analysis, an 

additional element layer with the thickness of 0.1mm was attached to the surface of fatigue crack. 

The modulus of elasticity for extra element is 1GPa, which was considerably less as compared to 

Q345.With the help of additional layer, the model of specimen remained linear without any 

penetrations of elements at the crack surface. After the model analysis of specimen with cracks in 

different sizes, the relation between fatigue crack size and natural frequency of welded joint 

specimen was obtained as presented in Fig.8. It could be found that with the increase in size of 

fatigue crack, the rate of natural frequency decreased. In this experiment, the final stop frequencies 

and max fatigue crack sizes from SEM observation were obtained on five HAZ specimens as 

plotted with solid triangle in Fig.9. It is noted that the experimental data just located near to the 

fitted curve of FEM, which confirmed that the decreasing of natural frequency was caused by the 
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fatigue crack propagation and fatigue crack propagation lives of HAZ and FZ could be estimated by 

monitoring the natural frequency of specimen. 

 

3.5 The crack propagation lives of BM, HAZ and FZ specimens 

 

Table 3 Fatigue crack propagation life of different specimens 

Specimen Stress/Mpa Total life/cycle Propagation Life/cycle Ratio Np/Nt 

BM 350 6.08×10
8
 1.72×10

6
 0.28% 

BM 365 1.83×10
8
 7.27×10

5
 0.40% 

BM 370 5.60×10
7
 1.66×10

5
 0.29% 

HAZ 200 3.12×10
8
 8.8×10

5
 0.28% 

HAZ 220 7.42×10
7
 5.8×10

5
 0.78% 

HAZ 230 3.02×10
7
 3.0×10

5
 0.99% 

FZ 150 6.62×10
6
 6.6×10

5
 9.97% 

FZ 185 1.26×10
6
 9.6×10

5
 76.2% 

FZ 195 2.18×10
6
 1.08×10

6
 49.5% 

 

The natural frequency of welded joint specimen was analysed in this section to clarify the fatigue 

crack propagation characteristic in VHCF range. It was believed that the fatigue crack start to grow 

at the moment that frequency of specimen decreased over 20Hz per 20000 cycles. For BM 

specimen, the period of temperature rise just before the fracture could be regarded as the crack 

propagation life, as discussed earlier. When the amplitude of temperature variation was larger than 

5℃ per 700cycles, fatigue crack propagation was started for BM specimen. Finally, the fatigue 

crack propagation lives of BM, HAZ and FZ specimens were obtained in Table.3. Similar changes 

between BM and HAZ specimens were observed. It showed that with the increase in the loading 

stress, lower crack propagation life and ratio of propagation life to total fatigue life was obtained. 

The crack initiation process occupied over 99% of the total fatigue life for BM and HAZ in VHCF 

range. Therefore study on the mechanism of crack initiation was extremely important to clarify the 

fatigue properties in VHCF. In addition, the life ratio of FZ specimens were much larger than that of 

BM and HAZ, due to the fact that fatigue crack in FZ propagated directly from the welding defect 

with no apparent initiation process.  

 

4. Conclusions 

 
In this paper, ultrasonic fatigue test was performed on Q345 BM and welded joint to investigate the 

properties and failure mechanism in super long life fatigue range, the conclusions can be 

summarized as follows: 

1.The fatigue strength of BM and HAZ continues to decline with the increase in fatigue live, and 

fatigue failure still occurred up to 10
9
 cycles.  Compared with BM specimen, the fatigue strength 

of FZ and HAZ decreased about 60% and 55% respectively. 

2. The fatigue crack propagation process would lead to the temperature increment of BM and the 

decreasing of natural frequency descent in the test. Thus fatigue propagation life could be evaluated 
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by monitoring the changes of surface temperature and resonance frequency.  

3.  The crack initiation process occupied over 99% of the total fatigue life for BM and HAZ, but 

much larger for FZ specimens at relatively low stress amplitude. This was due to the reason that 

fatigue crack propagated directly from the welding defects for FZ specimen without apparent 

initiation process. 
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Abstract In the present study the VHCF behavior of Al 2024, a standard material in aerospace application, is 
investigated. The focus of the presented work is the influence of riblet-like surface structures on fatigue life 
and damage mechanisms. The cold-rolling process used for riblet forming results in slight work hardening 
and near-surface residual stresses. Furthermore the influence of pure Al-claddings on the VHCF behavior of 
Al 2024 sheets is examined. Fatigue tests are performed using an ultrasonic fatigue testing system at a 
frequency of around 20 kHz. The present work contributes to a deeper understanding of riblet structures and 
surface claddings on the VHCF behavior of Al 2024. 
 
Keywords VHCF, Al 2024, surface structure 
 
1. Introduction 
 
An innovative approach for aerodynamic drag reduction, e.g. of airfoils, are surface riblet structures 
[1] combined with transversal surface waves with amplitudes of few 1/10 mm at frequencies of 
some 100 Hz [2]. The resulting very high cycle fatigue (VHCF) loading at cycle numbers beyond 
the value of 2x107, taken as ultimate cycle number in most studies on fatigue of Al sheet alloys for 
aircraft application, has to be considered as a limiting factor for this approach. 
 
Al 2024 is a standard material in aerospace applications. Its VHCF behavior has been evaluated in 
detail in different studies [3-7]. These contributions show that material failure takes place even 
beyond 2x107 load cycles and that the S/N curve does not approach a horizontal fatigue limit. 
Fatigue experiments on cladded sheets have been performed in references [8-10]. Merati et al. [8] 
observed multiple crack initiation sites at the cladding layer in the regime up to 6x105 cycles. 
Edwards et al. [9] report that the first crack in the cladding layer can be detected as early as 1 % of 
the total lifetime of the samples and that clad specimen are less sensitive to notching effects than 
bare Al 2024 sheets. 
 
One intention of the present work is the investigation of the VHCF behavior of clad Al 2024 
material up to cycle numbers distinctly beyond the existing data. Furthermore, the influence of 
riblet structures on the VHCF life of Al 2024 sheets needs to be determined for future application of 
active drag reduction. The experiments conducted in the frame of the present study cover 
nano-indentation, X-ray stress analysis, ultrasonic fatigue experiments and electron microscopy 
based fractography. 
 
2. Material 
 
The experiments were performed on the aluminium alloy Al 2024. The sheet material has been 
supplied by ALCOA Mill Products in the T-351 state (solutions heat treated at 493 °C and quenched 
in water, subsequently stress relieved by stretching to a controlled deformation and finally naturally 
aged for 8 days [11]). The sheets are supplied in two different thicknesses, 1.6 and 2 mm. 
Furthermore, sheets with a cladding layer of 64 µm of pure aluminium on one side were tested. 
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Table 1: Chemical composition of the investigated Al2024 material 
Material Cu Fe Mg Mn Si Ti Zn 

Weight-% 4.58 0.21 1.48 0.47 0.073 0.016 0.098 
 

Table 2: Key mechanical properties of Al2024 in the T-351 state 
Young’s modulus, E [12] Yield strength, Rp0.2 Ultimate tensile strength Elongation at break

73.1 GPa 321.5 MPa 446.5 MPa 18.5 % 
 
Prior to testing the chemical composition of the material was analyzed by inductively coupled 
plasma optical emission spectroscopy (ICP-OES). The results are listed in Table 1. The key 
mechanical properties are listed in Table 2 (values determined by the supplier). 
 
An important aspect of the present work is the influence of the surface state of the material on its 
VHCF behavior. As shown e.g. in reference [13], scratches significantly reduce the lifetime of clad 
Al 2024 sheets. To overcome this problem, fatigue samples are usually grinded and polished. This 
standard process to assure reproducible smooth surfaces is not applicable for clad material, since 
surface grinding and polishing would remove the thin cladding layer. A detailed analysis of the 
as-received specimen surface has thus been performed. Scratches on clad samples can be described 
as small notches with a diameter of a few µm in arbitrary orientation. 
 
3. Experimental setup 
 
For fatigue testing an ultrasonic fatigue testing machine, developed at BOKU Vienna, is employed. 
The testing system is described in references [14] and [15]. Modifications made on the system are 
described in detail in reference [16]. The sample geometry is presented in Fig. 1(b). Sheet samples 
are laser cut to their final geometry. The volume (surface) of the gage length is 64 mm3 (105.6 mm2) 
for 1.6 mm thick sheets and 80 mm3 (112 mm2) for 2 mm thick sheets, respectively. 
 

 

 
 

Figure 1. (a) Flat specimen connected to the load frame by an adapter and submerged in its 
lower part in glycerin. (b) Sample geometry. (c) Typical FFT spectrum of the vibration signal 
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The flat sheet samples are glued to an adapter which is connected via a thread to the testing machine. 
To avoid flexural vibrations, which have been observed in first experiments, samples are damped by 
submerging their lower part in glycerin during cyclic loading (cf. Fig 1(a)). In-situ monitoring of 
the sample vibration (Fig. 1(c)) shows a clean harmonic spectrum which is free of bending 
oscillations. All fatigue tests were performed at a frequency of around 20 kHz at room temperature 
and zero mean stress. 
 
For further analysis, polished cross sections were prepared by embedding the samples in epoxy 
resin. The surface has been grinded with sand paper up to grade 1000 and subsequently polished 
with diamond paste. Indentation measurements were performed using a Berkovic type indenter. 
Fracture planes were analyzed in detail by scanning electron microscopy (SEM). 
 
4. Results 
 
4.1 Effects of riblet rolling 
 
The cold working of the sheets during riblet forming lets expect the occurrence of work hardening 
as well as a surface-near stress. Therefore micro-indentation tests were performed on cross sections 
of flat as well as on riblet structured material. An indentation load of 5 mN was used. 
 

 
 

Figure 2. Microhardness measurements at clad material with and without riblet structure: (a) As-received 
(non-structured) material, F = 5 mN. The hardness is plotted against the distance from the cladding surface. 

(b) Structured material, F = 1 mN. The hardness is plotted against the distance from the riblet top. (c) Hardness of the 
cladding layer against the indentation load. (d) Polished cross-section of a structured sample. The measurements in Fig. 

2(b) were performed in direction of the red arrows. 
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The results are presented in Fig. 2. Measurements on cladded sheets (Fig. 2(b)) show a hardness of 
(59 ± 6) HV0.005 for the cladding layer and of (182 ± 26) HV0.005 for the substrate. 
Measurements on structured samples were performed according to Fig. 2(d). The riblet structure is 
completely located in the cladding layer and does not affect the substrate. Since the riblets are quite 
narrow a smaller indentation load of 1 mN was applied to reduce the lateral size of the indentation. 
In spite of the strong local deformation during riblet forming, a nearly homogenous hardness of (75 
± 13) HV0.001 has been determined along the riblets and in the underlying part of the cladding. To 
investigate the influence of indentation load on the measured hardness, a series of indentation tests 
has been carried out in the cladding layer by performing 10 indentations at each of 6 forces in the 
range between 1 mN and 50 mN. The results are given in Fig. 2(c). A clear indentation-size effect is 
observed. Comparing the hardness values for 1 mN and 5 mN in Fig. 2(c) with cladding hardnesses 
in Figs. 2(a) and 2(b), it can concluded that the apparently increased hardness of the riblet structure 
can be completely attributed to the indentation size effect and the influence of work-hardening 
induced by the rolling process for riblet forming is negligible compared to the scatter of the 
indentation measurements. 
 
The amount of surface residual stress, induced by the riblet rolling, was measured by X-ray 
diffraction using the sin2(Ψ)-method. Prior to riblet rolling, the residual stress was (-11 ± 8) MPa. 
Due to riblet rolling a change to (-29 ± 7) MPa was noticed. 
 
4.2 Fatigue experiments 
 
The results of the fatigue experiments are summarized in Fig. 3 and compared to literature values. 
Solid blue circles indicate results for bare Al2024 smoothened by grinding with sand paper ( grit 
600) prior to testing. The lifetime of these samples compares well with literature results taken from 
Refs [3,7] ensuring the reliability of the present measurements: Neither the adhesive connection of 
the samples to the testing machine, nor the thin sheet sample geometry that necessitate damping of 
flexural vibrations, have an influence of the sample lifetime. 
 

 
 

Figure 3. S/N graph of the fatigue lifetimes obtailed in the present work and from literature [3,7,10]. 
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Just the scattering of our values seems to be slightly increased compared to the literature values. 
 
For the clad material (orange half squares) surface smoothening is not possible without removing 
the cladding layer. The surface quality therefore seems to be the for lifetime reduction compared to 
bare Al 2024 by several orders of magnitude. Nevertheless, some samples, tested at 90 and 100 
MPa, do not seem to be influenced by scratches and exhibit a much longer lifetime which lie in the 
same range as for the bare material. Furthermore, sample thickness in the tested range seems not to 
influence lifetime. 
 
First measurements on structured samples with riblets along the sample direction (green half 
circles) show similar results as obtained for the unstructured clad material The fractures between 
106 and 107 cycles at load amplitudes between 80 MPa and 110 MPa are is most induced by small 
scratches on the sample surface. Nevertheless, also run-outs above 108 cycles were observed in the 
same load regime. 
 

 
 

Figure 4. Fracture surface of a bare sample. N = 9.8145x108, σmax = 110 MPa. 
(a) Overview. (b) Higher magnification of the crack initiation site. 

 

 
 

Figure 5. Fracture surface of a cladded specimen. N = 3.38x105, σmax = 173 MPa. (a) Overview Crack 
initiation sites are indicated by red arrows. (b) and (c) Higher magnification of crack initiation sites. 

(d) Polished longitudinal section of the same sample. The fracture plane is located on the right. 
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Figure 6. Fracture surfaces of structured samples. (a) Overview of four different specimen: (1) N = 1.75x106, 

σmax = 90 MPa, (2) N = 3.35x108, σmax = 90 MPa, (3) N = 5.19x106, σmax = 110 MPa, (4) N = 1.83x108, 
σmax = 90 MPa. Red arrows indicate crack initiation sites for samples with multiple crack initiation. 

(b) – (f) SEM images with higher magnification, showing crack initiation sites in detail. 
 
5. Microscopy 
 
Fig. 4 shows SEM images of a typical fatigue fracture of a bare sample at nearly 109 cycles. The 
fracture origin is located close to the surface inside the material. A magnified view of the crack 
initiation site is presented in Fig. 4(b). Bare samples typically show single crack initiation sites in 
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the VHCF-regime. 
Fig. 5 shows the fracture surface of a clad sample after fatigue at relatively high load amplitude. 
Multiple crack initiation sites, both at the bare side and in the cladding (cf. red arrows in Fig. 5(a)) 
can be clearly seen. A detailed view on exemplary crack initiation sites are shown in Fig. 5(b) and 
(c). A polished longitudinal section of the same sample (Fig. 5(d)) illustrates multiple cracks starting 
at the surface of the cladding layer and crack growth into the substrate. 
Failure of structured samples has been observed in two different lifetime regimes (cf. Fig. 3):(i) 
below 107 cycles and (ii) above 108 cycles. Fig. 6(a) gives an overview on typical fracture surfaces. 
Samples 1 and 3 represent the lifetime regime (i), whereas samples 2 and 4 are representative for 
the VHCF-regime (ii). Specimens with shorter lifetime show multiple crack initiation sites. In both 
cases the final fracture has its origin on the structured side close to the surface. For samples with 
longer lifetime, only one initiation site has been observed. In the case of sample 2 this is located on 
the structured side, for sample 4 on the backside, which does not have a cladding layer but a bare, 
smoothened surface. It is interesting to note that the lifetimes of both samples are similar to the 
lifetime of non-structured, bare sheets. 
 
6. Conclusion  
 
Fatigue experiments were performed on Al 2024 sheets with and without a pure Al cladding layer. 
Cold rolling of a riblet structure on the cladded side induces -if any- only slight work-hardening 
within the scatter of hardness measurements performed by microindentation, whereas a slight 
increase of compressive surface residual stress was observed after rolling. Fatigue lifetimes 
determined for the bare material match literature data quite well. For cladded material without riblet 
structure, a reduced lifetime is observed which is attributed to surface scratches which could not be 
removed from the thin cladding by grinding and polishing. Riblet structures produced by cold 
rolling do not significantly affect fatigue life of the clad material.  
 
Bare sheets show crack initiation inside the material. Clad samples show crack initiation in the 
cladding layer surface and subsequent crack growth into the substrate. In general at N < 107 
multiple crack initiation sites are observed, whereas in the VHCF regime only single crack initiation 
sites are found. Clad specimens show crack initiation both on their cladded and on their bare surface 
which complies well with the similar lifetimes observed for both specimen types. 
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Abstract In the super-long life regime, the fatigue behavior of as-extruded Mg-6wt%Zn-xY-0.8wt%Zr Mg 
alloys with Y content of 0, 1, 2 and 3 wt% have been investigated, respectively. The result indicates that for 
all measured S-N curves, a plateau exists in the regime of 5×106-108 cyc, and then the fatigue strength 
gradually decreases between 108 and 109 cyc. Therefore, only fatigue strength corresponding to 109 cyc can 
be determined. Compared with other alloys, the alloy with Y content of 2 wt% has the highest fatigue 
strength and its value is 105 MPa. SEM observations to fracture surfaces reveal that for all alloys, the fatigue 
crack mostly initiates at the surface or subsurface of samples failed within 106-109 cyc. Further observation 
indicates that the crack initiation is related with activated slip bands instead of phase particles and activated 
twins. Based on the measured results and Murakami equation, it demonstrates that the fatigue strength of 
alloys is more dependent on the hardness values. 
 
Keywords Mg alloy, super-long fatigue, slip band, fatigue properties  
 
1. Introduction 
 
  Magnesium alloys are currently used in cars for low stress applications such as covers and less 
frequently for the mechanically loaded structural components such as wheels, transmission housings 
and pedals [1]. Generally, car wheels need to be stressed at different amplitudes for several 108 
cycles in service. For casting alloys, defects such as casting porosity and cavities are usually present 
and the fatigue properties are affected significantly by their shape and dimension [1-2]. Several 
material defects such as casting porosity, oxidation films and intermetallic inclusions, can act as 
crack initiation sites and reduce material’s fatigue strength in the super-long fatigue life regime 
[1-2]. Therefore, the fatigue strength of as-cast Mg alloys corresponding to 109 cycles is generally 
about 40-50 MPa [1]. In contrast, wrought alloys are basically defect-free and have superior 
mechanical properties, thus the evaluation of their fatigue properties is of great interest for 
understanding the intrinsic fatigue mechanism of Mg alloys [3]. In early reported work, researchers 
mainly focused on the fatigue behavior of wrought Mg alloys with the fatigue lifetime less than 107 
cyc [2, 4, 5]. However, as for the ultra-high cycle (107-109 cyc) fatigue behavior of wrought Mg 
alloys, only a few research papers can be referred [6-8]. Additionally, when compared with other 
system Mg alloys, Mg-Zn-Y-Zr alloys are much stronger [9-10], and their tensile strength can reach 
up to 380 MPa. Previous work demonstrated that Y content can remarkably influence the 
microstructure and tensile properties of Mg-Zn-Y-Zr system alloys [9-12]. Therefore, it can be 
predicted that the change of Y content should have some effect on the fatigue behaviour of 
Mg-Zn-Y-Zr system alloys. However, so far, no related literature can be referred. The aim of this 
work is to disclose the crack initiation mechanism and to establish the relationship between Y 
content and the fatigue strength in the gigacycle regime by investigating the fatigue behavior of 
Mg-5.65%Zn-xY-0.8%Zr alloys with Y content of 0, 1, 2 and 3 wt%, respectively. 
 
2. Experimental procedure 
 

The materials used in this study were the as-extruded Mg-Zn-Y-Zr alloys with different Y 
contents, which were prepared by special technology in magnesium alloy research department of 
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IMR, China. Through inductively coupled plasma atomic emission spectrum (ICP-AES) apparatus, 
the chemical compositions of alloys I-IV were determined, as listed in Table 1. The extrusion ratio 
was 10:1. Vickers hardness testing was performed with a load of 250g (HV). 
 
Table 1 Chemical composition of the as-extruded Mg-Zn-Y-Zr alloys 

Composition (wt %) Nominal 
alloy Mg Zn Y Zr Zn/Y 

HV 

Alloy I Bulk 5.68 0 0.78 ------ 62 ± 5 
Alloy II Bulk 5.53 1.08 0.83 5.12 78 ± 4 
Alloy III Bulk 5.64 1.97 0.73 2.86 74 ± 4 
Alloy IV Bulk 5.49 3.08 0.82 1.78 68 ± 4 

 
The specimens used for the super-long fatigue study were taken along extrusion direction (ED) of 

the plates. The dimensions of the specimens for fatigue test are shown in Fig. 1. Fatigue test was 
conducted on a Shimadazu USF-2000 ultrasonic fatigue testing machine at a resonance frequency 
of 20,000 Hz, with a resonance interval of 150 ms and a stress ratio of R = -1 in ambient air 
(temperature of 25-35 °C, relative humidity of 40-60 %). Specimens were cycled at constant 
amplitude until failure or until at least 109 cycles were reached. After test, fracture surfaces of failed 
samples were examined using Environmental Scanning Electron Microscope (XL30-FEG-ESEM).  
 

 
Fig. 1. Dimensions of the ultrasonic fatigue specimen. 

  
3. Results and discussion 
 

Fig. 2 shows the fatigue strength (S) versus lifetime (N) curves of four Mg-Zn-Y-Zr alloys. It can 
be seen that for all measured S-N curves, a plateau exists in the regime of 5×106-108 cyc, and then 
the fatigue strength gradually decreases between 108 and 109 cyc. Therefore, only fatigue strength 
corresponding to 109 cyc can be determined. Compared with other alloys, the alloy with Y content 
of 1 wt% has the highest fatigue strength and its value is 105 MPa. 

To understand and compare the crack initiation mechanism of different alloys that failed in the 
super-long fatigue regime, four representative samples designated as S1, S2, S3 and S4 are chosen 
for analysis, as shown in Fig. 2. Fig. 3 shows the overall fracture surfaces of samples. It can be seen 
that for all samples, the fatigue crack preferentially initiates at the surface or subsurface.  

Based on the backscattered electron image, the overall fracture surface can be divided into three 
regions, i.e. crack initiation region (Region 1), steady crack propagation region (Region 2) and 
tearing region (Region 3), as shown in Fig. 4. It is very interesting to find that basically no phase 
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particles exist in Region 1, whereas phase particles can be easily observed in Regions 2 and 3. 
Moreover, the number density of existing phase particles in Region 3 is obviously higher than that 
in Region 2. Therefore, it suggests that the existence of phase particles can not cause the fatigue 
crack initiation, but can act as the preferential route for crack propagation. Fig. 5 shows the optical 
microstructure of the areas just underneath the fracture surface of the sample S3. It reveals that only 
a few twins can be activated in the Region 1, whereas the activated twins can be easily observed in 
Regions 2 and 3. Additionally, density of the activated twins in Region 3 is remarkably higher than 
that in Region 2. In the same way, it indirectly demonstrates that the crack initiation is can not be 
caused by the activated twins under a stress amplitude far less than the yield stress. After crack 
initiation, the propagated crack will gradually increase the stress intensity factor near the crack tip, 
leading to the local plastic deformation and the activation of twins.  

Previous work indicated that the micro cracks mainly initiate along the intense slip bands in the 
grain interior [12], as shown in Fig. 6. Therefore, it firmly demonstrates that the localized slip bands 
activated at elastic stress amplitude is the main reason for the crack initiation. 
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Fig. 2. S-N curves of the as-extruded Mg-Zn-Y-Zr alloys with Y content of: a) 0wt%, b) 1wt%, c) 

2wt% and d) 3wt%. 
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Certainly, if the sample surface contains some scratches, it will further increase the occurrence 
possibility of crack initiation. Generally, the relationship between the “crack initiation area” size 
and fatigue strength or fatigue limit (σ-1) proposed by Murakami can also be used for Mg alloys, 
which can be expressed as [13]:  

                              1 1/ 6
in

(HV+120)
( A )

σ β− =                               (1) 

Where HV is the Vicks Hardness of Mg matrix, β is a coefficient and Ain is the crack initiation 
area. 

 

b) a) 

 

  

c) d) 

 
Fig. 3. Secondary electron images showing the overall fracture surfaces of samples: a) S1 (95MPa 
for 5E8 cyc), b) S2 (110MPa for 5.2E8 cyc), c) S3 (105MPa for 5.1E8 cyc) and d) S4 (100MPa for 

5.3E8 cyc) 
 
From Fig. 3, it can be seen that the crack initiation area for all failed samples is very similar. 

Then, the fatigue strength of alloys should be more dependent on the hardness values. Based on the 
results in Table 1, the hardness of the alloy with Y content of 1wt% is relatively higher. According 
to Equation (1), the calculated fatigue strength corresponding to 109 cycles should be higher than 
that of others, which is consistent with the measured results (Fig. 2). 
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Fig. 4. Backscattered electron image showing the phase particle distribution on the fracture 

surface (S3). 

  

1 2 3 

1mm 

 

Fig. 5. Optical images of the as-polished fracture surface of sample S3 taken from regions 1-3 in 
Fig. 4. 

 

 
Fig. 6. Micro crack initiation at slip bands in the grain interior. [12] 
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4. Conclusions 
 

For all measured S-N curves, a plateau exists in the regime of 5×106-108 cyc, and then the fatigue 
strength gradually decreases between 108 and 109 cyc. Therefore, only fatigue strength 
corresponding to 109 cyc can be determined. Compared with other alloys, the alloy with Y content 
of 2 wt% has the highest fatigue strength and its value is 105 MPa. Additionally, for all alloys, the 
fatigue crack mostly initiates at the surface or subsurface in the super-long fatigue lifetime regime. 
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Martensitic 9-12% Cr-steels are widely applied in steam turbines. In the low pressure rotor blades, fatigue 
loadings at several 100 Hz induced by the inhomogeneous flow field behind the vanes are superimposed by 
high mean stress due to centrifugal forces. Using an ultrasonic fatigue testing machine and in-depth 
microstructure analyses, the present study investigates the influence of mean stresses at load ratios up to R = 
0.7 on the VHCF behavior with an ultimate cycle number of 2·109. 
From R = -1 (no mean stress) up to R = 0.7 crack initiation changes consistently from the surface to internal 
inclusions at a cycle number around 4·107. Fractography indicates that fine grained areas around the 
inclusions only occur for R=-1. With increasing load ratio, fractures are observed at increasing cycle 
numbers. In spite of this fact and in spite of considerable cyclic creep at load ratios up from R = 0.5, the 
fracture mechanics approach proposed by Murakami consistently describes the lifetime behavior for load 
ratios up to R = 0.5 over 4 decades of lifetime. The contribution will give a comprehensive overview of these 
findings together with detailed microstructure studies of the fracture surfaces. 
 
VHCF, Cr steel, turbine blade steel, mean stress, fatigue damage 
 
1. Introduction 
 
The research activities in the field of fatigue with very high cycle numbers (VHCF) were massively 
expanded in the past decade. Overviews of the basic mechanisms of VHCF are given in [1-4]. 
Generally, materials can be distinguished into two types according to their VHCF behavior. Type I 
materials are single-phase, inclusion-free materials like pure aluminum or copper. At very low stress 
amplitudes and high number of cycles, fatigue cracks in this type of materials usually originate at 
persistent slip bands (PSB), even at stress amplitudes below the PSB threshold, induced by local 
stress concentration at surface roughnesses. Type II materials on the other hand are multi-phase 
materials with a characteristic transition in the fracture mechanism between 107 and 108 cycles 
which commonly results in a multi-stage S-N curve as shown by Mughrabi in [5]. At high stress 
amplitudes, i.e. at low number of cycles to failure, fractures mainly occur at surface inclusions or at 
PSBs. At lower stress amplitudes in the VHCF-regime, subsurface cracks in the form of so-called 
“fish-eye fractures” occur, primarily originating from inclusions. Typically, subsurface fractures are 
reported in connection with the formation of a small zone around the inclusion called optical dark 
area (ODA), fine granular facets (FGA) or granular bright facets (GBF).  
Such a multistage fatigue life behavior for type II metals has been found for rotating bending 
fatigue of Cr-Mo and high carbon bearing steels [4, 6] and also for a 42CrMo4 tempered steel and 
some aluminum alloys at axial fatigue loading [3, 4, 7, 8]. The stages are mainly influenced by 
inclusion size, surface roughness and notch factor. The critical inclusion size for internal fracture is 
not fixed and depends on many factors e.g. yield stress, and typically ranges from 5 µm to 500 µm. 
For high-strength steels, the critical inclusion size is in the range of 10 µm [2]. In this context, 
Murakami proposed a fracture mechanics approach, the √area-concept, to correlate the inclusion 
sizes with VHCF life [9]. He treated inclusions as preexisting short cracks and, based on this 
assumption, calculated fatigue strength, fatigue life and stress intensity factor of the crack taking 
into account the largest inclusion of the specimen. 
However, especially the influence of superimposed mean stresses on the VHCF behavior of metallic 
materials is not yet sufficiently investigated. Shiozawa et al. [10] and Sakai et al. [11] investigated 
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the mean stress influence up to a load ratio of 0.5 on the HCF and VHCF behavior of a 
high-strength bearing steel (tensile strength: 2316 MPa, HV749) with high compressive residual 
surface stresses (-373 MPa). The VHCF tests were conducted up to an ultimate numbers of cycles 
of 2·108 and 109, respectively. Fatigue fracture is generally initiated at inclusions with an average 
size of 17 µm. With increasing R the slope of the S-N curves becomes extremely flat. For R = 0 and 
0.5 the measured fatigue limits lie distinctly below the Goodman approximation. 
To extend the relatively good knowledge of VHCF behavior of high strength fully martensitic steels 
to ferritic steels with intermediate strength and relatively high ductility typically used for steam 
turbine blades, the present study deals with the VHCF behavior of a typical representative of this 
type of materials up to 2·109 cycles. The investigated material is a martensitic 12% Cr steel 
frequently used for turbine blades in power plant applications. For this class of steels, the influence 
of mean stresses on the fatigue behavior is a main issue. Especially the last stages of low pressure 
steam turbine blades have to sustain fatigue loads with extremely high superimposed mean stresses 
due to a rotational speed of 50 Hz in combination with blade lengths of up to 1.5 m. High-frequency 
loading occurs due to inhomogeneous flow fields behind the vanes. With load frequencies above 
2000 Hz and a component life up to 30 years, the number of cycles clearly reaches the very high 
cycle fatigue (VHCF) region above 109 cycles. Hence, VHCF loading must be considered in the 
design of low-pressure turbine blades. Currently, such turbine blades are designed with high safety 
coefficients based on S-N curves assumed to approach an asymptotic fatigue limit at N > 107 load 
cycles. Nevertheless, blade failures at high number of cycles still occur at corrosion pits or even at 
blade roots without environmental influence [12-16].  
 
2. Materials and methods 
 
The material tested in this study is a martensitic 12% Cr steel used for low pressure steam turbine 
blades in power generation. The chemical composition is shown in Table 1. 
 
Table 1 
Chemical composition of X10CrNiMoV12-2-2 
element C Cr Ni Mo Mn V Si 
weight-% 0.117 11.4 2.70 1.64 0.70 0.31 0.23 
 
To obtain a martensitic microstructure, the blades were hardened by annealing at 1040 °C for 60 
min and subsequent compressed air cooling. For stress relief purposes, the blades were 
subsequently tempered at 660 °C for 3 h followed by annealing at 640 °C for 4 h and very slow 
furnace cooling. The resulting highly tempered martensitic microstructure has finely distributed 
Cr-carbides with diameters of around 100 nm along the martensite laths and the former austenite 
grain boundaries. Precipitation-hardening results in high ultimate tensile strength combined with a 
sufficient elongation at fracture (Table 2). Due to its heat treatment, the microstructure is stable up 
to temperatures as high as 600°C and ensures safe application of this steel for power plant 
applications. 
 
Table 2 
Mechanical properties of X10CrNiMoV12-2-2 at room temperature 
Vickers hardness 334 HV 
Yield strength 843 MPa 
Ultimate tensile strength 1001 MPa 
Elongation at fracture 17.7 % 
Contraction at fracture 58 % 
Young´s Modulus 213 GPa 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-3- 
 

 
Subsequently, cylindrical rods were eroded from the blade root by electro-discharge-machining and 
turned to the final specimen geometry with cylindrical gauge length and a diameter of 3 mm. Fig. 
1shows the geometry for tests without mean stress (R = -1), Fig. 2 the specimen shape for tests with 
superimposed mean stresses (R > 0).  
 

 
Figure 1. Specimen geometry for R = -1 fatigue tests. 
 

 
Figure 2. Specimen geometry for R > 0 fatigue tests. 
 
Finally, the samples were ground with SiC abrasive paper and subsequently mechanically polished. 
The residual stresses in the polished state were determined to -34 ± 16 MPa by X-ray diffraction 
using the sin2ψ-method. 
Testing system is the Ultrasonic Fatigue Testing Equipment (UFTE) developed and manufactured 
by Boku Wien attached to an Instron 5967 load frame for fatigue tests with superimposed mean 
stresses. The experimental setup is similar to that described in [17]. For tests at R = -1, the 
specimens are clamped at one end to allow free oscillation. The UFTE system develops a standing 
wave during oscillation. Ultrasonic fatigue tests were performed in displacement control at 
constant-amplitude tension-compression loading in laboratory air at room temperature. Assuming 
linear-elastic behavior in the VHCF regime, strain gauges can be utilized to calibrate the system 
prior to the experiments by using the linear correlation between displacement and stress in the 
gauge section [18]. To limit self-heating of the specimen during loading, a load pulse / pause ratio 
of 80-200 ms / 800-1200 ms was applied together with forced air cooling of the specimen. To 
analyze the influence of high mean stresses, load ratios ranging from -1 up to 0.7 were applied. 
Additionally, load controlled fatigue tests were conducted using an Instron 1603 electromagnetic 
resonance testing machine at frequencies of about 100 Hz to investigate the frequency influence on 
fatigue life. An ultimate number of cycles of 2·109 was chosen for the tests conducted with the 
ultrasonic device and of 108 for the electromagnetic fatigue testing machine, respectively. 
After fatigue testing, fracture surfaces of failed specimens were observed by SEM, paying particular 
attention to classification of the fracture modes of surface and subsurface fracture at persistent slip 
bands and inclusions, respectively, and analyzing diameters as well as chemical composition of the 
inclusions. 
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3. Results and discussion 
 
3.1 Fatigue life analysis and load ratio influence 
 
The fatigue data of X10CrNiMo12-2-2 previously presented in [19] are shown in Fig. 3 with load 
ratios ranging between R = -1 and R = 0.7. In the S-N curves, no “two step” behavior indicating 
separate fatigue limits for surface and sub-surface cracks could be observed. Furthermore, for R = 
-1, there is a smooth transition in the curve from the literature data by Zhou et al. [20] for the LCF 
(grey symbols) to the HCF (blue symbols) data at approximately 105 load cycles. Considering all 
data plotted for R = -1, no significant frequency effect can be seen in a frequency range of over four 
orders of magnitude ranging from 1 Hz up to 20 kHz. Literature data of the investigated steel for 
load ratios higher than -1 is not available. Hence, the ultrasonic fatigue tests are considered to be 
representative for a wide frequency range allowing to reach high cycle numbers within appropriate 
time. 
 

 
Figure 3. Stress amplitude vs. number of cycles to failure for load ratios R = -1. 0.1, 0.5 and 0.7 at RT. 
 
In Fig. 3, filled symbols mark fractures originating from the surface (persistent slip bands or surface 
inclusions) and open symbols indicate volume fractures of subsurface inclusions. A quite narrow 
transition band from surface to internal fractures between approximately 2·107 and 4·107 load cycles 
exists independent of the load ratio. As expected, a quite large scatter in fatigue life was observed. 
Fatigue strength and the slope of the curves decrease with increasing load ratio. The huge scatter of 
the curves is mainly caused by the inclusion size distribution. 
Another conspicuous feature of the S-N curves is the correlation between the load ratio and the 
highest numbers of cycles to failure: While for R = -1 failure only appears at less than 108 cycles 
(with one exception), there are fractures above 108 cycles for R = 0.1. For R = 0.5 and R = 0.7, 
failure even occurred above 109 cycles close to the defined run-out limit. Despite the small amount 
of data for higher load ratios, this trend is obvious and, at least for this material, has not been 
observed before and is subject of further research. 

run-out 
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Furthermore, different approaches were applied to evaluate the fatigue strengths at the investigated 
load ratios: Because at load ratios R > 0 the database is insufficient for statistical evaluation of 
fatigue strength, a pragmatic approach is used. As the flat slope of the S-N curves (Fig. 3) is a 
convenient precondition for assessing the fatigue limit, the fatigue strength is defined as the highest 
stress amplitude where specimens still not failed. Hence, the following fatigue strengths were 
determined: 350 MPa for R = 0.1, 230 MPa for R = 0.5 and 145 MPa for R = 0.7. For R = -1, the 
arcsin√P-method [21] was applied for calculating the fatigue strength, taking all data points in the 
vicinity of the run-out specimens into account. The resulting fatigue limit for R = -1 is a stress 
amplitude σa of 495 MPa. 
 
3.2 Fractographiy-based evaluation of fatigue life 
 
In the next step, crack initiating defects were identified and analyzed using SEM and EDX. Up to 
about 107 cycles, most fractures initiated at persistent slip bands (PSBs) or at surface inclusions. 
Both HCF fracture types were observed for fatigue lives up to 4·107 cycles at all investigated load 
ratios. A more detailed investigation of the fracture surfaces is given in [19]. 
 

 
Figure 4. Fracture surfaces of typical fish-eye cracks: (a, b) σa = 550 MPa, R = -1, Nf = 4.66·107; (c, d) σa = 
370 MPa, R = 0.1, Nf = 1.24·108; (e, f) σa = 250 MPa, R = 0.5, Nf = 1.21·109; (g) σa = 155 MPa, R = 0.7, Nf = 
2.35·105; (h) σa = 150 MPa, R = 0.7, Nf = 2.28·107. 
 
In the VHCF-regime, i.e. at fatigue lives above approximately 4·107 cycles, fish-eye cracks, which 
are characteristic for VHCF failure of high strength steels [5], are found in all fracture surfaces (Fig. 
4). The frequently observed “optical dark areas” (ODAs) [22-25] are difficult to identify in this steel. 
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In Fig. 4b) for R = -1, an ODA is visible in the region directly above the inclusion. Such structures 
could be observed in several specimens for R = -1, but were never found in samples fatigued at 
higher load ratios. Examples are given in Fig. 4d) and f).  
Some uncertainty remains in this observation because ODAs are generally very difficult to detect in 
this steel. In [19], microstructural investigations were performed via focused ion beam technique 
(FIB) and SEM of cross-sections perpendicular to the fatigue crack surface close to the crack 
initiating inclusion. The results showed the presence of a nanocrystalline area around the inclusion 
only for R = -1. Based on this observation, a possible reason for the R-dependency of the highest 
observed number of cycles to failure is given in [19]. 
 
Furthermore, there is a change of the fracture surface profile with increasing load ratio. At higher 
load ratios, the fish-eyes become more distinguished and a step-like transition develops between the 
fish-eye and the residual fracture which indicates the occurrence of cyclic creep and plastic 
deformation. As shown by displacement measurements of the specimens during the fatigue tests in 
[19], increasing load ratio leads to higher total mean strains, i.e. plateau values of 0.4% and 4.5% 
for R = 0.1 and R = 0.5, respectively. At R = 0.7, steady cyclic creep occurs during the entire test. 
Additional fatigue tests at high stress amplitudes were performed showing weak cyclic softening of 
this steel in accordance with [26] for a similar kind of 12% Cr steel. The dominance of cyclic creep 
on deformation and failure at R = 0.7 corresponds to the fracture surface depicted in Fig. 4g) and h) 
showing a “tensile test like” cup-cone fracture without any distinct fatigue features. However, it 
should be noted that even at this high load ratio fatigue lives clearly above 107 have been reached. 
 
For the fish-eye fractures at other load ratios, inclusion sizes and compositions as well as the area of 
the fish-eyes were determined by SEM and EDX. For all fractures, the crack initiated at oxide 
inclusions in the middle of the fish-eye with compositions either CaO·Al2O3 or MgO·Al2O3. 
However, the crucial factor for fatigue life is the diameter of crack inducing inclusions, following a 
normal distribution and ranging from 16 µm up to 45 µm in this test series. To consider the 
inclusion size dependency on fatigue life, the √area-concept of Murakami [9] was applied. The 
√area-parameter represents the inclusion size perpendicular to the applied maximum stress, which 
is treated equivalent to a fatigue crack of equal size. By means of fracture mechanics, this leads to 
Eq. (1) for the fatigue strength: 
 

 (1) 
 
HV is the hardness of the material and α a material constant describing the influence of load ratio. C 
is 1.56 for internal defects and 1.43 for subsurface cracks, respectively. At first, the material 
constant α for the R-dependency of the fatigue limit needs to be determined from the slope of the 
fatigue strength vs. (1-R)/2 curve. In the present case, α is 0.546. In the next step, σa/σW can be 
plotted against the number of cycles to failure in a linear graph (Fig. 5). In this plot, the huge scatter 
of the S-N curves could be reduced to less than one order of magnitude, so the fatigue data of load 
ratios from -1 up to 0.5 can be described in a single curve in a fatigue life range of more than four 
orders of magnitude. The Murakami approach is convenient for describing the curve both in the 
HCF and the VHCF-regime and independent of load ratio. Thus, the α-parameter of 0.546 seems to 
be accurate for describing the dependency of fatigue strength on load ratio of the present material. 
An evaluation of the R = 0.7 data and a deeper analysis of the obtained α value is given in [19]. 
 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-7- 
 

 
Figure 5. Modified S-N curve according to the √area-concept proposed by Murakami. 
 
3.3 Crack growth threshold evaluation 
 
Another appropriate data evaluation method is shown in [27, 28]. In the present work, this approach 
proposed by Döker is applied to small fatigue cracks assuming the fracture inducing inclusion sizes 
being identical with the initial crack length. Based on the linear elastic fracture mechanics, the 
threshold stress intensity factor ΔKth can be plotted vs. the load ratio R. As mentioned in [27], only 
positive R can be used and given the fact that no fracture inducing inclusions were visible for 
fractured specimen at R = 0.7 (see Fig. 4g) and h)), this approach is only applied for fatigue data of 
R = 0.1 and 0.5. Initially, ΔKth needs to be calculated. Assuming a circle shaped volume crack with 
the diameter of the crack initiating inclusion, Eq. (1) and Eq. (2) can be used as good 
approximations, where aincl is the mean size of all measured inclusions and ΔσD and σD,max are the 
corresponding fatigue strength values. 
 
 (2) 

 (3) 
 
According to [27], a ΔKth–R curve can be derived from the above values (continuous line in Fig. 6). 
The curve is separated into multiple sections described by different equations (see Fig. 6). Here, the 
two curves nearly overlap at negative R. For R < 0, the green dotted line is valid and the threshold 
value asymptotically approaches ΔK0. The red dotted line represents a downward oriented parabola 
which intersects with the positive R-axis at R = -1 and with the ΔKth –axis at ΔKth = Kmax,0. The 
different shape of the curves compared with [27] probably is due to the distinctly smaller crack 
length considered in the present study. Additionally, Fig. 6 shows the ΔK values calculated from the 
obtained fatigue test data using the stress amplitudes and the crack inducing inclusion sizes (blue 
diamonds). Note that for this evaluation only fractures close to the observed run-outs (see Fig. 3) 
were taken into account. Referring to the work of Grad et al. [29], ΔK was also calculated using the 
sizes of the ODAs found at R = -1 (green triangles). 
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Figure 6. Threshold curves according to Döker and Murakami. 
 
As expected, the data points for R = 0.1 and 0.5 lie close to the approximation curve. For R = -1, the 
data points calculated from the inclusion sizes are slightly above the calculated threshold value. The 
values considering the ODA sizes are around 7.3 MPa√m and with this lie well above the 
approximation curve. This difference indicates that, for R = -1, crack closure effects, which are not 
considered in the applied fracture mechanics approach, are an important issue.  
Concerning the relatively high ductility of the investigated 12% Cr steel, crack closure effects due 
to residual stresses near the crack tip are probably much more pronounced than in the high-strength 
100Cr6 examined in [29]. The same conclusions can be drawn from the comparison of the 
individually calculated ΔK values with the ΔKth-R curve proposed by Murakami (blue dashed line in 
Fig. 6), which is determined according to Eq. (4) with the material hardness HV, the√area 
parameter and the material constant α. 
 

 (4) 
 
4. Summary 
 
1. No 

frequency effect was found for fatigue tests with zero mean stress in a frequency range above 
four orders of magnitude. 

2. In the 
LCF/HCF-regime, specimens either failed by cracks initiated at PSBs or surface inclusions. 
Above 2·107 - 4·107 load cycles, fish-eye cracks were found originating from oxide inclusions. 
The inclusion diameters ranged from 16 µm up to 45 µm and follow a normal extreme value 
distribution. The inclusion size has a decisive influence on fatigue life as shown by the modified 
S-N curve proposed by Murakami [9]. The α-parameter describing the load ratio dependency was 
determined to 0.546 and was in the vicinity of α values measured in recent investigations at other 
high-strength steels. Thus, the √area-concept is well applicable for this steel in a large range of 
load ratios (-1 < R < 0.5). 

3. For R 
= 0.7, the fatigue fracture surfaces are similar to quasi-static tensile fractures with high 
deformation and sample elongation due to extremely pronounced cyclic creep. 

R > 0 
R < 0 
ΔKth (Murakami) 
ΔKth (Döker) 
Experimental data (inclusion sizes) 
Experimental data (ODA sizes) 
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4. ODAs 
were only found for fatigue tests at R = -1. A reason for this may be reduced crack closure at R > 
0, which has to be proven by further investigations of fracture surfaces by means of an SEM 
after FIB preparation of sections perpendicular to the crack surface. 

5. The 
evaluation of the threshold values according to Döker was applied to short cracks. The results 
also indicate that crack closure effects may play an important role in connection with the ODA 
formation. 
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Abstract  A novel aging treatment was proposed to improve the fatigue strength of maraging steel by 

taking the effects of aging condition and humidity into account. Rotating bending fatigue tests were carried 

out for a 350 grade of 18% Ni maraging steel in the long life region up to 10
8
 cycles in the relative humidity 

of 25% and 85%. Aging conditions under investigation included a conventional aging or the so called single 

aging at 753K, and a two–step aging or double aging by ageing at lower temperature of 473K succeeded to 

the single aging. Through the double aging, the susceptibility of fatigue strength to humidity was 

significantly improved without any deleterious effects. The main reasons for the decrease in fatigue strength 

in high humidity are due to the promotion of crack initiation and the acceleration of small crack propagation. 

The improvement of fatigue property in high humidity by the double aging was explained from the roles of 

the additional precipitation of supersaturated Mo atoms during the second lower temperature aging. 

 

Keywords  Fatigue, Maraging steel, Aging, Humidity, Rotating bending  

 

 

1. Introduction 
 

Maraging steel has the highest tensile strength and high ductility among steels used in practice [1]. 

However, the fatigue strength of maraging steel is much lower than expected from its high static 

strength [2]. The reason for the lower fatigue strength is due to the high sensitivity of maraging steel 

to both notch [3] and humidity [4]. Since maraging steel is mainly hardened by the precipitation of 

intermetallic compounds such as Ni3(Ti, Mo) and Fe2Mo in martensite structure, the strength of the 

steel depends largely on the aging conditions. Many studies have been carried out on the 

precipitations in the steel. For example, it is well known that the in-coherent particle of Ni3(Ti, Mo), 

which is one of the primary strengthening particles, precipitates at high aging temperature beyond 

723K, while the particles of Fe2Mo, ω phase and Mo cluster precipitate at low aging temperature 

below 723K [5]. Precipitation at high temperature is usually referred to as high temperature phase 

whilst that at low temperature as low temperature one. Considering the above-stated relation 

between aging temperature and precipitation, it is expected that additional precipitation and 

hardening may happen during a two-step aging or the conventional high temperature aging followed 

by a low temperature ageing, because the concentraion of Mo exceeds its solubility at low 

temperature. However, aging treatment of maraging steel is usually conducted under a constant high 

temperature only, and the study of the mechanical properties, especially the fatigue strength, of the 

two-step aged steel at high and low temperatures has not been reported. 
In the present study, the effect of aging condition on the fatigue strength of 18%Ni maraging steel 

of grade 350 in long life region was investigated. A novel aging treatment was proposed for 

improving fatigue properties of the maraging steel. Fatigue tests up to 10
8
 cycles were performed in 

relative humidity of 25% and 85% under rotating bending. Aging conditions examined were the 

conventional aging at 753K or the so called single aging, and a two–step aging or double aging at 

473K subsequent to the conventional aging at 753K. 
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2. Experimental procedure 

 
The material used was a commercial 350-grade maraging steel. The chemical composition was 

shown in Table 1. The steel was solution treated for 5.4ks at 1123K in vacuum followed by air 

cooling and age hardened in salt bath. The mean grain size of prior austenite was about 20 μm.  

Figure 1 shows aging curves, in which hardness is increased by the two-step aging as stated in 

introduction. The reason for the increase in hardness by the two-step aging will be discussed later. 

Aging conditions investigated were a single peak-aging at the conventional aging temperature of 

753K, which is denoted as SA-P, and a two-step or double aging by including an under-aging 

treatment at 473K after the conventional aging SA-P, which is denoted as DA-U, hereinafter. The 

two-step aging showed a definite hardening. These conditions were indicated by open marks in 

Fig.1 and were specified in Table 2. Further study on the variation of mechanical properties with 

different combination of two-step aging conditions can be found in the related presentation. [6] 

Figure 2 shows the shape and dimensions of plain specimen. Specimens were machined after the 

solution treatment, and then age hardened as specified in Fig. 1. Prior to fatigue testing, specimens 

were sanded by emery paper followed by electro-polishing to remove work affected layer and 

secure surface state for easier observation. Fatigue tests were carried out using a Ono-type rotating 

bending fatigue machine with a capacity of 15 N·m, operating at about 50Hz in relative humidity 

(RH) of 25% and 85%, respectively. The humidity was moderated in a range of RH±5%. 

 

 

Table 1. Chemical composition (mass%) 

Grade C Si Mn  Ni Mo Co Ti Al Fe 

350G 0.001 0.01 0.01 17.89 4.27 12.36 1.3 0.08 Bal. 

 

 

 

 

 

 

 

 

                                                        

 

 

 

 

 

 

 

Figure 1. Aging curves of maraging steel 
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Table 2. Mechanical properties 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 2. Shape and dimensions of plain specimen 

 

 

 

The atmospheric temperature was not controlled and in the range of 295±3K. Surface cumulative 

damage observation and crack length measurement were carried out by plastic replication technique. 

Crack length, ℓ, was defined as a surficial length along the circumferential direction vertical to 

stress axis. Microstructure and fracture morphology were examined using both transmission 

electron microscope (TEM) and scanning electron microscope (SEM). 

 

 

3. Results and discussion 
 

Figure 3 shows S-N curves of the steels. Fracture occurred from specimen surfaces, irrespective of 

the age treatment and the humidity. Moreover, in case of low humidity, none of fatigue cracks were 

observed for specimens non-fractured after fatigued for 10
8
 cycles, suggesting that fatigue limit 

defined as fatigue strength at 10
8
 cycles was mainly controlled by the resistance to crack initiation. 

Fatigue limits in both steels are nearly the same in low humidity, meaning that the resistance to 

crack initiation was improved somewhat by the double aging, because the fatigue strength of a steel 

usually decreases with strengthening due to increasing notch sensitivity [7]. On the other hand, 

fatigue strength decreased in high humidity, and the extent of fatigue strength decrease was larger in 

SA-P steel than in DA-U steel.  

 

Material 

 

 

Aging condition 

 

 

Vickers 

hardness 

HV 

0.2% proof 

stress 

σ0.2 (MPa) 

Tensile 

strength 

σB (MPa) 

Reduction 

of area 

(%) 

SA-P 753K-150ks 705 2300 2370 54 

DA-U 753K-150ks, 473K-500ks 750 2315 2378 55 
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To clarify the reason for the difference in high humidity susceptibility of fatigue limit between the 

SA-P and DA-U steels, successive observation of surface failure due to stress repetitions was 

conducted.  

Figs. 4 and 5 show crack growth curves and relation between crack growth rate and stress intensity 

factor range in 25% and 85%, respectively. It can be seen that the initiation and early propagation of 

cracks short than a few grain sizes are definitely accelerated by high humidity and this trend is more 

remarked at lower stress levels, because the lower the stress level, the longer the crack initiation life 

and the stronger the influence of humidity. In other words, it is the acceleration of crack initiation 

and its early growth that caused the fatigue strength decrease in high humidity. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure. 3 S-N curves 

 

 

         

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. Crack growth curves 
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In case of SA-P steel subjected to fatigue in long life region in RH 85%, corrosion debris (Fig. 6a) 

and multi cracks initiated from a corroded pit (Fig. 6b) are confirmed on specimen surface, 

implying that crack initiation was promoted by anodic dissolution. 

Figure 7 shows SEM morphology of SA-P steel fractured in both low and high humidity. In case of 

low humidity, slip steps appear on a facet in the vicinity of crack initiation site, as shown in Fig. 

7a-1)), meaning that slip deformation or stage I cracking dominate crack nucleation [8]. On the 

other hand, in high humidity, crack initiation is characterized by many facets, especially river 

pattern-like facets (Fig. 7b-1), suggesting that hydrogen embrittlement assisted fracture occurred. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. Crack growth rate vs. stress intensity factor range 
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Figure 6. Surface state of SA-P specimens subjected to fatigue in long life region in RH 85% 
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(a-1) Crack initiation site  (b-1) Crack initiation site 

 

 

 

 

 

 

 

  

(a-2) Inner area (~200μm from surface) 

 

 (b-2) Inner area (~200μm from surface) 

 

Figure 7. Fracture surfaces of SA-P steel tested in (a) RH 25% and (b) RH 85% 

 

 

Similar fatigue morphology can be found in DA-U steel tested in high humidity, as shown in Fig. 8. 

It is hard to distinguish any difference in fracture mechanism between the SA-P and the DA-U 

steels failed in high humidity, depending on the analysis of the results shown in Figs. 7 and 8. 

Therefore, it may be induced that the propagation of small cracks was accelerated by embrittlement 

due to hydrogen generated in cathode reaction. In addition, most of fracture surfaces in the region 

beyond crack initiation are occupied by martensite lath cracking regardless of humidity and aging 

condition, which may explains that little difference in growth rate of larger cracks is recognized 

between different aging conditions and humidity, as seen in Fig. 5. 

 

 

 

 

 

 

 

 

 

  

(a)  Crack initiation site  (b) Inner area (about 200μm from surface) 

Figure 8. Fracture surfaces in DA-U steel at RH 85% 
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Figure 9. TEM micrographs showing microstructure of (a) SA-P and (b) DA-U 

 

 

Figure 9 shows microstructures of SA-P and DA-U steels observed by TEM. Rod-shaped particles 

of ~10nm or less in length and spherical ones are observed in SA-P steel, which were identified as 

Ni3(Ti, Mo) and FeMo respectively by their diffraction patterns of TEM and the X-ray diffraction 

of electrolyte-extracted particles. In DA-U steel, it is difficult to confirm different particles by 

means of their microstructural features. Tewari et al. reported that fine particles of nano-sized 

ω-phase precipitated at low aging temperature in DA-U steel [5]. However, any other precipitates 

were difficult to distinguish, though it can be predicted from the phase diagram of Fe-Mo alloy that 

Mo atoms are supersaturated during the second aging at 473 K. Since a high density of dislocations 

are initially introduced by martensitic transformation, the supersaturated Mo atoms may migrate by 

the pipe diffusion along those dislocations so as to form the moderation of concentration or the 

clusters around the dislocations, which impede the motion of dislocations and cause the hardening 

at 473 K. DA-U steel is in such a way strengthened by the second aging at 473k. 

On the other hand, in high humidity, hydrogen atoms generated in accompany with anodic reaction 

may diffuse into the matrix and concentrate at grain boundaries, inducing hydrogen embrittlement 

[9, 10]. It is concerned that the clusters of supersaturated Mo atoms around dislocations and the 

irregularity of concentration in the second aging may trap some hydrogen so as to suppress 

hydrogen embrittlement in high humidity. 

 

 

4.  Conclusions 
 

The effect of aging condition on the fatigue strength of 18% Ni maraging steel of grade 350 in long 

life region in high humidity was investigated under rotating bending in relative humidity of 25% 

and 85%. Fatigue strength of both single aging and double aging hardened steels was markedly 

decreased in high humidity environment. However, the decrease of fatigue strength was suppressed 

by the double aging. Although most of fracture surface was characterized with lath boundary 

cracking regardless of the humidity and aging condition, a few brittle facets of prior austenite 

comparable to a grain size were observed at the origin of fracture in high humidity. The main reason 

for the decrease of fatigue strength in high humidity was the acceleration of both crack initiation 

and its early growth due to hydrogen embrittlement. The decrease in humidity susceptibility by the 

100nm 

(a) (b) 
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double aging was explained by the precipitation of supersaturated Mo atoms as well as the fine 

particles of nano-sized ω-phase diffused in the matrix during the second aging of lower temperature. 
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Abstract   
Fatigue failure in the VHCF regime of high strength steels is dominated by subsurface crack initiation around 
non-metallic inclusions with fisheye fracture morphology. However, this unique failure mechanism cannot be 
thoroughly confirmed for metastable austenitic steel 1.4301 (AISI 304), for its crack origin is heavily 
dependant on fatigue life and its amount of deformation-induced alpha prime martensite. In the HCF regime 
cracks originate at the specimen surface from inclusions exceeding 0.02 mm, irrespective of the volume 
fraction of deformation-induced alpha prime martensite. For a volume fraction beyond VM = 30% the higher 
notch sensitivity of the martensite phase can lead to crack initiation at micro flaws at the surface. In the 
VHCF regime the influence of the martensite content is even more dominant, as for VM = 54% the crack 
origin shifts to subsurface inclusions. While the formation of a fine granular area is observed for all cases 
with VM > 50%, the occurrence of a typical fisheye morphology depends on the inclusion’s relative position 
to the specimen’s surface. The diversity of crack initiation mechanisms can be explained by the interaction of 
the austenite and martensite phases and its different ductilities with the inclusions as shown by TEM 
micrographs and Murakami’s model of hydrogen-induced VHCF failure. 
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1. Introduction 
 
In recent years, many investigations (e.g. [1,2]) focused on the diversity of damage mechanisms 
related to failure beyond the classical fatigue limit, i.e. at a number of loading cycles N > 107. At an 
early stage of research on the fatigue of materials in the very high cycle range, a distinction between 
single phase and defect free type I materials and multiphase type II materials with microstructural 
defects such as non-metallic inclusions or pores was proposed by Mughrabi [3,4]. The discussion 
about the fatigue behaviour of the two types of materials at very high number of cycles and the 
underlying damage mechanisms is often combined with hypotheses of the course of the S–N curve 
such as a duality of the curve related to the crack initiation position [5,6]. For type II materials a 
multistage S–N curve is defined by the change from surface crack initiation to a control of fatigue 
life by crack nucleation at internal defects. With regard to high strength steels, different models for 
damage mechanisms and the multistage S-N curve are currently under discussion.  
 
Murakami et al. [7] related the formation of a so-called fisheye fracture surface, which is commonly 
observed in these types of materials in the VHCF range, to a hydrogen embrittlement due to a 
hydrogen concentration in the vicinity of inclusions. According to Murakami and Endo, the VHCF 
behavior can be correlated to the size and hardness of nonmetallic inclusions [8]. A different 
explanation was suggested by Sakai et al. [9] stating that the fisheye formation by means of the 
formation of a fine granular layer around the inclusion is a consequence of a nucleation and 
coalescence of microdebondings. The formation of fisheye fractures due to multiple microcracks 
initiated by the decohesion of spherical carbides from the matrix around the dominating inclusion is 
given as the major damage mechanism model by Shiozawa et al. [10]. This model was confirmed 
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by the findings of Sohar et al. for a high Cr alloyed cold worked tool steel, where internal as well as 
near surface fisheye fracture was observed in the VHCF regime and attributed to the formation and 
coalescence of microcracks around carbide clusters [11]. Despite these findings not all steels 
containing nonmetallic inclusions can be classified in one of the given models. Results for the HCF 
and VHCF behavior of a metastable austenitic stainless steel presented in this paper demonstrate 
that both the actual cyclic strength of a material, the course of the S–N curve and the underlying 
damage mechanisms are highly sensitive to microstructural changes. 
 
2. Material and Experimental Methods 
 
The material chosen for this study was a solution annealed metastable austenitic stainless steel sheet 
AISI304 (1.4301) with a thickness of 2 mm. Its chemical composition determined by means of 
spectral analysis is given in table 1. A relatively low stability of the austenite phase is caused by the 
low amount of nickel in the overall alloy composition. The deformation induced ’ martensite 
content was regulated by a one-step predeformation carried out by means of a servohydraulic test 
system equipped with a liquid nitrogen-cooled chamber, allowing a deformation start temperature of 
-100°C. Before fatigue testing, all specimens were mechanically and subsequently 
electro-chemically polished but for several reference specimens with artificial micronotches at the 
surface. For the fatigue experiments two testing systems were used: a resonance pulsation test stand 
operating at ~ 90 Hz and an ultrasonic fatigue testing system working at a frequency of ~ 20 kHz. 
All fatigue experiments were executed in a fully reversed mode under load control. Specimens’ 
heating was averted by cooling with compressed air and in addition by a pulse-pause testing mode 
for the ultrasonic system. The alpha prime martensite volume fraction was measured by means of a 
magneto-inductive testing device (Fischer feritscope). 
 
The characterization of microstructure and the fractographic analysis of the fatigued samples were 
accomplished by means of a scanning electron microscope (FEI, Helios) equipped with an ion 
source which permits a selective removal of lamellae for transmission electron microscopy 
(Hitachi).  
 
Table 1. Chemical composition of the alloying elements for AISI304 analysed by means of spectral analysis. 

C Si Mn P S Cu Cr Mo Ni V N 
0,024 0,43 1,43 0,021 0,007 0,14 18,3 0,038 8,11 0,1 0,067 

 
3. Results 
 
3.1 Fatigue behavior 
 
Fatigue results are given in figure 1a, open symbols indicate samples that were solely tested with 
the resonance system up to 108 cycles while crossed symbols represent samples fatigued firstly with 
the resonance pulsation system up to cyclic saturation and subsequently with the ultrasonic system. 
In the fully austenitic condition the metastable austenitic steel studied exhibits a constant fatigue 
limit of 250 Pa in the HCF and the VHCF region. No failure happened even up to a number of 
loading cycles N > 108. A true durability for N > 106 cycles for AISI304 in the fully austenitic 
condition is confirmed by various authors [12-15] except for the work by Bathias [16], who 
observed failure in the VHCF regime for this steel type. In the fully austenitic condition the 
material’s fatigue behavior is dominated by a strong transient behavior with a pronounced cyclic 
softening up to N ~ 105 followed by cyclic hardening up to 2 x 107 cycles. More details of the 
correlation between the cyclic deformation behavior of the material presented and its resonance 
behavior is given in [17]. The cyclic hardening can be explained by a martensite formation which 
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results in a decrease of the strain amplitude. Hence, the global loading situation declines well below 
a threshold value for irreversible slip activities so that the fatigue limit can be regarded as a true 
infinite durability for the fully austenitic condition. However, the martensite formation during cyclic 
loading in the VHCF regime is quite surprising as the plastic strain amplitude (3 x 10-4) is well 
below the threshold value for martensite formation of 3 x 10-3 according to literature. 
 
The fatigue behavior of specimens in the one-step predeformed condition displays a steady increase 
of cyclic strength in the HCF regime with increasing volume fraction of deformation induced 
martensite (Figure 1a). At the same time the disposition to a transient behavior during cyclic 
deformation fades. For the HCF regime the fatigue limit increases with increasing martensite 
volume fraction. However, this is only true for specimens with a well preserved surface without 
flaws and defects. In case of artificial micro notches (with a depth of 12 up to 40 m) at the surface 
a peak cyclic strength could be identified for a volume fraction of ’ martensite ≤ 30% . A 
comparison of actively cooled and uncooled fatigue tests demonstrate the influence of ’ martensite 
formation on the cyclic strength during testing. The lack of active cooling prevents the formation of 
’ martensite and as a consequence lowers the cyclic strength drastically (figure 1b). 
 
For the VHCF regime a change in the fatigue behavior can be observed with increasing volume 
fraction of alpha prime martensite. For a volume fraction of 54% failure occurs even beyond the 
classical fatigue limit resulting in a two-step S-N-curve with crack initiation up to a number of 
loading cycles N > 108. Therefore it stands to reason that a change in damage mechanism due to the 
degree of phase transformation is inherent for AISI304. This phenomenon can be explained by the 
metallographic analysis presented in the subsequent chapter. 
 

 
a) b) 

Figure 1: Fatigue behavior in the HCF and VHCF regime (a) and comparison of fatigue limit for the HCF 
region related to different testing conditions and samples with artificial micro notches (b). 

 
3.2 Damage mechanisms 
 
The fatigue behavior of AISI304 in the fully austenitic condition is characterized by two major 
microstructural processes: inhomogeneously distributed strain localization in narrow slip bands and 
formation of ’ martensite at intersections of slip bands as well as formation of martensite needles 
(figure 2). The phase transformation leads to a decrease of dislocation mobility and hence to an 
increase in cyclic strength and a true durability in the VHCF regime. Fractographic analysis of the 
specimens tested and failed in the HCF region (here: failure only for N < 106) reveal the importance 
of microstructural flaws and defects at or near the specimens surface. All failures in the HCF regime 
can be attributed to crack initiation at nonmetallic inclusions in the near-surface region (figure 3a). 
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However, inclusions with a size up to 20 m did not result in HCF failure. In contrast, artificial 
micro notches at the surface are the reason for a decline of the fatigue strength in the HCF region 
for higher ’ martensite volume fractions (figure 3b), which can be ascribed to the higher notch 
sensitivity of the martensite phase. According to Bowe et al. [18] the threshold value for fatigue 
crack growth for the fully austenitic condition of a FeNiAl-alloy is five times higher than that for 
the martensitic condition. It can therefore be assumed, that a higher amount of martensite phase 
enclosing a surface defect results in an earlier crack initiation and accelerated crack growth.  

 
 
 
 
 
 
 
 
 

a) b) c) 
Figure 2: Formation of slip bands (a), ’ martensite in the bulk at slip band intersections (b) and a martensite 

needle (c) during cyclic loading at  = 240 MPa and N = 107.  
 
 
 
 
 
 
 
 
 

 
 
a) b) 

Figure 3: Crack initiation in the HCF region at a surface inclusion for a specimen with 27% ’ martensite 
volume fraction (a) and at an artificial micro notch for 30% ’ martensite volume fraction (b).  

 
A one-step predeformation leads to a pronounced increase of the cyclic strength for AIS304, but at 
the same time to failure even in the VHCF regime for an ’ martensite volume fraction of 54%. 
This change in damage mechanism can be explained by comparing the microstructure of the fully 
austenitic with the predeformation condition. The major difference lies in the amount and 
distribution of ’ martensite. For a volume fraction of 27% the ’ martensite is loosely allocated at 
slip band intersections (figure 4a) and the local notch stress around an inclusion leads to a 
concentration of the deformation in the softer austenite phase (represented for a fully austenitic 
condition in figure 4c) and a formation of deformation induced martensite. The localized work 
hardening and the compression stresses due to phase transformation impede crack initiation at the 
inclusion. Interconnected clusters of ’ martensite dominate the microstructure for a volume 
fraction of 56% (figure 4b). Due to the coherency of the martensite clusters, the deformation is no 
longer compensated by the softer austenite phase and the low ductility of the martensite phase 
results in crack initiation even at stress amplitudes in the VHCF range. Figure 5 depicts an example 
for crack initiation at an elongated inclusion for a sample with a volume fraction of martensite 
> 30%. The crack starts in the austenite phase leading to a brittle fracture of the inclusion before 
propagating into the notch-sensitive martensite phase. This example demonstrates that an inclusion 
does not necessarily have to be completely surrounded by the martensite phase. Elastic deformation 
in the martensitic phase might already be sufficient to have a crack initiating effect in the austenitic 

notch 
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phase in the vicinity of an inclusion. 
 
   
 
 
 
 
 
 
 
 
 
a) b) c)  

Figure 4: Phase morphology after the formation of predeformation-induced ’ martensite with a volume 
fraction of 27% (a) and of 54% (b) produced by different deformation start temperatures and dislocation 

coalescence around an inclusion (c).  
 
 
 
 
 
 
 
 
 

 
 
 
 

a) b) c) d) 
Figure 5: Crack initiation at an inclusion (a), image quality of the inclusion in the direction perpendicular to 
the fracture surface (b), phase distribution around the inclusion (c) with red = austenite phase and green = 

martensite phase and inverse pole figure of the inclusion and its surrounding matrix (d).  
 
The VHCF failure for AISI304 with a volume fraction of ’ martensite > 30% is accompanied by a 
change of the crack initiation site from the surface to the specimen interior irrespective of the fact 
that inclusions encircled by clusters of martensite can also be found in the surface region. The 
fracture surface of the specimens failed in the VHCF region show a typical fisheye morphology. 
The crack initiation site is surrounded by a fine granular area (FGA), which according to Sakai [9] 
is characteristic for the VHCF failure of martensitic steels. The FGA for its part is encompassed by 
a smooth fracture surface which gives the typical fish-eye appearance. According to Murakami and 
Matsunaga [19] the cyclic stress intensity factor at the outer front of the FGA can be estimated by 
 FGAFGA area5.0K  . 
 
An analysis of all specimens’ FGAs, which failed in the VHCF regime (figure 1a), result in an 
average KFGA = 4 MPam beiing in good correlation with the threshold value for crack growth of 
the martensitic phase Kth = 5 MPam as investigated by Bowe et al. [18]. Hence, the formation of 
FGA can be regarded as crack initiation phase provided one assumes that the K-concept can be 
applied for the given VHCF failure mechanism. This phenomenon strongly depends on the number 
of loading cycles as depicted in figure 6a. There is a steady increase of FGA diameter with 
increasing number of loading cycles. After reaching a critical value (corresponding to KFGA) a 
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different crack growth mechanism emerges, developing a rather smooth fracture surface which 
together with the FGA forms the characteristic fisheye morphology. The cycle dependence of FGA 
formation explains the dual step S-N-curve (figure 1a). In the VHCF regime a minimum number of 
cycles is necessary before continuous crack growth in the form of the smooth fisheye fracture 
surface results in overall failure. 
 
 
 
 
 
 
 
 
 
 
 
 
 
a) b) 

 
Fig. 6: Correlation between area of the FGA and number of loading cycles (a) and correlation between 

fisheye formation and resonance frequency (b). 
 
The smooth fracture surface of the fisheye develops as long as the crack growth is still within the 
interior of the specimen. Hence, the size of the fisheye fracture is directly correlated to the distance 
of the crack initiating inclusion to the specimen’s surface as is depicted in figure 7 for several 
fracture surfaces. It is well known that crack growth under vacuum is retarded compared to crack 
growth in air for the material analyzed [20]. As a consequence, cracks will propagate very slowly 
since vacuum like conditions are still given while the crack front has not yet reached the surface, 
but will gain momentum the very moment the crack front touches the surface. A correlation between 
fisheye diameter (150 m up to 1000 m) and a predicted as well as measured change in resonance 
frequency during fatigue testing (figure 6b) revealed, that the formation of fisheye is limited to 
2000-3000 cycles of the overall fatigue life. Hence, the major part of fatigue life in the VHCF 
regime is dominated by the formation of the FGA.  
 
As the development of a FGA is the fatigue life dominating feature, its formation mechanism should 
be further discussed. Different assumptions as to the origin of the FGA were presented in the 
introducing chapter. According to Shiozawa et al. [10] the FGA is formed by a decohesion of finely 
dispersed carbides in the microstructure. This assumption is not plausible for AISI304 with its 
negligible carbon content (0.02 mass-%). Neither carbides nor microcracks at carbides could be 
detected in the FGA environment of the specimens (depicted in figure 7) by means of scanning 
electron microscopy and EDS-analysis. The suggestion made by Sakai [9], that FGA is formed due 
to a polygonization of very fine subgrains is yet to be discussed as no pronounced fine grained 
structure could be detected in the crack initiation region. 
 
Murakami et al. [21] assumed that hydrogen trapped at the inclusion leads to the formation of FGAs 
due to the higher dislocation mobility in the presence of hydrogen. Hydrogen can lead to 
accelerated crack propagation in the martensitic phase of a metastable austenitic connected and 
moreover, the hydrogen diffusion coefficient in martensite is four orders of magnitude higher than 
that in the austenitic phase. Therefore, the model of hydrogen-assisted crack initiation at an 
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inclusion is assumed as most likely explanation for the formation of FGAs in AISI304 at 
VHCF-relevant numbers of cycles. Hence, crack initiation and FGA formation is the consequence 
of agglomerated hydrogen in the martensitic phase around the inclusion increasing the amount of 
localized plastic deformation in this particular microstructural region. However, this assumption has 
to be further discussed as in the study presented no final evidence for hydrogen assisted crack 
initiation was found. Fatigue crack growth tests simulating the microstructural and testing 
conditions discussed will be necessary for further clarification. 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
a) b) c) 

Fig. 7: Examples for the formation of fisheye fracture morphology with different sizes (depending on the 
distance between inclusion and specimen surface) a) /2 = 515 MPa, NF = 1.49 x 108, b) /2 = 535 MPa, 

NF = 9.09 x 106 and c) /2 = 470 MPa, NF = 6.84 x 108. 
 
4. Conclusion 
 
 The study presented discusses the change in failure mechanisms of a metastable austenitic 
steel – an alloy that would typically be classified as material type II with respect to its VHCF 
behavior – as a function of its volume fraction of deformation-induced ’ martensite. In the HCF 
region AISI304 always failed at inclusions at or very near to the surface, irrespective of its volume 
fraction of ’ martensite. Only surface flaws of a certain size  led to earlier failure for a martensite 
content > 30%. No failure was observed in the VHCF regime for the fully austenitic condition. The 
VHCF behavior can be explained by the local work hardening of the soft austenitic phase and a 
very localized phase transformation, both resulting in a decrease of strain amplitude. Hence, the 
load controlled fatigue tests no longer causes a strain amplitude exceeding a threshold value for 
crack initiation or microcrack propagation.  
 
In case of an ’ martensite volume fraction of 27% a true durability can still be confirmed together 
with an increase of cyclic strength from ~250 MPa to ~480 MPa compared to the fully austenitic 
condition. A surface roughening could be observed for the 27% specimens but did not result in 
crack initiation. However, failure mechanism changes completely with a higher amount of ’ 
martensite volume fraction. A volume fraction of 54-56% leads to a formation of connected 
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martensite clusters. The localized plastic deformation can no longer be compensated by the softer 
austenite phase nor will the strain amplitude be reduced due to a local phase transformation. 
Moreover, it is assumed that hydrogen trapped in the vicinity of inclusions in the specimen’s 
interior increases the dislocation mobility in this region and at the same time promotes the 
brittleness of the martensitic phase. Inclusions surrounded by such brittle martensite act as local 
stress raisers and lead to crack initiation in the form of a fine granular area. Fisheye morphology 
was observed for all specimens that failed in the VHCF regime and the typical smooth fracture 
surface surrounding the FGA can be explained by crack growth under vacuum-like conditions. A 
schematic summary of the different failure mechanisms of AISI304 determined for the VHCF 
behavior is presented in figure 8. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 8: Change in failure mechanism for VHCF crack initiation in correlation with the volume fraction of ’ 

martensite. 
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Abstract  The effect of sea water corrosion on the gigacycle fatigue strength of a martensitic-bainitic hot  
rolled steel used for producing off-shore mooring chains for petroleum platforms was studied. Three different 
environments and conditions: (i) air; (ii) air after pre-corrosion, (iii) air under real time artificial sea water 
flow (in situ) were considered for testing smooth specimens under fully reversed tension between 10 6 and 
1010 cycles. A drastic effect of corrosion was observed. For the fatigue life greater than 10 8 cycles, the fatigue 
strength is reduced by a factor more than 5 compared with non corroded specimens (virgin). Corrosion pits 
due to pre-corrosion, if any, or pits resulting from corrosion in real time during cyclic loading are the crack  
initiation sites. The calculation of the mode I stress intensity factor at hemispherical surface defects (pits)  
combined with the  Paris-Hertzberg-Mc Clintock crack growth rate  model  showed that  the  fatigue crack 
initiation regime represents most of the fatigue life in the VHCF regime. Original additional experiments 
shew physical evidences that the fatigue strength in the gigacycle domain under sea water flow is mainly  
governed by the corrosion process with a strong coupling between cyclic loading and corrosion.

Keywords Gigacycle fatigue, corrosion, steel, crack initiation, crack growth

1. Introduction
Mooring chains for off-shore petroleum platforms are loaded in VHCF regime and in sea water 
environment. They are designed for 30 years that is around 109 cycles because of the ocean waves 
24 hours a day. The aim of this study is to study the gigacycle fatigue strength of the low-alloy steel 
used  for  manufacturing  such chains  and the  effects  on  this  strength  of  both  pre-corrosion  and 
corrosion in sea water environment. Many studies carried out on steel and aluminum alloys in the 
gigacycle regime have demonstrated that there is not a fatigue limit for such metals beyond 107 

cycles as was believed in the past [1, 2].  It has been shown that fatigue cracks initiate mainly at 
surface defects in the short fatigue life regime, but may shift to subsurface in the long life range [3]. 
Other studies have shown that defects like non-metallic inclusions, pores [4] or pits [5 - 7] are the  
key factors,  which control  the fatigue properties  of  metals  in  very high cycle  fatigue (VHCF). 
Furthermore, in some works it has been proven that crack initiation dominates the total fatigue life 
of specimens in gigacycle fatigue [8, 9]. On the other hand, the influence of static deformation has 
been studied confirming that both passive and transpassive current densities on stainless steel reach 
a  maximum  in  the  course  of  growing  plastic  strain  [10].  Other  works  have  investigated  the 
dissolution of chemical products in stainless steel with active, passive and intermediate potentials 
where it  is  presumed that  dissolution is  enhanced during cyclic  loading [11].  But  the effect  of 
aqueous corrosion on the fatigue strength with regard to crack initiation in the VHCF regime is not 
very much studied in literature. In this regime the material is loaded in its elastic domain at the 
macroscopic scale. In this work the effect of sea water corrosion (under free potential) on the VHCF 
strength will be studied.

After presenting the investigated material and the experimental conditions both for crack initiation 
tests and crack propagation tests, experimental results are presented and discussed with regard to 
the SEM observation of the fracture surface. It is shown that a drastic effect of sea water corrosion 
decreases the fatigue strength of the steel under sea water flow. The assessment of the crack growth 
helps  us  to  show that  crack  initiation  dominates  the  total  fatigue  life  in  the  gigacycle  regime.  
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Furthermore, additional experiments allow the authors to show experimental evidences of coupling 
between corrosion and cyclic loading even under ultrasonic loading frequency.

2. Material and experimental conditions
The  material  studied  hereafter  is  a  non-standard  hot  rolled  low  alloy  steel  grade  (named  R5 
according to the International Classification Societies of Off-shore Systems) with a typical fine 
grain  microstructure  composed  by  tempered  martensite  and  bainite  as  illustrated  in  [12].  Its 
chemical composition is shown in Table 1. This steel is used after a double quenching in water at 
920°C  then  880°C  and  tempering  at  650°C  with  water  cooling.  After  this  heat  treatment  its 
mechanical  properties  are:  hardness  317 HB,  yield  strength  970 MPa,  UTS=1018 MPa,  Young 
modulus  E=211 GPa. It has to be noticed that this steel is vacuum degassed with low hydrogen 
content (1 ppm maximum in the liquid steel after the vacuum treatment). Furthermore, very low 
non-metallic inclusions are present in this steel (see details in [12]).

Table 1: composition of R5 steel (% weight, Fe balance)
C Mn Si P S Cr Ni Mo V O

0.22 1.22 0.3 0.009 0.003 1.07 1.07 0.5 0.09 12

2.1. Fatigue test conditions and specimen geometry
2.1.1. Testing machine and specimen geometry
All the fatigue tests (crack initiation and crack growth) presented hereafter were carried out with an 
ultrasonic fatigue testing machine [1] operating continuously at 20 kHz (no pulse loading) under 
fully reversed tension (R= -1) (see [1, 12] for details). Figure 1 shows the dimensions of the two 
types of specimens used for (i) VHCF crack initiation tests and (ii) fatigue crack growth (FCG) 
tests. The geometry of the FCG specimens was designed according to the works of Wu [13] and Sun 
[14].  The  crack  growth  was  measured  with  an  optical  binocular  microscope  with  a  maximum 
magnification ×200. The roughness of the tested area of the VHCF specimens was Ra=0.6 µm and a 
few additional specimens with a better roughness (Ra=0.1 µm) were tested too for investigating the 
effect of roughness. The VHCF specimens were tested under three different conditions: (i) without 
any corrosion (virgin state), (ii) after pre-corrosion and (iii) under real time artificial sea water flow.

Figure 1: Specimen geometry for (a) VHCF tests, Kt=1.02 in tension, (b) crack growth tests
 (dimensions in mm).

All the VHCF tests were calibrated by using a wide band (0 to 100 kHz) strain gauge conditioner  
and a longitudinal strain gauge glued on the specimen surface. Such calibration allows the authors 
to be certain of the local strain (elastic stress) amplitude and mean value in the narrowest cross 
section of the specimen. These tests were carried out until a decrease of the resonance frequency of 
0.5 kHz that indicates the presence of a macrocrack.

2.1.2. Corrosion of the specimens
The pre-corrosion of the specimens was done according to the ASTM G85 standard: 600 hours in a 
salt fog corrosion chamber under temperature and humidity control (35°C with 95% of humidity). 
The salt solution contained 5% of NaCl, its pH was 6.6 and it was applied in the chamber with a 
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flow rate of 1.52 ml/h. After the pre-corrosion process the specimens were first chemically cleaned 
and then cleaned with emery paper to remove the oxide layer. Many corrosion pits were created by 
the salt fog (Figure 2) their diameter is about 30 to 80 µm. 

To carry out VHCF tests in sea water environment a special corrosion cell was designed (see [12] 
for details).  To avoid any cavitation it was decided to test  the specimens under sea water flow 
(without immersion). This is representative of the splash zone of the mooring chains. To do that a 
peristaltic pump creates a flow of sea water (100 ml/min) on two opposite sides of the specimen 
surface in the tested area (diameter 3 mm). The sea water used was the A3 standard synthetic sea 
water; its chemical composition in % weight is: 24.53% NaCl, 5.2% MgCl, 4.09% Na2SO4, 1.16% 
Ca2Cl, 0.695% CaCl and 0.201% NaHCO3. The pH of this solution is 6.6 and no electrical potential 
was applied between the corrosion solution and the specimens. The temperature of the sea water 
was 20 – 25°C (room temperature).

Figure 2: a) Surface of a specimen after pre-corrosion in the salt fog chamber, b) zoom on a 
corrosion pit.

2.1.3. Fatigue crack growth tests
Fatigue crack growth tests were carried out under fully reversed tension (R=-1) in mode I following 
a similar methodology than prescribed in ASTM E647 standard. Since with the ultrasonic fatigue 
testing device the specimen was loaded under displacement control, the range of the stress intensity 
factor  ∆K was computed according to references [13, 14]:

∆K=U o( E
1−ν 2)√ π

a
Y ( a/ w ) (1)

with  Y (a /w )=0 .635 ( a /w )+1 .731 (a / w )2−3 .979 ( a/ w )3+1 .963 ( a /w )4 .  U0 is  the  displacement 
amplitude imposed at the top of the specimen by the horn of the ultrasonic fatigue testing machine, 
E is the dynamic modulus and ν is the Poisson ratio of the material, Y(a/w) is a function depending 
on the specimen geometry, a is the crack length and w is the width of the specimen:

3. Experimental results and discussion

3.1. Fatigue crack initiation tests
Figure 4 shows the S-N curves of the crack initiation tests. A decreasing of around 50 MPa of the 
fatigue  strength  for  the  specimens  with  pre-corrosion  is  observed  compared  to  the  specimens 
without any corrosion. The scatter of the fatigue strength of pre-corroded specimens is larger than 
for virgin ones. There is a drastic effect of sea water flow on the fatigue strength of the R5 steel in  
the  VHCF fatigue  regime.  Indeed,  for  the  specimens  tested  under  sea  water  flow,  the  fatigue 
strength at 107 cycles is around 300 MPa, not far from the value for pre-corroded specimens (360 
MPa), but for 3×108 cycles the fatigue strength is around 100 MPa only.

(a)(a) (b)
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Figure 3: S-N curves of the R5 steel under fully reversed tension at 20 kHz.

The fatigue tests were carried out at 20 kHz under corrosive environment and may be seen first as 
non  representative  experiments  because  of  the  high  loading  frequency  compared  with  the 
characteristic time of the corrosion process. However the results of our experimental data are not so 
far from the recommendations provided by the International Classification Societies of Off-shore 
Systems  (for  design  purpose  the  fatigue  strength  at  108 cycles  in  sea  water  should  be  around 
30 MPa). The competition between cyclic loading and corrosion is discussed later in this paper.

3.2. SEM observation of the fracture surfaces
On virgin specimens, even if some unusual internal crack initiations were observed (Figure 5), most 
of the fatigue cracks  initiated at  the specimen surface over  the cycle  range (106  – 109 cycles). 
Surface defects were the origin of the cracks for non-corroded specimens and corrosion pits for both 
pre-corroded specimens and specimens tested under sea water flow (Figures 6 and 7). 

Figure 5: Fracture surface of R5 steel virgin specimens (a) Internal crack initiation σa= 380 MPa, 
N= 2.78×106 cycles, (b) surface crack initiation σa=395 MPa, Nf =5.61×108 cycles.
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For the specimens tested under sea water flow the crack initiated all around the specimen surface 
due to several large corrosion pits. The size of the pits depends on the time (i.e. the number of 
cycles); their diameter is smaller on the pre-corroded specimens (30 to 80 µm) than under sea water 
flow (50 to 300 µm) (Figures 6 and 7). Furthermore, a lot of small cracks, perpendicular to the 
loading direction (mode I), were observed at the surface of the specimen tested under sea water 
flow (Figure 6C); whereas such small cracks were not observed on both virgin and pre-corroded 
specimens.  This  is  characteristic  of  a  corrosion/cyclic  loading  interaction.  Since  a  significant 
decrease  of  the  fatigue  strength  has  been  observed  due  to  corrosion  pits  (seen  as  geometrical 
defects), it is important to determine if the crack propagation dominates or not the total fatigue life 
compared with the crack initiation phase.

Figure 6: Specimen with pre-corrosion, σa=370 MPa, Nf=4.37×108 cycles

Figure 7: Specimen tested under sea water flow, σa=160 MPa, Nf=1.8×108 cycles.

4. Assessment of the crack initiation and propagation duration
The experimental da/dN = f(∆K) curve for the investigated steel is shown in Figure 9. This shows 
that in air the mode I (R= –1) stress intensity threshold for R5 steel is around 3.3 MPa√m and as 
usual  the  crack  growth rate  is  faster  under  sea  water  flow than in  air  [15].  The fatigue  crack 
propagation duration was assessed according to the work of Paris et al. [8, 9], based on the Paris-

Hertzberg-Mc Clintock crack growth model 
da
dN

=b( ∆K eff

E √b )
3

 and ( ∆K eff

E √b )=1  at the corner, where 

E is the elastic modulus and b is the Burger’s vector. The good agreement of this equation with our 
experimental data and  b=0.285 nm was shown in [12]. Since in our experiments at 20 kHz the 
measurement of  Kop is not possible, in first approximation  ∆Keff≈Kmax was assumed and no water 
interaction with the stress intensity factor was considered.
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Figure 8: da/dN =f(∆K) curve in mode I for the R5 steel (R= –1), in air and under sea water flow at 
room temperature.

To  assess  the  duration  of  the  crack  propagation  phase,  a  corrosion  pit  was  modeled  by  a 
hemispherical surface defect with radius R. The existence of these hemispherical pits was observed 
by scanning  electron  microscopy  on  the  surface  of  different  specimens  of  R5  steel  with  pre-
corrosion in salt fog chamber (Figure 3a) and with corrosion in A3 sea water flow (Figure 7). The 
longitudinal  cross  section  of  a  pre-corroded  specimen  (after  4.37×108 cycles  under  a  stress 
amplitude of 370 MPa) close to the fracture surface was observed as illustrated in Figure 9a. This 
shows a short crack initiated at a corrosion pit. Based on this observation, an initial fatigue crack of 
depth  aint emanating from the surface of the hemispherical pit  and perpendicular to the loading 
direction due to intercristalline corrosion cracking was assumed. The length of the initial short crack 
emanating from hemispherical defects was assumed to be aint =10 µm (close to the grain size).

According to the asymptotic approximation proposed by Paris et al [16] the crack tip stress intensity 
factor in mode I is: K I =σY ( x,ν ) √πa  , where x = a/R, ν is the Poisson ratio, and a function Y(x,ν) 
for a penny shape crack emanating from hemispherical surface crack [16] :

Y ( x /ν )=1.015[A (ν ) +B ( ν )( x
1+x )+C (ν )( x

1+x )
2

+D (ν )( x
1+x )

3

] ( 2 ) (2)

with:

A (ν )=1 .683+
3 .336
7−5ν

,B (ν )=−1 .025−
12.3
7−5ν

,C (ν )=−1.089+
14 .5
7−5ν

,D ( ν )=1.068−
5 .568
7−5ν

.

It was assumed that the propagation of the fatigue crack is divided in three stages: (i) a short crack 
propagation during N a int−a0

 cycles, from initiation aint to the crack size a0, then (ii) a small crack 

propagation period N a0−a
i

 cycles, from a0 to the crack size ai, and (iii) a long crack propagation 

N a i−a  cycles, from ai to the final crack size  a:  N Total =N a int−a0
+N a0−ai

+N ai−a .With these three 

different regimes the very quick propagation of short  crack and the quick propagation of small 
crack compared to long crack were considered.
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With these three different regimes [12] the very quick propagation of short crack and the quick 
propagation of small crack compared to long crack were considered. The detailed equations are 
given  in  [12],  they  were  applied  to  our  data  assuming  that  the  initial  crack  has  a  length,  a0, 
corresponding to the corner: da/dN=b.

Figure 9: a) Longitudinal cross section of a specimen showing b) a fatigue crack initiation at a 
corrosion pit and the yellow highlighted old austenitic grains, c) illustration of the short fatigue 

crack and the grain boundaries.

Two cases are shown in Table 2 with two experimental total fatigue lives Nexp; several additional 
cases are detailed in [12]. In the first  case 99.1% of the fatigue life is due to initiation. For the 
second case, 94% of the fatigue life was consumed by the initiation phase. Furthermore, it has been 
shown in [12] that with a high value of α and large aint/a0 one obtains similar NTotal results than with 
a low α and small aint/a0, that is because with a higher α the crack does not grow as far due to the 
slope of the  da/dN curve in the threshold region, then  aint/a0 must be larger, and with a lower α, 
aint/a0 must be smaller.

This calculations show that crack initiation dominates the fatigue life. Even if our calculations were 
carried out by using the crack growth curve in air, the conclusion is still valid because the crack 
growth rate for the R5 steel under sea water flow is higher than in air as shown Figure 8 and usually 
reported in literature [15]. Since the fatigue life is dominated by the crack initiation regime even in 
corrosive environment, additional experiments have been carried out to try to understand why this 
initiation period is significantly affected by sea water flow.

5.  Additional  experiments  and  discussion  about  the  coupling  between  cyclic 
loading and corrosion

To complete these tests an ultrasonic fatigue test has been carried out on a cylindrical specimen.  
Since during an ultrasonic fatigue test a stationary wave is applied on the specimen, all along this  
cylinder  different  stress  amplitudes  are  applied.  Figure  9B shows the  distribution  of  the  stress 
amplitude  along  the  cylindrical  specimen  loaded  in  its  central  part  with  a  stress  amplitude  of 
120 MPa (highest value along the specimen).  This corresponds to a  mean fatigue life  of 2×108 

cycles. For observation, the specimen surface was divided in 13 zones of around 1 cm long, each 
one was loaded to a specific stress amplitude interval. By testing such a cylinder under sea water 
flow (Figure 9a), observation of the damaged areas allowed us to investigate the link between the 
stress amplitude and the damage due to the in-situ fatigue – corrosion process. The specimen failed 
after 7.37×107 cycles. 
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Case 1: a0=9.32 µm, σa=360 MPa, R=48 µm, a= 2.4 mm, Nexp=5.5×108 cycles
on a pre-corroded specimen

α aint/a0 Naint-a0 Na0-ai Nai-a

100 0.9 115,801 44,151 4,507,080
0.94 13,163
0.97 2,300

Case 2: a0=41.5 µm, σa =160 MPa, R=300 µm, a= 2.6 mm, Nexp=1.83×108 cycles
on specimen tested under sea water flow

α aint/a0 Naint-a0 Na0-ai Nai-a

100 0.9 515,466 168,014 10,258,700
0.94 58,593
0.97 10,237

Table 2: Hemispherical surface crack growth vs. experimental fatigue life, for x=3, and different 
aint/a0 ratios.

Microscopic observations of the cylinder surface showed that R5 steel was damaged by fatigue – 
corrosion in the areas where the stress amplitude was higher than 56 MPa, a few corrosion traces 
only were observed where the stress amplitude was smaller (Figure 9d). The final fracture occurred 
where the stress amplitude was between 112 and 120 MPa. This shows an experimental evidence of 
the  coupling  between  the  corrosion  process  and  cyclic  loading,  even  at  ultrasonic  frequency 
(20 kHz), since below 56 MPa without any sea water flow there is no failure after 2×108 cycles (see 
the SN curves Figure 3).

Futhermore, three additional tests were carried out on VHCF specimens under the same conditions 
than all the other tests but, without any cyclic loading. Only the sea water flow was applied on the  
specimen surface with the same flow rate than for the tests with cyclic loading. The aim of these 
tests  was to quantify the corrosion damage after the same duration than  107 cycles (8mn20s at 
20 kHz), 108 cycles (1h23mn20s at 20 kHz) and 109 cycles (13h53mn20s at 20 kHz). No corrosion 
trace was observed by SEM after 8mn20s. After 1h23mn20s only a few traces of corrosion appear 
but not pits were observed. Corrosion pits were observed at the specimen surface after 13h53mn20s. 
The typical size of these pits was varying between 30 and 60 µm (Figure 11) this is significantly 
smaller than under simultaneous cyclic loading and sea water flow (Figure 8). The same pit size  
was observed under sea water flow with a stress amplitude of 240 MPa after 5×107 cycles. This 
corresponds to 42 mn only at 20 Khz! This proves that there is a coupling between corrosion and 
cyclic loading.

Because of such coupling, the question of the roughness effect occurred. Complementary fatigue 
tests were carried out under sea water flow at a stress amplitude of 250 MPa on the same VHCF 
specimens but with a polished surface (Ra=0.1 µm) to investigate a possible roughness effect. There 
was no evidence of the surface roughness effect under sea water flow (Figure 3): the fatigue life is 
in the scatter band of other experimental data (with Ra=0.6 µm).

This work shows experimental evidence of the coupling between corrosion and cyclic stress, even 
at 20 kHz while some authors think that fatigue corrosion interaction is not active when the loading 
frequency is high because of the long characteristic time of the corrosion process compared with the 
loading period. The observations of this study tend to show that the number of loading cycles (not  
the time) is a key factor in the fatigue crack initiation phenomenon under sea water flow. This has 
been recently confirmed by El May et al.  [17] on a martensitic stainless steel in NaCl aqueous  
solution in HCF regime with in-situ fatigue test at around 100 Hz. These authors showed that PSB 
due to cyclic loading break the passive layer and then corrosion pits appears before crack initiation.
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Figure 10: a) schematic illustration of the test principle of a cylindrical specimen with constant 
cross section under sea water flow, b) evolution of the stress amplitude along the longitudinal axis 
of the cylindrical specimen for a stress amplitude of 120 MPa in the central cross section, c) and d) 

optical picture of the specimen surface after 7.37×107 cycles in area 8 and area 12 loaded at 
different stress amplitudes.

Figure 11: corrosion pits at the surface of a specimen under sea water flow during 13 h 53 min 20 s 
without any cyclic loading.

Further investigations should be carried out to understand the physical phenomenon involved in the 
VHCF  damage  process  assisted  by  corrosion.  One  may  imagine  ultrasonic  fatigue  tests  with 
potentiostatic measurements to monitor corrosion current and potential evolution during a fatigue 
test. However, not immerged experiments (to avoid cavitation) is a big experimental difficulty for 
carrying such tests. Investigation of the corrosion pitting kinetics under cyclic loading is probably a 
key factor for a better understanding of fatigue corrosion process. In situ micro-tomography under 
both ultrasonic cyclic loading and sea water corrosion may an interesting way for future researches.

6. Conclusion and prospects
Very high cycle fatigue tests were carried out up to 109 cycles on smooth specimens in hot rolled 
martensitic-bainitic  steel  under  three different  conditions  (i)  virgin  specimens,  (ii)  pre-corroded 
specimens and (iii) under artificial sea water flow during the fatigue test. The fatigue strength at 108 

cycles is significantly reduced by a factor of 74% compared to the virgin specimens and of 71% 
compared to the pre-corroded ones. The poor corrosion – fatigue strength is related to the size of the 
pits. The assessment of the crack growth shows that crack initiation dominates the total fatigue life 
when N>107 cycles. A strong coupling between environment and cyclic loading has been proven. 
Under  cyclic  loading,  even  at  ultrasonic  frequency,  fatigue  damage  and  corrosion  pitting  are 
interacting for creating crack initiation at very low stress amplitude where no fatigue crack initiates 
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under  fatigue  loading  alone.  This  has  to  be  more  investigated  for  understanding  the  physical 
mechanisms involved in the corrosion fatigue. Anyway, it has been shown that ultrasonic fatigue 
test immersed in flowing sea water is a good experimental way to investigate very long life of steel 
under corrosion conditions with reasonable test time duration.
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Abstract: Whatever the fatigue domain, the fatigue crack mechanism consists of an initiation crack 
stage (stage I) and a propagation stage (stage II). For materials without inclusions with a single 
phase, the first damage events in the stage I are due to the occurrence of Slips Marks (SM) on the 
specimen surface.   
In this study, the fatigue crack mechanism was studied in the VHCF domain on a body centered 
cubic Armco iron (with 80ppm of carbon content).The tests were performed on a piezoelectric 
fatigue machine on plate specimens. During the tests, the microstructure evolution was observed by 
optical microscope, and the temperature recording on the specimen surface was achieved by an 
infrared camera. After the failure specimen, fractographic observations were performed under a 
Scanning Electron Microscope; 
From the temperature recording on the specimen surface near the section where the fracture occurs, 
the spatio temporal localization of the point where the temperature was the highest was achieved. 
The highest temperature corresponds to the crack tip where the plastic zone takes place. This allows 
to follow the evolution of the crack tip during the test. The results are compared with the 
fractographic examinations on the fracture surface, and the number of cycles in each stage can be 
calculated. 
 

Keywords:  Very High Cycle Fatigue, fatigue crack mechanism, Armco iron, piezoelectric device, 
Slips Marks, infrared thermography 
 
 

1. Introduction 
 
Whatever the fatigue domain, the fatigue crack mechanism consists of an initiation crack stage 
(stage I) and a propagation stage (stage II). For materials without inclusions with a single phase, the 
first damage events in the stage I are due to the occurrence of Slips Marks (SM) on the specimen 
surface [1,2]. At the beginning of the long crack propagation stage, striations occur (stage II).  
Previously, the temperature recording was performed on the surface of cylindrical specimens [4,5] 
on materials with inclusions which leads to subsurface crack initiations with “fish eyes” 
formations .  
In this paper, flat specimens were used in order to improve the temperature recording on the surface 
specimen. The studied material is an Armco iron without inclusions which leads to a surface crack 
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initiation. With a flat surface, the spatiotemporal localization of the point where the temperature was 
the highest was possible. The highest temperature corresponds to the crack tip during the test. Then, 
the results are compared with the fractographic examinations for identification with each stage. 
 
2. Material 
 
The studied material is a polycrystalline α iron whose chemical composition is given in Table1. The 
carbon content is 80ppm. The microstructure is ferrite with equiaxe grains. The ferrite grain size is 
included in 10 to 40 µm. No specifically orientation was observed by EBSD. Yield Stress is 240 
MPa. 

Table 1: Chemical composition of studied material 

C P Si Mn S Cr Ni Mo Cu Sn Fe 

0.008 0.007 0.005 0.048 0.003 0.015 0.014 0.009 0.001 0.002 Balance 

 
3. Experimental procedure 
 
3.1. Mechanical and Thermal Procedure 
 
Tests were performed on a piezoelectric fatigue machine designed by C. Bathias and co-workers 
[6]. 
For the reason of surface observation condition by IR camera, a new design of 1 mm flat specimen 
(Fig. 1) was used to carry out fatigue tests. Specimen, special attachment and piezoelectric fatigue 
machine constituted the resonance system working at 20kHz. The cyclic loading is 
tension-compression . The stress ratio is then Rσ = -1. For this test, the applied stress amplitude ∆σ 
was 175 MPa, and the number of cycles to failure 3.2155x107 cycles  
 

 

Fig. 1: Design of flat specimen 
 

A CEDIP Orion infrared camera was used to record the temperature evolution during the test.The 
frequency of the camera was 50Hz and the aperture time was 100 µs. 
Before testing, both side surface of the flat specimen were electrolytic polished. One side surface of 
the flat specimen was etched and another side painted in black color to have the surface emissivity 
close to 1. 
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4. Results 
 
4.1. Thermal results 
 
Figure 2 shows the entire temperature recording versus the number of cycles on the specimen 
surface during the test. As previously published [4], the temperature has a quick increase at the 
beginning of the test and tends progressively towards an asymptotic until the fatigue crack growth 
in mode II leading to the failure . Higher is the stress, higher is the temperature level. 
 

 
Figure 2: Temperature evolution versus number of cycles  

 
From these data, the temperature profile (Figure 3) along the specimen width was extracted for the 
168 latest pictures captured by the camera, that is to say from 3.2086.107 cycles to 3.2153.107 
cycles (number of the cycles at the failure).  

 

             
                    Figure 3 : Temperature profile along the specimen width 
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Between each profile, 400 cycles are performed. The red line on the figure 3 is the location where 
the temperature is maximum along the profile. Before 3.2086x107 cycles, it was not possible to 
determine a location where the temperature was maximum along the profile. For this test, the crack 
initiation site appeared on the left side of the specimen (on the left side of the figure 3). The 
locations of the points 1/2,3,4,5,6 where the maximum temperature rapidly increases were 
determined. From the specimen corner, the locations of the different points are : points 1 et 2 at 267 
µm, point 3 at 933 µm, point 4 at 1200 µm, point 5 at 1600 µm, point 6 at 2000µm. The 
corresponding numbers of cycles are : N1 (point 1) at 3.2086 x107 cycles, N2 (point 2) at 3.2148x107 
cycles, N3 (point 3) at 3.2149x107 cycles, N4 (point 4) at 3.2151x107 cycles, N5 (point 5) at 
3.2152x107 cycles, N2 (point 2) at 3.2153x107 cycles and the number of cycles at fracture Nf to 
3.2155x107 cycles. 
 
During the end of this test, the maximum temperature location moves from the left to the right of 
the specimen width in agreement with the increase of the fatigue crack length and the increase of 
the plastic zone ahead the fatigue crack tip. 
 
4.2. Fractographic results 
 
The fracture surface and the polished specimen surface (where the temperature was recorded) were 
observed under Scanning Electron Microscope (Figure 4a and b). Until the point 5, the fracture 
surface is flat and correspond to the plane strain fatigue crack. Between the point 5 and 6, the 
fracture surface presents shear lips.  
 

 

   
 

Figure 4a and b: SEM observations of the whole fracture and polished surface 
 
 

a) 

5 3 4 6 

b) 

1 
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The enlargement of the plane strain fatigue crack (Figure 5a) shows two main zones separated by 
the line at the point 3. The crack initiation site is located in the lower edge. In the stage I (Figure 5b), 
the trace of the grains in which Persistant Slips Bands (PSB) have appeared as previously shown [7] 
are visible. After the point 3, the stage II of long crack propagation begins with striations. At the 
beginning of this stage II, the striations are not well established (Figure 5c), whereas after the point 
4 (and the corresponding line), the striations are well defined (Figure 5d). 
The lower side of the specimen has been more particularly observed (Figure 6a,b,c). The figure 6c 
is the picture around the point 3 where a change in fracture surface can be observed. After the point 
3, striations are present and correspond to the crack propagation as previously reported. Between 
the specimen corner and the point 3, another fracture surface change appears at the point 1. On the 
right side of the photo, the grain traces are clearly observed, whereas after the point 1 (Figure 6b), 
the fracture surface appearance change, change which is attributed to the transition from the crack 
initiation stage (stage I) to the short crack propagation. 
From these observations, the locations of the different points can be measured. The results are: point 
1 : ∼ 294 µm, point 3 : ∼ 882 µm, point 4 : ∼ 1294 µm, point 4 : ∼ 1629 µm.  
 
 

 

 
Figure 5 a)b)c)d) : SEM plane strain fatigue crack surface and details of each stage 

 
 

 

 d) 

a) b) 

c) 

3 4 
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Figure 6 a)b)c: SEM observations of the fracture surface lower side (side where the temperature 
was achieved)  
   
5. Discussion 
 
The figure 7 a)b show the comparison between thermal results (yellow lines) and fracture surface 
observations. The agreement between the two data is very good. 
 

 
 

 

           
            
Figure 7a)b) :Comparison between thermal results (yellow lines) and fracture surface observations 

6 5 

1 3 

a 

c b 

a b 

4 
1

3 

1bis 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-7- 
 

(blue lines) 
 
- When the number of cycles is below 3.2086x107 cycles, the temperature is the same on the overall 
width of the specimen. The PSB formation on specimen surface are scarce and located on both side 
of the middle section of the specimen [7,8]. The intrinsic dissipation d1 (specific heat source due to 
PSB) measured from the temperature measurement on the specimen surface is about 5°C/s [8]. 
There is no crack on the specimen surface. 
- At the number of cycles N = 3.2086x107, the temperature profile on the specimen width shows a 
point (point 1, figure 3 and 7a) with a higher temperature. At this number of cycles, there is a rapid 
coalescence of PSB on specimen surface. Probably, the microcrack (due to the PSB) is also opened 
on the surface thickness of the specimen (point 1bis, figure 7a), and then, there is a coalescence 
between microcracks on the two surfaces (width and thickness). These points (1 and 1bis) 
correspond to the transition between crack initiation stage and short crack propagation stage (figure 
6b).On the figure 7a, according to the all SEM observations (not presented here), this transition on 
the fracture surface has been reported. From the point 1, the temperature maximum increases, but 
this point does not move on the specimen width. This due to the formation of the crack initiation 
area between point 1 and 1bis When the crack spreads from point 1 to point 1bis, the ∆K threshold 
is reached. The calculation according to the blue line is 4.1 MPa√m, which correspond to a plastic 
zone size of ∼ 47µm. The number of cycles N = 3.2086x107 is the number of cycles at the crack 
initiation Ni. This allows to calculate the ratio Ni/Nf equal to 0.9978. So, 99.8% of the total life is 
devoted to the initiation of the crack. As previously reported for the subsurface crack initiation in 
the gigacycle fatigue domain [4-5, 9-11], the major part of the total life is devoted to the crack 
initiation. 
- Between point 1 / 1bis and 3, it is the fast short crack propagation. The length crack on the surface 
goes from 294 to 882 µm. At the point 3, the ∆K is 10.7 MPa√m, which correspond to a plastic 
zone size of ∼317 µm, and the d1 about 20°C/s [8]. 
- From the point 3, the long crack propagation begins, with the occurrence of striations. From this 
point (figure 8), the crack length and the temperature increase favors related to the high dislocation 
density the formation of many PSB in the plastic zone ahead the crack tip (figure 8).  
- Then, the fatigue crack propagation goes on to the point 5. At this point, the d1, reachs around 
400°C/s (unpublished results). 
 

 

 
 

Figure 9: SEM observations of the high density PSB in the long crack propagation stage 
 

From each point on the figure 3, the number of cycles can be calculated and reported on the curve 

3 
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temperature versus number of cycles. Figure 9 is an enlargement of the end part of Figure 2, where 
the different points are reported. As previously published [5,9] for subsurface observations, the 
number of cycles of crack initiation Ni, corresponds to the weak temperature increase (point 1). The 
number of cycles between point 1 and 2 (Figure 9) corresponds to the crack initiation stage. 
Between point 2 and 3, the fast short crack propagation takes place. After the point 3, the plastic 
zone ahead the crack tip (figure 9) produces a great lot of PSB and then a great number of specific 
heat sources (PSB formation which are only visible on the specimen surface). The intrinsic 
dissipation d1 and so the temperature grows rapidly until fracture. 

 

 
 

Figure 9: End of the temperature evolution versus number of cycles curve in relation with the 
number of cycles in each stage 

 
6. Conclusion 
 
In this paper, temperature follow-up on the surface of flat specimen for a ferrite Armco iron in the 
gigacycle fatigue domain is compared to the fracture surface observations made by SEM. The good 
agreement between thermal and SEM results allows to drawing the conclusions below: 
- the crack initiation at the number of cycles Ni is due to a rapid coalescence of the PSB on the 
specimen surface (point 1 and 1bis). Then, the crack initiation spreads over the thickness of the 
specimen (coalescence of PSB between point 1 and 1bis in specimen volume) to achieve ∆K 
threshold (point 2) of about 4 MPa√m. In this test, more than 99% of the total life is devoted to the 
crack initiation. 
- when the crack propagation (stage II) occurs, the temperature at the crack tip rapidly increases, 
firstly in short crack propagation regime (point 2→3), and then in a long crack propagation regime 
(point 3→5). In the long crack propagation regime, the number of PSB is very important, and so the 
specific heat sources and the temperature increase rapidly.    
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Abstract  The role of the collective behavior of defect ensembles at the crack tip and the laws of fatigue 
crack propagation in R4 high-strength steel have been studied under conditions of symmetric 
tension–compression gigacycle loading at 20 kHz. At every stage of the fatigue crack growth, replicas from 
the sample side surface were taken and studied by the method of three-dimensional relief profilometry (using 
interferometer profilometer NewView 5010) so as to study the scaling-invariant laws of defect-related 
structure evolution. 
Keywords  gigacycle fatigue, scaling, crack, morphology.  
 
1. Introduction 
 
The task of assessing the working resource of important structures, in particular, those for aircraft 
engines, poses qualitatively new basic problem related to evaluation of the reliability of materials 
under conditions of cyclic loading in excess of 108–1010 cycles, which refer to the field of so-called 
gigacycle fatigue. This interest is related to the fact that the resource of loading for many important 
parts operating under conditions of cyclic loading exceeds the so-called multicycle range. The 
behavior of materials in the range of gigacycle fatigue reveals some qualitative changes in the laws 
governing both the nucleation of cracks (in the bulk of a sample) and their propagation, which are 
related to changes in the mechanisms of fatigue crack nucleation and propagation. In the range of 
gigacycle loading, the fatigue curve exhibits discontinuities and the behavior shows evidence of a 
significant increase in the role of environment, so that the problem acquires an interdisciplinary 
character. 
The stages of material fracture in the range of gigacycle loading are classified based on the 
structural signs of damage related to a broad spectrum of spatial scales, including persistent slip 
bands (PSBs), fatigue striations, microcracks (formed as a result of PSB crossing), and 
grain-boundary defects. The main damage refers to the defect scales within 0.1 μm–1 mm, which 
are significantly smaller than those detected by the standard methods of nondestructive testing used 
for the conventional monitoring of reliability, in particular, during the exploitation of buildings. 
An effective method for investigating the role of initial structural heterogeneity, monitoring the 
accumulation of defects on various scales (dislocation ensembles, micropores, microcracks), and 
determining critical conditions for the transition from dispersed to macroscopic fracture is offered 
by the quantitative fractography. This technique reveals the characteristic stages of fracture (crack 
nucleation and propagation), thus providing a base for evaluating the temporal resource of materials 
and structures under conditions of gigacycle loading. 
The approach to characterization of the fracture surface morphology in terms of spatiotemporal 
invariants was originally proposed by Mandelbrot [1]. This method is based on an analysis of the 
relief of a fracture surface, which exhibits the property of self-affinity as manifested by the invariant 
characteristics of the surface relief (roughness) over a broad spectrum of spatial scales. On the other 
hand, these characteristics reflect a correlated behavior of defects on various scaling levels. 
The universal character of kinetic laws establishing a relationship between the growth rate dl/dN of 
a fatigue cracks and a change in the stress intensity coefficient ΔK has been extensively studied both 
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experimentally and theoretically. The power laws originally established by Paris [2] (and presently 
referred to as the Paris law) reflect the automodel (self-similar) nature of development of fatigue 
cracks. This law is related to a nonlinear character of damage development in the vicinity of the 
crack tip (called the “process zone” [2]): 

( )mKA
dN
dl

Δ= ,            (1) 

where A and m are the experimentally determined constants. For a broad class of materials and wide 
range of crack propagation velocities under multicycle fatigue conditions, the exponent is typically 
close to m = 2–4. 
The universal nature of the Paris law was interpreted [3] based on the self-similar laws of damage 
development and fracture focus formation in the form of “dissipative structures” representing 
ensembles of defects localized on the spectrum of spatial scales. The formation of these structures 
reveals a critical character of the transition from dispersed to macroscopic fracture as manifested by 
the structural-scaling transitions [4]. According to these notions, the propagation of cracks is related 
to establishing a long-range correlation interaction in multiscale ensembles of dissipative structures. 
This interaction which can be characterized by a certain correlation scale, above which the 
interaction proceeds to a scale that determines the subsequent increment in the length of the 
propagating crack (size of the “process zone”). This assumption concerning the critical conditions 
for the aforementioned transition was used in interpretation of the experimental data so as to explain 
the self-similar scenario of fatigue crack propagation in a steel sample under conditions of gigacycle 
loading. 
 
2. Experimental conditions and materials 
 
The samples (Fig. 1) of R4 high-strength steel (with a room-temperature fatigue limit of 600 MPa 
for 106 cycles at 10 Hz) were tested under fatigue loading conditions with symmetric 
tension–compression cycling at 20 kHz (gigacycle loading regime) on an original setup [5]. The 
testing machine consisted of the following main parts: (i) generator, which converted 50 Hz 
oscillations into an ultrasonic electric sinusoidal signal with a frequency of 20 kHz; (ii) 
piezoelectric transducer, which generated longitudinal ultrasonic waves and produced mechanical 
action at a frequency of 20 kHz; and (iii) ultrasonic waveguide, which increased the amplitude of 
mechanical stresses in the (working) central part of the sample. 

 

Figure 1. Schematic diagram and characteristic dimensions of the initial sample (in millimeters) 

At the initial stage, a fatigue crack with a length of ~1.5 mm was nucleated, the subsequent growth 
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of which was controlled by varying the amplitude of oscillations. The corresponding stress intensity 
coefficient ΔK was calculated by the following formula: 

)/(
1 02 wlYU

l
EK π
ν−

=Δ ,        (2) 

where E is the Young’s modulus, ν is the Poisson ratio, U0 is the amplitude of oscillations, Y is the 
polynomial factor, and w is the sample width. For a given sample geometry (Fig. 1) the polynomial 
factor was as follows: 

432 )/(963.1)/(979.3)/(731.1)/(635.0)/( wlwlwlwlwlY +−+= .   (3) 

Figure 2 shows the typical surface relief observed on a sample, which was obtained using a 
high-resolution NewView interferometer. This profilometer ensured a vertical resolution of 0.1 nm 
and a lateral resolution of 0.5 μm. These patterns were analyzed using the methods of correlation 
analysis for determining the conditions of scaling invariance in the ensembles of structures, which 
were assumed to govern the subsequent stage of crack development. 

 

 

Figure 2. Schematic diagram showing a region at the crack tip and typical image of the surface relief 
 

The structure scaling parameter of the measured surface profiles was determined based on the 
average difference K(r) in relief heights z(x) on the fracture surface, which was defined and 
represented as follows: 

( ) ( ) H

x
rxzrxzrK ∝−+=

2/12)()( ,       (4) 

where H is the index of surface roughness (Hurst exponent). By representing these data in 
logarithmic coordinates according to Eqs. (4), it is possible allows to evaluate the roughness index 
as a spatial invariant, which corresponds to a constant slope of the plot of lnK(r) versus ln(r) for a 
definite scale on which it is observed. The linearity of lnK(r) versus ln(r) plots allowed the 
roughness parameter to be evaluated as invariant in the given interval of scales r. The resolving 
power of the interferometer employed ensures determination of the upper and lower boundaries of 
scaling between K and r. 
The minimal value of the scales r was assumed to determine the critical scale lsc for establishing 
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long-range correlation interactions in the ensembles of defects formed in a process zone scale Lpz 
(Fig. 2). The values of the critical scale lsc for various stages of crack propagation are presented in 
the Table 1. 

Table 1. Values of parameters at various stages of fatigue crack development 
 

KΔ , MPa m  
ml,Δ  NΔ ,cycle dl/dN, 

m/cycle scl , μm H 

6,200 6,80·10-4 1,01·10+6 6,73·10-10 2,6±0,2 0,57±0,02 
5,890 2,00·10-4 2,82·10+5 7,09·10-10 2,5±0,1 0,56±0,03 
5,596 3,20·10-4 4,74·10+5 6,75·10-10 3,4±0,1 0,54±0,03 
5,316 2,20·10-4 4,22·10+5 5,21·10-10 1,7±0,3 0,52±0,02 
5,050 2,60·10-4 7,37·10+5 3,53·10-10 3,7±0,2 0,49±0,03 
4,797 1,60·10-4 2,75·10+5 5,82·10-10 2,2±0,2 0,47±0,05 
4,558 3,20·10-4 7,13·10+5 4,48·10-10 4,1±0,3 0,59±0,03 
4,330 4,93·10-4 2,03·10+6 2,42·10-10 3,6±0,2 0,49±0,03 

 
Manifestations of the self-similar nature of the fatigue crack growth were studied using methods of 
the theory of similarity and dimensionality [6, 7]. The crack growth rate was defined as a = dl/dN 
(where l is the crack length and N is the number of cycles) and studied as for correlation with the 
following parameters: a1 = ΔK, stress intensity coefficient; a2 = E, Young’s modulus; a3 = lsc, 
correlation scale in the ensemble of defects; a4 = Lpz, the scale related to the process zone. 
3D New View high resolution data of roughness in the crack process zone (Fig.1) revealed the 
existence of two characteristic scales: the scale of process zone Lpz and correlation length lsc that is 
the scale when correlated behavior of defect induced roughness has started [1].  
Using the Π-theorem and taking into account the dimensionality of variables [dl/dN] = L, [ΔK] 

=FL 3/2, [lsc] = [Lpz] = L, and [E] = FL–2, the kinetic equation for the crack growth: 

),,,(Ф pzsc LlEKdNdl Δ= ,        (5) 

can be rewritten as follows: 

⎟
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dl ,1 .            (6) 

Estimation of the values 1)( <<Δ sclEK and 1/ >>scpz lL  suggest an intermediate-asymptotic 

character of the crack growth kinetics for Eq. (6) in the following form: 
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where sclll /=
−

. Introducing the parameter ( )pz scC L l
β

= , we can reduce the scaling relation (7) to 

the following form analogous to the Paris law: 
α

⎟
⎠
⎞

⎜
⎝
⎛ Δ

=
−

sclE
K

dN
ld C ,          (8) 

where α is a universal exponent. This form is similar to the equation proposed by Hertzberg for 

scl b→ , where b  is the Burgers vector. In the limit of small scales scl b≈  the application of 

stress intensity factor conception is problematic and corresponding scaling laws can be introduced 
[2].  
Using relation (8), which constructed based on the results experimental investigation of the fatigue 
crack growth kinetics with allowance for the calculated lsc values, it is possible to estimate the 
exponent as α ~2.3, which corresponds to the slope of the straight line in the rectifying coordinates 
(Fig. 3).  

 

Figure 3. Rectified plot of relation (8) 

A difference of the exponent α ~ 2.3 from values obtained in the regimes of multicycle fatigue 
testing suggests that there are certain specific features in the formation of fracture regions in the 
vicinity of crack tip under conditions of gigacycle loading. 
 
3. Summary 
 
The constancy of the scaling index (Hurst exponent) in a broad interval of spatial scales, which 
includes the scales of evolution of the typical defect substructures, leads to a conclusion that the 
kinetics of crack propagation can be considered within the framework of a broad class of critical 
phenomena, namely, structure–scaling transitions [3, 4] that describe the evolution of defects on 
various scaling levels. Determination of the scaling index of deformation induced defect structures 
can provide a physical explanation of the universality of this class of physical phenomena with 
respect to the scenarios of fracture in materials of various classes and the influence of structural 
states (including those formed by accidental dynamic impacts) on the “threshold” characteristics of 
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the transition of a loaded material from plastic deformation to fracture. 
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Abstract 
In many applications structural components are cyclically loaded up to a very high number of loading cycles 
due to high frequency or long product life. In this regime, particular attention is paid to the period of fatigue 
crack initiation and thus the localization of plastic deformation. The characterization of the damage 
accumulation in the VHCF regime is conducted by a new approach based on the resonant behavior of the 
specimen. The resonant behavior of a metastable austenitic stainless steel (AISI304) is studied 
experimentally in the VHCF regime and shows a distinct transient characteristic. To obtain a 
physically-based understanding of this characteristic, the underlying microstructural damage mechanisms 
and their influence on the resonant behavior are modeled. Microscopic examinations indicate that AISI304 
executes localization of plastic deformation in planes/bands of intense slip. Therefore, a microstructural 
simulation model is proposed which accounts for the damage mechanisms of slip bands as documented by 
the experimental results. The model describes the behavior of slip bands taking the mechanisms of formation, 
sliding, slip irreversibility and cyclic hardening into account. In order to run simulations considering the real 
microstructure, the model is implemented into a numerical method. The two-dimensional (2-D) boundary 
element method is well suited for this purpose and is based on two integral equations: the displacement 
boundary integral equation applied to the external boundary and the stress boundary integral equation used in 
slip bands. Fundamental solutions within these integral equations represent anisotropic elastic behavior. By 
using this method, a 2-D microstructure can be reproduced that considers orientations as well as individual 
anisotropic elastic properties in each grain. The resonant behavior is characterized by evaluating the 
force-displacement hysteresis loop and using a hysteretic damping model. Results show that simulation of 
slip bands is in good agreement to microscopic examinations and that plastic deformation in slip bands 
influences the transient characteristic of the resonant behavior. 
 
Keywords  
simulation, damage accumulation, resonant behavior, boundary element method, very high cycle fatigue 
 
1. Introduction 
 
Observations in the regime of VHCF beyond 10 million cycles reveal that failure arises even at 
stress amplitudes below the conventional high cycle fatigue limit (as discussed in the series of 
VHCF conferences since 1998, e.g. Ref. [1]). For that reason the exploration of fatigue mechanisms 
in that regime and the characterization of fatigue life becomes more and more important. In the 
VHCF regime the period of fatigue crack initiation consumes the majority of the total fatigue life. 
The metastable austenitic stainless steel considered in this study conducts localization of cyclic 
plastic deformation by motion of dislocations which are arranged in slip bands. They are accepted 
as very important feature of cyclic straining in crystalline materials [2]. Slip bands are affected by 
cyclic slip irreversibility, which even in the VHCF regime leads to a sizeable irreversible 
accumulated plastic slip deformation [3]. 
The resonant behavior of a metastable austenitic stainless steel (AISI304) shows a distinct transient 
characteristic. In order to identify the microstructural damage mechanisms relevant for the transient 
characteristic, in the present study the damage accumulation in slip bands is modeled and its effect 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-2- 
 

on the resonant behavior is investigated. The slip band model adopted in this study is applied on a 
mesoscopic scale and accounts for the mechanisms of slip band formation, motion and 
multiplication of dislocations (expressed with the term sliding), its cyclic irreversibility and cyclic 
hardening. 
To investigate the effect of the suggested slip band model on the resonant behavior it is adapted to 
the simulation of real microstructures. Several studies in the field of microstructural modeling and 
simulation of fatigue damage use the finite-element method (FEM) in conjunction with crystal 
plasticity models. Although the FE-method combined with crystal plasticity models has been 
devoted to a wide range of applications the implementation of the newly proposed slip band model 
of this study would present some difficulties: formation of new slip bands would require a 
remeshing algorithm and computation of sliding displacement in slip bands would necessitate 
special finite elements like cohesive-zone elements. 
In this study a two-dimensional boundary element method (BEM) is applied, in which the proposed 
slip band model can be implemented very effectively. The most outstanding feature of this method 
is that it uses displacement differences or sliding displacements directly as unknowns on slip band 
layers and element discretization is confined to outer boundaries such as grain boundaries and on 
slip bands. The proposed BEM can simulate slip bands in a two-dimensional microstructure 
consisting of grains with individual anisotropic elastic properties.  
In the following paragraphs at first the results of experimental examinations are given and then the 
simulation model with its slip band mechanisms is presented and the numerical method is specified. 
After presenting a procedure to determine the resonant behavior resulting from simulations, the 
effect of damage accumulation in slip bands on the resonant behavior is investigated in a model 
representing the morphology of a real microstructure. 
 
2. Experimental Characterization 
 
The resonant behavior of a metastable austenitic stainless steel (AISI304) is studied experimentally 
by means of a resonance-testing-machine, which readjusts the excitation resonant frequency during 
testing. The material shows a distinct transient characteristic, as shown in Fig. 1a. The lower curve 
in Fig. 1a indicates the test frequency at a stress amplitude of 240MPa, representing the damped 
resonant frequency fres of the specimen-machine system. The upper curve in Fig. 1a indicates the 
testing frequency at low stress levels (50MPa) at distinct fatigue life stages (due to testing at 
240MPa). It shows the resonance frequency f0 of the sample without the damping effect of plastic 
deformation. 
Fig. 1b shows a transmission electron microscopy (TEM) micrograph of the dislocation 
arrangement in metastable austenitic stainless steel in the fully austenitic condition fatigued under 
VHCF condition. The micrograph indicates that dislocations in slip bands are arranged in pile-ups 
at grain boundaries. 
 

 
Figure 1. (a) Damped (fres) and undamped (f0) resonant frequency during cyclic loading of metastable 

austenitic stainless steel; (b) TEM micrograph of dislocation pile-ups at a grain boundary in metastable 
austenitic stainless steel (loading amplitude: 240MPa, number of cycles: 107) 
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3. Simulation Model 
 
The plastic material behavior by localization of cyclic plastic deformation in slip bands will be 
considered by mechanisms which define the properties of formation, sliding, irreversibility and 
hardening of a slip band as follows. 
 Formation of a slip band is assumed to occur once a critical resolved shear stress is exceeded 
[4,5]. The critical resolved shear stress is defined as 0 =critτ 80MPa, which corresponds to the 
threshold for slip band formation observed in Ref. [6]. 
 Motivated by the TEM micrograph in Fig. 1b the model used in this study is based on the 
theory of dislocation pile-ups at grain boundaries [7]. Due to the equilibrium of forces produced by 
external loading and repulsive forces between dislocations a characteristic dislocation distribution 
occurs. Taking into account the distortion of a dislocation, which is defined by the magnitude of the 
Burgers vector, a sliding distribution Δu(ξ) can be determined: 

 ( ) ( ) ( )2 22 (1 ) / 2⋅ −
Δ = − ⋅ − critu l

G
νξ ξ τ τ , (1) 

 
where ν and G are Poisson's ratio and shear modulus in the slip plane, respectively. l is the length of 
slip band and ξ is the coordinate along the slip band starting at the dislocation source. τ and τcrit 
represent the shear stress existing in the dislocation source and the critical resolved shear stress. 
 It is concluded that the evolution of slip bands is related to cyclic slip irreversibility [3]. To be 
able to consider this mechanism in the simulation model, the slip band is approximated by two 
closely located layers, on which dislocation motion occurs separated in tensile and compressive 
loading (Fig. 2a), as Tanaka and Mura suggested in their model [8]. A special procedure was 
adopted to accumulate the irreversible fraction of cyclic slip. Fig. 2b shows exemplarily the 
variation of shear stress τ as a function of time in a slip band (in both layers) provoked by external 
loading and shows the resulting maximum sliding Δu I in layer I and Δu II in layer II. 
 

  
Figure 2. (a) Approximation of slip band by two closely located layers; (b) Exemplary variation of fatigue 
shear stress τ as a function of time in a slip band and resulting maximum sliding Δu I in layer I and Δu II in 

layer II 
 
Once the critical resolved shear stress τcrit in the first tensile loading is exceeded, layer I starts to 
slide by conducting the pile-up sliding model. As the shear stress decreases sliding is fixed at its 
maximum value Δu1

I. During compressive loading layer II is activated as soon as the shear stress 
exceeds the critical resolved shear stress in opposite direction and concurrently in layer I, the fixed 
sliding Δu1

I is reduced to an irreversible fraction p·Δu1
I. It is determined by the cyclic slip 

irreversibility p, which is defined as the fraction of plastic shear deformation that is irreversible in a 
microstructural sense [3]. One full cycle later the maximum sliding Δu2

I is reduced again, but this 
time to an accumulated irreversible fraction denoted by the term p·(Δu1

I +Δu2
I) taking the 
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irreversibility of the previous sliding into account. This procedure in combination with 
approximation of the slip band by two closely located layers is capable to account for irreversible 
fraction of sliding. 
 Hardening is assumed to result from a rising dislocation density. Therefore in the model the 
dislocation density is raised according to the plastic slip deformation in the slip band. After the slip 
band mechanisms are well defined in the simulation model in the following the numerical method is 
presented.  
 
4. Numerical Method 
 
The boundary element method used in this study combines the traditional displacement BEM as 
well as the displacement discontinuity BEM [9]. By doing so, sliding displacements can be directly 
evaluated in slip bands and element discretization is confined to outer boundaries such as grain 
boundaries and on slip bands.  
 The BEM used in this study is described by means of a problem statement, which consists of a 
two-dimensional homogeneous, anisotropic and linear elastic solid containing a finite slip line as 
shown in Fig. 3.  
 
 

 
Figure 3. An anisotropic solid including a slip line 

 
On the external boundary Γb displacements and tractions with components ui and pi are prescribed, 
while relative displacements Δui and stresses σiα are considered on one face Γs of the slip line. Here, 
relative displacements consist only of tangential relative displacements, because slip lines in 
contrast to cracks cannot perform opening - only sliding. Throughout the analysis the conventional 
summation rule over double indices is applied, Roman and Greek indices can only have the values 1 
and 2. The procedure is based on two boundary integral equations: the displacement boundary 
integral equation, which is applied on the external boundary, and the stress boundary integral 
equation, which is used on the slip line face. The displacement boundary integral equation for a 
solid containing a slip line can be written as [9,10]: 

* * *( ) ( , ) ( ) ( , ) ( ) ( , ) ( ) ,
b s

ij i ij i ij i y ij i y bc u u p p u d p u d
Γ Γ

⎡ ⎤⋅ = ⋅ − ⋅ Γ + ⋅Δ Γ ∈Γ⎣ ⎦∫ ∫x x y y x y y x y y x , (4) 

 
where cij equals 0.5 when Γb is smooth and * ( , )iju x y  and * ( , )ijp x y  are the displacement and the 
traction fundamental solutions. Vector x denotes the positions, where displacements are determined, 
and y denotes the integration points on the boundaries Γb and Γs. The stress boundary integral 
equation is obtained by substituting equation (4) into Hooke's law: 

* * *( ) ( , ) ( ) ( , ) ( ) ( , ) ( ) ,
b s

j ij i ij i y ij i y sd p s u d s u d
Γ Γ

⎡ ⎤= ⋅ − ⋅ Γ + ⋅Δ Γ ∈Γ⎣ ⎦∫ ∫x x y y x y y x y y xγ γ γ γσ , (5) 

 
where * ( , )ijd γ x y  and * ( , )ijs γ x y  are the stress and the higher-order stress fundamental solutions. 
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The displacement fundamental solution in equation (4) is given in Ref. [11] by Wang. He derived 
two-dimensional elastostatic fundamental solutions for general anisotropic solids by the use of 
Stroh's formalism [12]. The displacement fundamental solution in equation (4) can be given as an 
explicit expression: 

 ( ) ( )
( ) ( )*

1

1, Im log
=

⎡ ⎤= ⋅ −⎣ ⎦∂∑
M

ij m
ij

mm

A
u

Dη

η
π η mx y d y x  (6) 

with 
 ( ) ( )1,⎡ ⎤= Γ⎣ ⎦ij m ij mA adjη η , (7) 
 ( ) ( )det 1,⎡ ⎤= Γ⎣ ⎦m ij mD η η . (8) 

 ( )1,=m mηd . (9) 
 
In equations (6)-(9) Γij(1,ηm) is defined by 
 ( ) ( )2

2 2 2 1 2 1 1 11,Γ = ⋅ + + ⋅ +ij m ij m ij ji m ijC C C Cη η η , (10) 
 
where Cαijβ is the elasticity tensor. D(ηm) in (6) and (8) is a polynomial function of order four and 
has M=2 complex roots ηm and two complex conjugates of ηm, which satisfy the following 
characteristic equation: 
 ( ) 0=mD η . (11) 
 
The traction fundamental solution in equation (4) is defined by the following closed expression 
[10]: 

 ( ) ( )
( )

( )
( )

*

1

1, Im
=

⋅
=

∂ ⋅ −∑
M

ij m
ij

mm

B
p

Dη

η
π η

m

m

d n y
x y

d y x
 (12) 

with 
 ( ) ( ) ( )2 2 2 1= ⋅ + ⋅ij m ip m ip pj mB C C Aη η η , (13) 
 
and the outward unit normal vector n. The stress and higher-order stress fundamental solutions in 
equation (5) are provided by: 

 ( ) ( )
( ) ( )

*

1

1, Im
=

= −
∂ ⋅ −∑

M
ij m

ij
mm

B
d

D
γ

γ
η

η
π η

m

m

dx y
d y x

, (14) 

 ( ) ( )
( )

( )
( )

*
2

1

1, Im
=

⋅ ⋅
= −

∂ ⎡ ⎤⋅ −⎣ ⎦
∑
M

ij m
ij

mm

C
s

D
γ

γ
η

η
π η

m m

m

d d n y
x y

d y x
, (15) 

with 
 ( ) ( ) ( )2 1= ⋅ + ⋅ij m ip m ip pj mB C C Aγ γ γη η η , (16) 

 ( ) ( ) ( ) ( )2 1 2 2 2 1= ⋅ + ⋅ ⋅ ⋅ +ij m ip m ip pt m jt m jtC C C A C Cγ γ γη η η η . (17) 

 
The integration of the fundamental solutions (6), (12), (14) and (15) are performed fully analytically. 
It should be noted that the solutions have a weak logarithmic singularity log[y-x] (6), a strong 
singularity 1/[y-x] (12,14), and a hypersingularity 1/[y-x]2 in the higher-order stress fundamental 
solution (15). For spatial discretization of equation (4) and (5) a collocation method is utilized. 
 In Ref. [9] and [13] a substructure technique is presented, which enables coupling of individual 
homogeneous substructures by use of continuity condition. The implementation of this technique in 
the present method allows to represent each grain by a homogeneous, elastic anisotropic 
substructure which is combined with other grains to a continuous microstructure. 
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5. Resonant behavior 
 
The characterization of the damage accumulation in slip bands based on the resonant behavior 
requires a procedure to describe the resonant behavior resulting from the microstructural 
simulations. With the use of both the viscous and the hysteretic damping model [14] an equivalent 
damping ratio D and finally the resonant frequency ratio ηres as a describing parameter for the 
resonant behavior can be identified. ηres is basically defined as the ratio of resonant frequency of the 
damped system (fres) and that of the undamped system (f0). By means of energy loss per cycle ∆W, 
stiffness k of the specimen and displacement amplitude x̂  of the force displacement hysteresis 
loop the ratio resη  is given by: 

 
2

2 2 41
ˆ2

Δ
= −

⋅ ⋅res
W
k x

η
π

 (18) 

 
∆W, k and x̂  can be taken from the hysteresis loop, which is calculated during simulation. ηres can 
also be evaluated by using the experimental results in Fig. 1a. Thus the ratio ηres is applicable to 
compare the results from experiments with those from simulations. 
In the following, the effect of damage accumulation in slip bands on the resonant behavior is 
investigated. 
 
6. Simulation of damage accumulation in slip bands 
 
The implementation of the simulation model into the BEM allows to simulate damage accumulation 
in slip bands in a 2-D microstructure. The investigation was carried out on the basis of the real 
microstructure of a metastable austenitic stainless steel characterized by means of scanning electron 
microscopy (SEM) in combination with the electron backscattered diffraction (EBSD)-technique 
and the orientation imaging microscopy (OIM) analysis.  
The SEM image and EBSD map of the observed zone are shown in Fig. 4a and 4b. In addition to 
grain boundaries, the SEM image also highlights markings of emerging slip bands at the surface 
after cyclic loading. The EBSD map in Fig. 4b with related stereographic triangle indicates the 
crystallographic orientation of each grain. 
 

 
Figure 4. (a) SEM image and (b) EBSD map of the measured zone of surface grains (loading amplitude: 

240MPa, number of cycles: 107) 
 
In this study, primarily the contours of shear stresses in most critical slip systems are observed. For 
this purpose, shear stresses were computed in all of the 12 slip systems of each austenite grain and 
only the highest corresponding shear stresses were presented in the contours, regardless of highest 
Schmid factor. The elasticity tensor of the austenite phase is defined by the figures of the elastic 
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constants of the cubic material that are C11=205 GPa, C12=135 GPa and C44=125 GPa in the present 
case. The 2-D BEM presupposes that exclusively in-plane sliding displacements in the x-y-plane are 
observed in simulations. Due to the fact, that surface roughening is strongly affected by 
out-of-plane sliding displacements, simulations in this study are not able to directly represent the 
surface roughening indicated in Fig. 4a. 
 Fig. 5 shows contours of simulated shear stresses in the microstructure when the simulation 
model is enabled. Due to the high computational effort, slip band modeling was confined to 6 grains 
labeled 1-6. Contours were chosen from the first, third and seventh simulated loading cycle and in 
each case at the maximum external loading of 240MPa. It should be noticed that one cycle in the 
simulation represents the microstructural damage evolution resulting from many cycles in the 
experiment. This was achieved by adapting the parameter of cyclic slip irreversibility p and by 
increasing the effect of cyclic hardening. In the simulation the cyclic slip irreversibility p is 0.2 that 
is much higher than usually observed for VHCF. For example in Ref. [3] a value of p=0.000034 for 
very high fatigued copper polycrystals was obtained. The effect of cyclic hardening was similarly 
increased in simulation.  
 The comparison between surface slip markings on the SEM image (Fig. 4a) and simulated slip 
band layers (Fig. 5) illustrates that slip bands are formed in correct slip systems. Sliding 
displacements in slip band layers lead to a decrease of shear stresses within grains, while at the end 
of slip bands significant stress peaks arise. This is particularly demonstrated in grain 4 (Fig. 5). 
  

 
Figure 5. Contours of simulated maximum shear stresses in most critical slip systems in the 1st (a), 3rd (b) and 
7th (c) loading cycle (loading amplitude: 240MPa, hypothetical cyclic slip irreversibility of p=0.2 (in order to 

represent many experimental cycles in one simulated cycle)) 
 
It is shown in Fig. 5 that slip bands deform differently depending on the specific polycrystalline 
boundary value problem. The comparison of contour plots in Fig. 5 in the first, third and seventh 
loading cycle shows that with increasing number of simulated cycles shear stresses at the end of slip 
bands and thus at grain boundaries increase. This is a result of the irreversible damage 
accumulation. 
In order to investigate the effect of the microstructural damage accumulation on the resonant 
behavior, the force-displacement hysteresis loop is evaluated for each cycle of simulation and by 
using Eq. (18) the resonant frequency ratio ηres is determined. Fig. 6 shows the qualitative 
comparison of resonant frequency ratio ηres from simulation and experiment. Different assigning of 
scales for simulation (red) and experiment (black) demonstrate the qualitative manner of this 
comparison. A decrease of ηres relates to cyclic softening and an increase to cyclic strengthening. 
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Figure 6. Qualitative comparison of resonant frequency ratio ηres from simulation and experiment 

 
The results show that cyclic softening and subsequent strengthening arise from simulation of 
damage accumulation in slip bands. At first the mechanisms of formation and sliding cause a 
softening and later the mechanism of strengthening is dominating. However, by comparing the 
different scaling of both curves in Fig. 6 it gets obvious that the transient behavior of the experiment 
is much more pronounced than that of the simulation. Thus, the distinct transient characteristic of 
the metastable austenitic stainless steel cannot be completely reproduced by simulation of damage 
accumulation in slip bands. It has to be taken into account that the metastable austenitic stainless 
steel fulfills deformation induced martensite formation during fatigue, which might play an 
important role in the transient characteristic. But the mechanism of deformation induced martensite 
formation has not yet been considered in the model and, therefore, will be the subject of future 
investigations. 
 
7. Conclusion 
 
In this study, a simulation model is proposed that describes the damage mechanisms occurring in 
slip bands under VHCF condition. It is assumed that formation of a slip band occurs at sites of shear 
stress concentration and sliding distribution arises from the theory of dislocation pile-ups at grain 
boundaries. The irreversible slip character is observed as the slip band is approximated by two 
closely located layers and a special procedure was adopted. Hardening of the slip band results from 
an increasing dislocation density. The simulation model is implemented into a BEM, which is based 
on two boundary integral equations: the displacement boundary integral equation and the stress 
boundary integral equation. Fundamental solutions for general anisotropic elastic solids are used 
and by means of a substructure technique a 2D-microstructure with individual anisotropic elastic 
behavior in each grain is considered. The effect of damage accumulation in slip bands on the 
resonant behavior is investigated by conducting simulations in a real simulated 2-D microstructure. 
It turns out that slip planes of generated slip bands are in good agreement with SEM observation. 
The resonant behavior is characterized by the resonant frequency ratio ηres that can be determined 
from the simulated force-displacement hysteresis loop with the use of both the viscous and the 
hysteretic damping model. The qualitative comparison of ηres from simulation and experiment 
shows that cyclic softening and subsequent strengthening in the transient regime arise from 
simulation of damage accumulation in slip bands. But it becomes apparent that the variation of ηres 
from experiment is much more pronounced than that from simulation. Future work will concentrate 
on the effect of further microstructural inhomogeneities such as deformation induced martensite in 
combination with damage accumulation in slip bands. 
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Abstract In this study, plasma nitriding was performed for 316 stainless steel under 2 different processing 
time, 15hours and 25hours. Cantilever type rotational bending fatigue tests were carried out using the 
nitrided and non-treated samples in high cycle and very high cycle fatigue life regime in order to examine the 
influence of the plasma nitriding on the fatigue properties in the both fatigue life regimes of 316 stainless 
steel. As a result, the fatigue strength was improved by the plasma nitriding and the shape of the S-N curves 
was a asymptote shape with a fatigue limit up to N = 108 cycles. The fatigue cracks initiated from specimen 
surface in all specimen. However, the improvement of fatigue strength by plasma nitriding and the influence 
of nitriding time on the fatigue strength was small because the nitriding layer was quite thin, especially in the 
diffusion layer. For this reason, it is believed that the nitrided layer could not affect significantly the fatigue 
strength. 
 
Keywords Very high cycle fatigue, Plasma nitriding, Stainless steel, Cantilever-type rotary bending fatigue 
test. 
 
1. Introduction 
 
Surface treatment is widely used to improve fatigue, wear and corrosion resistance of various 
industrial products. There are many surface treatment methods, such as carburizing, induction 
hardening, shot peening and physical vapor deposition coating etc. These treatments form a 
hardened surface layer with compressive residual stress, and therefore, the fatigue properties are 
improved by the surface layer [1-9]. Nitriding is one of the surface treatment methods. Nitriding 
produces a nitrogen diffused surface layer with a compound layer which is formed by reaction 
between nitrogen and nitride-forming elements in a material such as aluminum, chromium, 
molybdenum and titanium. Good fatigue and wear resistance are obtained by the nitrided surface 
layer. However, it is well known that the nitriding treatment is difficult to apply to stainless steel 
because the stainless steel has a passivation film on the surface which hinders the diffusion of 
nitrogen into the material. Therefore, the removal of the passivation film is required when the 
nitriding treatment is applied to the stainless steel. 
 
There are three major methods to perform the nitriding process; gas nitriding, salt-bath nitriding and 
plasma nitriding processes. In particular, plasma nitriding process is a very attractive method to 
improve the surface properties for various engineering materials due to its advantages, such as low 
emission of toxic gases, low maintenance cost and low pollution, compared with conventional gas 
or salt bath nitriding process [10]. Plasma nitriding process has many parameters: the nitriding 
temperature, the gas mixture and the time duration [11-12]. These parameters strongly affect the 
material properties of nitrided samples. Many researchers have reported the influence of the 
parameters on the fatigue properties using various steels and have also reported that the fatigue limit 
can be improved by the plasma nitriding. In particular, the fatigue limit increases with increasing 
the processing time under cyclic bending stress due to the thick hardened layer because the fatigue 
cracks initiate from internal defects such as inclusions or cavities or from the interface between 
substrate and nitriding layer [13-18]. 
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Since the plasma nitriding process can use the hydrogen etching effect which can remove the 
surface oxide layer as well as surface contamination, the plasma nitriding process can form a 
nitrided and diffused surface layer for the stainless steel [19-22]. The plasma nitriding will improve 
the fatigue strength of the stainless steel but the plasma nitriding may cause the decrease of the 
fatigue strength in very high cycle fatigue life regime by an internal fracture because the plasma 
nitriding produces thin hardened layer and the fatigue failure of some surface hardened steel occurs 
at stress levels below the conventional fatigue limit in the life regime greater than 107 cycles [23]. 
However few studies on the fatigue life of plasma nitrided stainless steels have been carried out in 
the very high cycle regime. 
 
In the present study, SUS316 austenitic stainless steel was treated by the plasma nitriding under two 
nitriding times. Rotating bending fatigue tests were carried out for these nitrided specimens in order 
to investigate the effect of the nitriding time on the fatigue behavior in the high cycle and very high 
cycle fatigue regime. Fracture morphologies were observed using a scanning electron microscope 
(SEM) and the influence of the plasma nitriding process on the fatigue behavior of austenitic 
stainless steel was discussed. 
 
2. Experimental Procedure 
 
The material used in this study was austenitic stain less steel, SUS316. The fatigue specimens were 
machined into the shape and dimensions as shown in Fig. 1. The round notch surface was polished 
with a grinder having a mesh size of #100. Notch radius was 7 mm and the stress concentration 
factor of the specimen was Kt=1.06. 
 

 
Figure 1. Shape and dimensions of specimen. 

 
The surface of the specimen to be exposed to plasma was cleaned using an ultrasonic bath in 
acetone. A vacuum chamber was pumped down to 50 mTorr and then back-filled with a gas mixture 
of NH3 and H2 up to 3 Torr (NH3:H2 mixing ratio; 4:1). The plasma nitriding process was 
immediately carried out with a pulsed dc potential at the designed time in the glow discharge of the 
plasma. In the present study, plasma nitriding was performed at 703 K for 15 hours or 25 hours. 
These nitrided specimens will be called N15 and N25, respectively. After the plasma nitriding, the 
vacuum chamber was pumped down to 50 mTorr and the specimens were furnace cooled to room 
temperature. 
Fatigue tests were carried out at room temperature by using a dual-spindle cantilever-type rotating 
bending fatigue-testing machine, which is the standard testing machine in the Research Group for 
Statistical Aspect of Materials Strength, Japan [24]. The stress frequency was 3150 rpm and the 
stress ratio R = –1. All of the fracture specimens were observed using SEM. The run-out number of 
cycles was N = 1.0×108 cycles. The fracture surface of the specimen was observed using SEM. A 
Vickers microhardness tester was used to measure the microhardness of samples. The parameters 
used in the microhardness test were 100 gf and a duration 15 s. The microstructure was observed 
using a cross sectional surface etched by Marble's regent (4.0 g CuSO4, 20 ml HCl, and 20 ml 
H2O). 
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3. Experimental Results and Discussions 
 
3.1. Characterization of hardened layer 
 
Figure 2 shows the cross sectional surfaces subjected to the two different nitriding processes, using 
Marble's regent as an etchant to reveal the microstructure. The unetched surface layers, which are 
well-known as "white layer", were formed at both specimen's surfaces. The white layer for the N25 
was slightly thicker than that for the N15. However, the white layer was thin and the thickness were 
about 20 µm for the N15 specimen and 30 µm for the N25 specimen, respectively. In both cases, 
the microstructure and the grain size below the white layers were no difference from the as-received 
series and the diffusion layer could not be identified by etching. So, the difference between the 
as-received and nitrided series was only forming of the surface white layer. 
 

 
Figure 2. SEM images of plasma nitrided SUS316 stainless steel etched by Marble regent: 

(a) N15 and (b) N25 specimens. 
 
Figure 3 shows the micro-Vickers hardness distribution of nitrided specimens on the cross sectional 
surface. The hardness of the as-received specimen was uniform from the surface to the core and the 
30 points average value was about 331 HV. Compared with the virgin hardness, the hardness 
increased near the surface. The highest hardness values, 985 HV for the N15 specimen and 1041 
HV for the N25 specimen, were measured at the surface, which is approximately three times of the 
virgin hardness of 331 HV. However, the hardness decreased steeply toward the center and the 
hardness at 50µm deep was almost same as virgin hardness for both nitrided specimens. Therefore, 
the thickness of the hardened layers, defined as a distance from the surface to the unhardened 
matrix, was less than 50 µm for both nitriding times. Since the thickness of white layer as shown in 
Fig.2 was about 20 - 30µm and the half size of indentation for 331 HV was about 12µm, the 
thickness of the diffusion layer was less than about 10µm. 
 
In general, nitriding process produces a compound layer referred to as the white layer, and a 
diffusion layer below the compound layer. The former is a thin layer with high hardness but brittle 
[25]. As a result, the fatigue strength sometimes are degraded by the brittle layer. The latter is a 
relatively thick hardened layer. In the diffusion layer, the hardness gradually decreases gently 
toward the core. The depth of diffused zone is generally more than few hundred micrometers 
[13-18]. The depth of the diffused zone is important to improve the fatigue strength as well as the 
hardness [14]. In this study, however, no obvious diffusion layer was observed on the etched 
surface, and only the white layer was observed at the surface. Moreover, the hardened layer was 
quite shallow and the thickness was less than 50 µm which included the thickness of the compound 
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layer. These results suggest that the depth of diffusion layer is quite shallow for stainless steel. In 
our previous works, plasma nitriding was carried out using a same equipment using chromium 
molybdenum steel (JIS SCM435) [17]. The thickness of hardened layer was about 0.1 - 0.3 mm 
with ~10µm compound layer for each material. The hardened layer is obviously thicker than that of 
present study. The difference indicates that the passivation film reforms at the stainless surface 
during the plasma nitriding process though the passivation film is removed intermittently by 
hydrogen etching effect [26, 27]. The reformation of the passivation film hinders nitrogen diffusion, 
and this results in a thinner diffusion layer. The thickness of the hardened layer and the value of the 
hardness near the surface are important parameters that influence the site of fatigue crack initiation, 
as discussed in detail in the following sections. 
 

 
Figure 3. Distribution of Vickers-hardness in the nitrided specimens. 

 
3.2. S-N curves 
 
The fatigue tests to failure were carried out in air up to N= 108 cycles. Figure 4 shows the results of 
fatigue tests for as-received, N15 and N25 specimens. The S-N curve of the as-received specimens 
(represented by open square mark in Fig. 4) presented a horizontal asymptote shape, which is 
typical shape for low strength material [28, 29], with a fatigue limit up to N = 108 cycles. The 
fatigue limit σw defined as the horizontal line was about 500 MPa. The shape of two S-N curves of 
plasma nitrided specimens, represented by open triangle and circle marks in Fig. 4, showed also 
horizontal asymptote shape with a fatigue limit up to N = 108 cycles, that were similar to the S-N 
curve of the as-received specimens. The fatigue limit σw defined as the horizontal line was about 
600 MPa for the N15 and 550 MPa for the N25 specimens, respectively. The fatigue limit of the 
N25 specimen with thicker hardened layer was slightly lower than that of the N15 specimen with 
relatively thin hardened layer as well as the fatigue strength in the life regime N < 106 cycles. 
 
Increased fatigue strength after nitriding is a well-known phenomenon for various steels. The 
increase is caused by the increase of surface hardness and the formation of compressive residual 
stresses in the surface layer during the nitriding process. The high hardness layer hinders the fatigue 
crack initiation. The compressive residual stress is superimposed to the external load and leads to a 
reduction of the effective stress in tension. Since only a tensile stress produces fatigue cracks and 
contributes to crack propagation, a reduction of the effective stress in tension increases the fatigue 
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strength. In this study, the fatigue strength was improved by the plasma nitriding process, however, 
the fatigue limit was clearly smaller than that predicted by surface hardness using σw = 1.6 HV 
which is well-known equation between the hardness and upper bound for fatigue limit of low and 
medium strength materials. In addition, the specimen with thicker hardened layer showed lower 
fatigue limit. The small improvement and small influence of the thickness of hardened layer mean 
that the nitrided layer does not act on the fatigue strength efficiently. 
 

 
Figure 4. S-N curves. 

 
3.3. Fracture surfaces 
 
Fracture surfaces were observed using SEM. Figure 5 shows the typical SEM images of fracture 
surfaces for as-received and plasma nitrided specimens. Based on SEM observations of the fracture 
surfaces, only the surface fracture mode was observed though the hardened layer was formed on the 
surface of nitrided specimens. A subsurface fracture mode, fish-eye or fracture from substrate 
/nitriding layer interface, or cracking in the compound layer was not observed in all specimens. 
 
The result means the nitrided layer increases the fatigue resistance on the specimen surface but the 
resistance is lower than the resistance for internal failure, and then the surface fracture occurs from 
the nitrided layer prior to internal fracture such as fish-eye failure. The nitrided layer at the stainless 
steel surface consists of the thin compound layer and quite thin diffusion layer as shown in Figs. 2 
and 3. Since the influence of the diffusion layer on the fatigue strength can be ignored due to the 
small thickness, the compound layer is a dominant factor in the improvement of fatigue strength. 
However, the influence of compound layer is restricted because the thickness is only 20~30µm. In 
consequence, the small improvement of fatigue strength will be obtained for plasma nitrided 
specimens as shown in Fig.4. The small influence of the nitriding time will be also explained by the 
similar thickness of hardened layer. 
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Figure 5. Typical SEM images of fracture surfaces; (a), (b) As-received, σa=525MPa, Nf = 1.88×105 cycles,  

(c), (d) N15, σa=625MPa, Nf=2.31×105 cycles and (e), (f) N25, σa=600MPa, Nf=2.96×105 cycles. 
 
In conclusion, the degree of increase in the surface hardness and the thickness of the hardened layer 
are dominant factors determining the fatigue limit level of the plasma nitrided specimens. Therefore, 
the fatigue limit levels of the N15 and the N25 specimens were almost the same and thickness of the 
hardened layers had almost the same value. In addition, the improvement by plasma nitriding 
process is small because the nitrided layer, particularly diffusion layer, is quite thin. It is believed 
that the increase of the depth of diffused zone could improve the fatigue strength in plasma nitride 
stainless steels. 
 
4. Conclusions 
 
The following conclusion can be reached from the results of this study: 
(1) A hardened surface layer was formed at the SUS316 stainless steel surface by plasma nitriding. 

However, the hardened layer was quite shallow. The thickness of the hardened layer was less 
than 50 µm for both nitriding time of 15 and 25 hours. 

(2) The S-N curves represent a horizontal asymptote shape for all specimens. 
(3) The fatigue strength was improved by plasma nitriding in all life regimes. However, the 

improvement of the fatigue strength was small due to the small thickness of the nitrided layer. 
The nitriding time also had a small influence on the fatigue strength because the thickness of the 
nitrided layer was similar for both nitriding times. 

(4) Fatigue crack was initiated from specimen surface for all specimens.  
(5) The degree of increase in the surface hardness and the depth of the hardened layer are dominant 

factors determining the fatigue limit level of the plasma nitrided specimens. 
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Abstract  In order to investigate the effects of hardness, residual stress and loading type on the fatigue 

property for spring steel(SUP7), two kinds of tempering temperature, three kinds of surface finishing 

(grinding, electrolytic polishing and shot-peening) and two kinds of fatigue test (rotating bending and axial 

loading) were accepted. Specimens in harder (lower tempering temperature) series showed higher fatigue 

limit; however, those in shot-peened series showed approximately same fatigue limit as grinding finished 

series, although the former has compressive residual stress higher than that in the latter. In the case of same 

tempering temperature and surface finishing, specimens in rotating bending series showed higher fatigue 

limit comparing with the axial loading. This fact can be attributed to the difference of critical volume 

participating in the crack initiation. Fracture surfaces of all the failed specimens were carefully observed by a 

scanning electron microscope(SEM) in order to examine the fracture mode. Two types of interior initiated 

fracture, with and without inclusion, were found. The latter was found only in axial loading and had granular 

structure whose angle of slope to the loading direction was 60 degree. In the case of specimens with residual 

stress (grinding and shot-peening), the depth of interior fracture origin in rotating bending was shallower 

than that in axial loading. In both grinding and shot-peening series, the crack has initiated beneath the surface 

layer with compressive residual stress, and, the fatigue limits of these series were thus almost same to each 

other. 

 

Keywords  Spring steel, Very high cycle fatigue, High cleanliness steel, Duplex S-N property, Fish-eye  

 

1. Introduction 
 

During the long history of the study on Fatigue of Metals, a number of experimental data have been 

accumulated and a lot of fundamental aspects on the fatigue of metallic materials have been 

reported by many researchers[1-5]. Among them, one of the most important aspects is the fact that 

ferrous metals such as structural steels indicate the clear fatigue limit at the number of stress cycles 

less than 10
7
 [1,6]. However, non-ferrous metals such as aluminum alloys have no fatigue limit such 

that the S-N curve tends to decrease continuously in the very long life regime longer than 10
7
 

cycles[4]. In recent years, practical structures such as railway wheels and rails, offshore structures, 

energy conversion and transportation systems have been used in a long term, sometimes, beyond 

their original design lives due to economic and environmental considerations. In such a 

circumstance, unexpected failures have been reported at stress levels lower than the fatigue limit 

even for structural components made of ferrous metals being assumed to have a distinct fatigue 

limit. The fatigue behavior of structural steels in the very high cycle regime longer than 10
7
 cycles 

has become an important subject to ensure the long-term safety of the actual structures in the 

various areas of industries[4,5]. 

 

From this point of view, many researchers have carried out fatigue tests in the very high cycle 

regime for various kinds of metallic materials in the last decades[4]. Thus, it is known that the high 

strength steel indicates "duplex S-N characteristics" consisting of S-N curves for both the 

surface-initiated fracture and the interior-initiated fracture. According to the conventional works[4], 

the interior-initiated fracture is usually caused by non-metallic inclusions inside the material in very 
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high cycle regime. Therefore, if some high cleanliness steel without such inclusions is fabricated, it 

is supposed that the fatigue fracture caused by the inclusion can be depressed and the corresponding 

S-N curve is diminished. 

 

From such a viewpoint, a conventional spring steel(SUP7) and a high cleanliness spring steel 

(SWOSC-V) were prepared mainly supposing the practical application as valve spring for 

automobile gasoline engine. For both kinds of steels, the rotating bending fatigue tests were 

performed in the very high cycle regime toward gigacycles. Thus, the fundamental S-N properties 

for the respective spring steels were experimentally clarified and the effect of the cleanliness on the 

fatigue property was discussed together with the fatigue fracture mechanism of this steel was also 

discussed from a view point of fractography. 

2. Experimental Procedures 

2.1. Material and specimen 

Materials used in this study were two different kinds of spring steels; JIS Material Codes of SUP7 

and SWOSC-V, respectively. The former is a spring steel for general use for wide variety of usual 

springs, and the latter is developed for special use as valve spring for automobile gasoline engine. 

Chemical compositions of these steels were shown in Teble1. In the case of SUP7 steel, the material 

was firstly oil-quenched at 1173K(900deg.C) /20min, after which it was tempered at each of 

723K(450deg.C)/60min and 659K(386deg.C)/60min, respectively. The former is hereafter so-called 

as “T-450 series”, whereas the latter is as “T-386 series”. Some of T-386 specimens were 

electrochemically polished (named T-386EP series), and some of T-386EP specimens were further 

shot-peened(named T-386SP series). All the preparation process of the respective series for SUP7 

steel is summarized as a flowchart in Fig.1. 

 
Table 1. Chemical compositions of spring steels 

Material C Si Mn P S Cu Cr Fe 

SUP7 0.6 2.0 0.9 0.014 0.019 ― ― Bal. 

SWOSC-V 0.58 1.45 0.69 0.01 0.01 0.02 0.68 Bal. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
              Figure 1.  Flowchart of specimen preparation for SUP7 steel 
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In the case of SWOSC-V steel, the material was oil-quenched at 1123K(850deg.C)/20min and then 

it was tempered at each of 668K(395deg.C)/60min and 636K (363deg.C)/60min, respectively. Some 

of 363deg.C-tempered specimens were electrochemically polished, and some of them were 

shot-peened. In order to distinguish the respective series, notations such as “T-395G series”, 

“T-363G series”, “T-363EP series” and “T-363SP series”, were introduced similar to the case of 

SUP7 steel. Preparation process of the respective series for SWOSC-V steel is given in a flowchart 

in Fig.2. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 
 

Figure 2. Flowchart of specimen preparation for SWOSC-V steel 
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(b) Axial loading 

 
Figure 3. Shape and dimensions of fatigue specimens 
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Specimens were machined into the shape and dimensions indicated in Fig.3. Figure 3(a) indicates 

the shape and dimensions of SUP7 specimen for rotating bending. Notch radius of the specimen 

was 7 mm and the diameter of the critical section was 3mm. The stress concentration factor of this 

specimen was Kt =1.06 as given by Peterson’s handbook. The shape and dimensions of SWOSC-V 

specimen are quite same as SUP7 except for D=8mm. On the other hand, Fig.3(b) indicates the 

shape and dimensions of specimen for axial loading. Its notch radius was 15mm and the diameter of 

the critical section was designed to be 3mm similar to the rotating bending specimen. The stress 

concentration factor of this specimen was Kt =1.04 from the above handbook. Round notch surface 

of the specimen was finished by polishing with emery paper of #2000 after the grinding process. Of 

course, T-386EP series and T-386SP series were tested without such a polishing by emery paper. 

 

In order to characterize the microstructure, the micro-Vickers hardness was measured and the 

microstructure was observed at cross-section using an optical microscope and a scanning electron 

microscope (SEM). The distribution of the residual stress was measured at the transverse section of 

the smallest diameter of the specimen using the X-ray diffraction (XRD). The residual stress 

distribution in the direction of inside was also measured after electrochemically removing the local 

surface area. 

 

2.2. Fatigue tests 

 

Photographs of the fatigue testing machines used in this study are shown in Fig.4. The left hand 

machine was used in rotating bending, whereas the right hand machine was in axial loading. Each 

of these machines can perform fatigue tests for four specimens simultaneously. The former machine 

has two spindles driven by an electric motor via a flat belt and each spindle has specimen grips at 

both ends [5]. The rotating speed of the spindles is 52.5 Hz (3150 rpm), and the stress ratio is given 

as 1R . The latter machine has four actuators driven by hydraulic power, and the loading 

frequency is 80Hz. Fatigue tests were carried out at a definite stress ratio of 1R . All the fatigue 

tests were performed in room atmosphere without any control of temperature and the moisture. 

After fatigue tests, fracture surfaces were observed by means of SEM and were analyzed by an 

energy dispersive X-ray spectrometer (EDS). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

             (a) Rotating bending                       (b) Axial loading 

Figure 4. Multi-type fatigue testing machines used in this study 
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3. Results and Discussions 

3.1.  Hardness and residual stress 

Vickers hardness of the SUP7 specimens in the respective series was measured and the results are 

indicated in Fig.5. The hardness of T-386 series is higher than that of T-450 series due to the lower 

tempering temperature. It is found that the hardness is a little improved by performing the 

shot-peening. Residual stress distributions are plotted in Fig.6. The residual stress on the specimen 

surface caused by grinding is in a range of 500400  MPa, and the residual stress is induced in 

surface layer within a thickness less than 20  m. Another typical finding is that distinct 

compressive residual stress higher than 1000MPa was caused by shot-peening and the depth of the 

surface layer having such a distinct high residual stress is around 40  m. 

 

 

 

 

 

 

 

 

 

 

 
(a) Rotating bending 

 

 

 

 
 

Figure 5. Vickers hardness of the respective series 

 

 

 

 
(b) Axial loading 

                                                      Figure 6. Distributions of residual stress 

 

Vickers hardness of the individual series for SWOSC-V steel is as follows; T-395G series: 584HV, 

T-363G series: 630HV, T-363EP series: 630HV and T-363SP series: 641HV, respectively. Resulting 

trend for tempering temperature and shot-peening is quite similar to the results for SUP7 steel. 

Residual stress for the respective series measured on the specimen surface is as follows; T-395G 

series: -376MPa, T-363G series: -378MPa, T-363EP series: -31MPa and T-363SP series: -1205MPa, 

respectively. Thus, residual stress caused by grinding is around 380MPa and this stress is almost 

entirely removed by electrochemical polishing. However, a distinct compressive residual stress of 

-1205MPa is produced by performing the shot-peening. This trend is corresponding to the results in 

Fig.6. 

 

3.2. S-N characteristics 

 

Fatigue test results of T-450G and T-386G series for SUP7 steel obtained in rotating bending are 

plotted as an S-N diagram in Fig.7(a). Every S-N curve was determined by accepting the bilinear 
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S-N model with fatigue limit in the JSMS standard (JSMS-SD-6-08)[6]. This procedure to 

determine the S-N curve is entirely common in this paper. It is found that the fatigue limit of 

T-386G specimen is clearly higher than that of T-450G specimen. This aspect can be attributed to 

the fact that the hardness of T-386G specimen is much higher than T-450G specimen. Another 

finding is that interior inclusion initiated fracture is caused only for T-386G specimen. Figure 7(b) 

indicates the S-N diagram obtained for T-386 specimens in the respective series. The fatigue limit 

of each series is given as follows; T-386G series: 1025MPa, T-386EP series: 775MPa and T-386SP 

series: 975MPa, respectively. The marked decrease of the fatigue limit for T-386EP series is caused 

due to removal of the surface layer having compressive residual stress. It is noted that this decrease 

of the fatigue limit was almost fully recovered by performing the shot-peening. Paying an attention 

to the fracture modes, one can find a trend that the interior-induced fracture are observed only for 

specimens in T-386G and T-386SP series. In the case of T-386EP specimen, the interior-induced 

fracture was observed for only one specimen. 

 

 

 

 

 

 

 

 

 

 

 

 

 
(a) T-450G series and T-386G series               (b) Various series of T-386 specimens 

                   Figure 7. S-N diagrams for SUP7 steel in rotating bending 

 

In the next place, fatigue test results for SUP7 steel obtained in axial loading are plotted as S-N 

diagram in Fig.8. Figure 8(a) indicates the results for T-450G and T-386 specimens, in which the 

fatigue limit for T-386 specimen is higher comparing with the result for T-450G specimen. In 

addition, the interior-induced fracture is easily caused in T-386G specimen having higher hardness 

similar to the trend in the case of rotating bending. Figure 8(b) is S-N diagram obtained for T-386 

specimens in the respective series. The fatigue limit of each series is given as follows; T-386G  

 

 

 

 

 

 

 

 

 

 

 

 

 
       (a) T-450G series and T-386G series               (b) Various series of T-386 specimens 

Figure 8. S-N diagrams for SUP7 steel in axial loading 
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series: 775MPa, T-386EP series: 625MPa and T-386SP series: 725MPa, respectively. Variation of 

the fatigue limit and the fracture mode depending on the surface finishing is quite similar to the 

trend in the case of rotating bending. 

 

Figure 9 indicates S-N diagram obtained for SWOSC-V steel in rotating bending. The fatigue limit 

for T-363G specimen is higher than that for T-395G specimen depending the hardness realized by 

the tempering at the respective temperatures. The interior-induced fracture was not observed even 

for the gigacycle regime in the case of low temperature tempering. The slope of the inclined portion 

in T-395G specimen is fairly steep comparing with that in T-363G specimen. Figure 10 is S-N 

diagram obtained for the respective series of T-386 specimens. The fatigue limit for T-363EP series 

is decreased due to the removal of the surface layer with the compressive residual stress. This trend 

is very common to the case of SUP7 steel as shown in Fig.7(b) and Fig.8(b). 

 

 

 

 

 

 

 

 

 

 

 

 

 
(a) T-395G series and T-363G series               (b) Various series of T-363 specimens 

Figure 9. S-N diagrams for SWOSC-V steel in rotating bending 
 

3.3. SEM observations of fracture surface 

 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
(a) Surface-induced fracture    (b) Interior-induced fracture    (c) Interior-induced fracture 

in rotating bending           in rotating bending           in axial loading 

[ 1400a MPa, 4108.1 N ]   [ 950a MPa, 8108.8 N ]    [ 1200a MPa,
4100.7 N ] 

Figure 11. Typical examples of fracture surfaces for SUP7 steel in both loading types 
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Fracture surface for T-386G specimen failed at 1400a MPa with a short life of 4108.1 N  

in rotating bending is shown in Fig.11(a), where the top is the result observed at low magnification 

and the bottom the result at high magnification. In this case, the fatigue crack took place on the 

specimen surface and it propagated inside the specimen. Figure 11(b) gives another example of the 

fracture surface at 950a MPa with a life of 8108.8 N  in the interior-induced fracture 

modewith a clear fish-eye. In this case, the fatigue crack took place around the interior inclusion at 

the center of the fish-eye and the fine granular area[FGA] was found around the inclusion. These 

pairs of results give examples of the fracture surface in rotating bending. However, Fig. 11(c) gives 

other examples of the fracture surface at 700a MPa with a life of 6107.7 N  in the interior- 

induced fracture mode in axial loading. No inclusion was found at the crack initiation site at the 

center of the fish-eye in this case, but the fine granular area[FGA] can be observed at the crack 

initiation site. 

 

The fine granular area in Fig.11(c) was again carefully observed by inclining the sample  5deg., 

after which 3-D image of the fracture surface around the FGA was reconstructed by means of 

stereo-projection analysis[A Software of Mex supplied by Alicona Co. Ltd.]. Based on this analysis, 

it was found that a plane of the FGA inclined 60deg. against the macroscopic fracture surface and 

the gap of the local surface levels at both ends of the FGA is about 10 m. 

 

Several examples of fracture surfaces for SWOSC-V steel in rotating bending are indicated in 

Fig.12, in which the top is the result observed at low magnification and the bottom the result at high 

magnification. In the case of Fig.12(a), the fatigue crack took place at a shot-peened dimple on the 

specimen surface and it propagated inside the material resulting the final fracture. In Fig.12(b), the 

fine granular area[FGA] was formed at an interior site along a inclined plane. According to the 

stereo-projection analysis, this plane was inclined 60deg. against the macroscopic fracture surface 

similar to the previous result obtained for SUP7 steel. Figure 12(c) gives another example of the 

fracture surface in interior-induced fracture and a defect was found at the crack initiation site. 

However, any inclusion was not observed here regardless of careful EDS-analysis. Thus, no 

inclusion was found at the crack initiation site in every series of SWOSC-V steel. It is supposed that 

this fact comes from high cleanliness of the present steel. 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
(a) Surface-induced fracture     (b) Interior-induced fracture    (c) Interior-induced fracture 

 [ 1050a MPa, 8106.1 N ]   [ 1100a MPa, 7107.2 N ]   [ 1050a MPa, 8101.2 N ] 

Figure 12. Typical examples of fracture surfaces for SWOSC-V steel in rotating bending 
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3.4. Effects of loading type and residual stress on the fatigue property 

Fatigue limits of the respective series of T-386 in both loading types are depicted in Fig.13, where 

values in the left hand side of each couple of the results are higher than the values in the right hand 

side. This aspect has been often reported for many kinds of metallic materials by many researchers. 

Thus, it was reconfirmed that the fatigue limit in rotating bending is a little higher than that in axial 

loading. It is another finding that the fatigue limit for T-386EP specimen is clearly lower than that 

for T-386G and T-386SP specimens. This can be attributed to the fact that the compressive residual 

stress is fully released by the electrochemical polishing. Figure 14 represents the difference of the 

crack initiation depth between both loading types for same fatigue test results as in Fig.13. The 

depth of crack initiation site for T-386EP specimen is almost same between both loading types, but 

the depth in axial loading is significantly deeper than that in rotating bending. 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 13. Difference of fatigue limits         Figure 14. Difference of crack initiation depths 

 

The fact that a significant difference of the crack initiation depth took place depending on the 

loading types can be well explained as follows; The stress distribution across the cross section in 

rotating bending has a significant gradient, while the stress distribution is uniform in axial loading 

as illustrated in Fig.15. In the case of rotating bending, the stress distribution has a steep slope and, 

therefore, the stress in the core portion is markedly lower than the outer layer. The crack is 

supposed to occur at higher stress region, but strength of the surface layer is improved by some 

kinds of surface treatments. In such a circumstance, the fatigue crack can occur at a definite  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 15. Schematics of stress distributions across the cross section in both loading types 
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ring-like area hatched in Fig.15. On the other hand, such an area occurring fatigue crack is the entire 

cross section without the modified surface layer having the improved strength in the case of axial 

loading. Thus, the critical volume participating in the fatigue crack initiation in axial loading is 

extremely larger than that in rotating bending. The fact that the crack initiation depth in axial 

loading is clearly higher than the results in rotating bending in Fig.14 can be well interpreted in this 

concept. In the case of high strength steels such as spring steel, material defects such as inclusion 

and machining flaws become sensitive to the crack initiation comparing with the usual structural 

steels with some moderate strength. Paying a particular attention to this aspect, the number of such 

defects in axial loading is much larger than the case in rotating bending. Therefore, the size of the 

most harmful defect in axial loading becomes larger than that in rotating bending. This is another 

reason why the fatigue limit in axial loading becomes a little lower than that in rotating bending. 

 

4. Conclusions 

In order to investigate the very high cycle fatigue properties of spring steels (SUP7 and SWOSC-V), 

fatigue tests were performed for specimens prepared by several different processes in both rotating 

bending and axial loading. Main conclusions obtained in this study are summarized as follows; 

(1) In every series of the specimen preparation, fatigue fracture can occur in the very high cycle 

regime such as 97 1010  cycles regardless of the specimen’s hardness, the surface roughness 

and the loading type. 

(2) Fatigue limit in rotating bending is a little higher than that in axial loading for every series of 

specimens. This fact can be attributed to the difference of the stress distribution across the 

section, i.e. the critical volume participating in the crack initiation in axial loading is much 

larger than that in rotating bending. 

(3) At higher stress levels with shorter life, the surface-induced fracture tends to occur instead of the 

interior-induced fracture, but the interior-induced fracture tends to occur at relatively higher 

stress levels in the case of shot-peened specimen due to suppression of crack initiation on the 

specimen surface by high value of the compressive residual stress. 

(4) In the case of interior fracture mode for the conventional spring steel, an inclusion was usually 

found at the crack initiation site (Central portion of the fish-eye) and the FGA was observed 

around the inclusion. But, in the case of high cleanliness spring steel, such an inclusion was not 

found even in the interior fracture mode and a FGA-like facet inclined 60deg. against the 

macroscopic fracture surface was formed at the crack initiation site. 
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Abstract  Very High Cycle Fatigue behavior of Stainless Steel AISI 310 has been investigated through 
ultrasonic fatigue testing. In fatigue cycles, a horizontal asymptote of S-N curve was found without any step 
at 106 cycles. Surface crack initiation was found irrespective of the stress level. However, the fracture 
surfaces of the material showed different behavior of crack propagation for different stages of fatigue cycles. 
It was found that up to 106 cycles, cracks initiated from surface defects and carbide precipitates present on 
the grain boundaries. The mechanism of crack initiation changed at low stress levels and slip bands and 
deformation twins were found at the surface of the specimen which acted as fatigue crack initiation sites. At 
lower stress levels, at or below fatigue limit, PSBs were developed but the cracks were not initiated. The 
lower slope in S-N curve was attributed to the development of PSBs all over the surface of the specimen 
before crack initiation. 
 
Keywords  Very high cycle fatigue, Crack initiation , PSBs, Local plasticity   
 
1. Introduction 
 
 The fatigue crack initiation and growth in metallic materials is now well-understood. Fatigue 
cracks initiate at stress concentrating features within a structure. An area of fatigue assessment is 
still under investigation, however, is how cracks are initiated from surface and subsurface regions at 
very low stress levels in the very high cycle fatigue (VHCF). It is believed that the fatigue life of 
numerous aerospace, locomotive, automotive and biomedical structures may go beyond 108 cycles 
[1]. Hence, better understanding of the long life fatigue behavior is extremely important for efficient 
design of the components and structures, especially between the 107-1010 cycles. Most engineering 
designs were based on the assumption that materials exhibit a fatigue limit and any cyclic stress 
below fatigue limit yield infinite life. Recent studies, however, point out the fact that most materials 
experience failure up to 1010 cycles or above at low stress levels, and concept of infinite fatigue life 
is not true [1-4]. 
The VHCF behaviour of metallic materials is generally divided in two types, based on the crack 
initiation region [1-4]. In first type, the cracks are initiated from the internal defects of the material 
and a fish-eye region is obtained at the crack initiation site. In second type, the cracks are initiated 
from the surface of the material. These surface cracks are attributed to the surface defects, 
heterogeneities, pores and absence of inclusions and microstructural defects in some other materials. 
In this type of materials, the S–N curve between 106 to 109 cycles show very little decreasing slope 
without any transition at 107 cycles and horizontal asymptote is obtained.  
The VHCF behavior of some materials shows subsurface crack initiation from the internal defects 
and inclusions [4]. However, surface crack initiation is also obtained in structural alloys which 
show no inclusions and microstructural defects [5-7]. Plastic deformations at localized regions 
initiate the fatigue cracks during cyclic loading. During fatigue loading, the stress concentration due 
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to the induced microscale plasticity around surface defects and pores [5], planar slip bands [6] and 
grain boundaries [7], results in crack initiation. The crack initiation site for these materials remains 
at the surface of the specimens, even for higher fatigue cycles from 108 to 109 cycles. The most 
common plastic deformation in FCC materials is the development of Persistent Slip Bands (PSBs) 
which yields intrusions and extrusions on the surface of specimens. In this case, the S–N curve 
decreases linearly with very little slope without transition at 107 cycles [3].  
One important structural material which show surface based crack initiation is high temperature 
grade stainless steel alloy AISI 310. The alloy is very commonly used in moist conditions owing to 
its excellent characteristic to resist against corrosion. It is used in heat exchangers, pipes, machinery 
parts etc. The alloy is subjected to pressure cycles, temperature cycles and many start up and shut 
down cycles during service life. Hence, it is expected to serve for large number of loading cycles. 
However, there is no such study for this material, to the best of authors’ knowledge, which details 
the behavior of fatigue crack initiation phenomenon especially up to very high cycle fatigue domain. 
Hence, it is important to be able to assess the very high cycle fatigue behavior of the material. 
The surface crack initiation phenomenon even at lower stress levels has been studied previously and 
different conclusions have been made. Tokaji et al. [8] and Yang et al. [9] in Mg alloys, Miura et al. 
[10] and Sakai et al. [11] in steels studied the surface based crack initiation. The surface cracks 
initiation has been attributed to micro-cracks [12], surface roughness [13] and, intrusions and 
extrusions [14]. In addition, few efforts have been made to characterize the nature of PSBs in range 
of materials. Man et al. [15] studied the difference in the topography of slip bands in FCC and BCC 
materials. Polak et al. [16-17] studied the different stainless steels and attributed the local plasticity 
due to the intrusions and extrusions and their interaction with nearby heterogeneities, for the fatigue 
crack initiation. The localized plastic deformation and surface roughness developed in fatigue 
loading, and their interaction with surface defects have been attributed for the surface based crack 
initiation. It has been concluded that any or combination of these parameters may initiate cracks 
from the surface of the specimens. However, the crystallographic orientations of the grains play 
major role in the surface crack initiation. Owing to the difference in basal slip and twining 
mechanism for FCC and HCP based crystal structure, difference in the topography of PSBs is 
obtained. Hence, case by case experimental investigation of the crack initiation region and slip and 
basal planes for different materials is considered inevitable.  
Ultrasonic fatigue testing has been used in this study to investigate the VHCF behavior of Stainless 
Steel AISI 310. The S-N curve showed horizontal asymptote without any step at 106 cycles. Surface 
crack initiation was found irrespective of the stress level. However, the fracture surfaces of the 
material showed different behavior of the crack propagation for different stages of the fatigue cycles. 
It was found that up to 106 cycles, the cracks initiated from carbide precipitates present on the grain 
boundaries. The mechanism of crack initiation changed at low stress levels and PSBs were observed 
at the surface of the specimen which acted as the fatigue crack initiation sites.  
The main aim of this study is to enhance the VHCF life of metallic materials though surface 
modification techniques like Ultrasonic Nanocrystal Surface Modification (UNSM). A precursor to 
this goal is better understanding of VHCF behaviour of the material. The surface crack initiation for 
AISI 310 makes it an ideal material for the application of UNSM. The materials which exhibit 
subsurface crack initiation, the application of compressive residual stresses may enhance the 
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subsurface crack initiation owing to the compensatory tension. Hence, it is anticipated that VHCF 
life of AISI 310 can be enhanced due to UNSM. 
 
2. Materials and Experimental Methods 
Cold rolled cylindrical rods of 12mm diameter of AISI 310 were used in this study. AISI 310 is a 
commonly used material in heat exchangers, pipes and machinery parts. The material exhibits 
excellent high temperature properties with good ductility and weldability. It resists oxidation at 
elevated temperature and corrosion in moist conditions and dry environments. 
Metallographic sample were prepared up to 0.05 micron finish and etched with Aqua Regia Reagent 
(15 mL HCL + 5 mL HNO3 + 100 mL H20) for 120 sec. The grain size of the material was 
determined by quantitative metallography and was found to be ~10 um as shown in Fig. 1. The 
grains were equiaxed and showed a random orientation. Carbide particles were obtained on the 
grain boundaries of the material. Elastic–plastic properties of the material were obtained by tensile 
testing according to ASTM standard E8 and are given in Table 1. Vickers microhardness tester was 
used at 200g load. The average Vickers hardness of the material was found as 370HV. 
 

  
Figure 1. SEM Micrograph of the material. Carbide precipitates are prominent on the grain boundaries 

 
 

Table 1. Mechanical property data for AISI 310 
 

Material E  
(GPa) 

σy 

 (MPa)
Gauge length 

(mm) 
 

Hardness 
 (HV) 

E / σy  

AISI 310 205 850 25 370 240 
 
The chemical composition of the material is shown in Table 2. X-ray diffraction (XRD) was used to 
obtain the details of the diffracting planes and their preferred orientation. Diffraction planes (111), 
(200) and (220) were obtained for the material. The crystallographic orientations of diffracting 
planes were measured and it was found that the grains were randomly oriented without any 
preferred orientation. More details of the XRD and texture results can be found elsewhere [18]. 

Table 2. Composition of AISI 310 steel 

Material C% Cr % Ni % 
Si 
% 

Mn  % Cu % Mo% P% Fe %

AISI 310 0.04 23.3-23.4 18.9- 1.8 - 1.21 - 0.3 0.13-0.15 0.03 Bal 
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18.1 1.9 1.27 
The VHCF testing samples were designed to resonate longitudinally at 20kHz with the ultrasonic 
fatigue testing system. The detailed geometrical size of the specimens is shown in Fig. 2. The 
surface of the specimens was polished to surface roughness 0.2 um. Surface roughness of the 
material was determined with Atomic force microscope (AFM). Surface roughness Ra for different 
regions were measured and found up to 80nm.  
 

 
Figure 2. Schematic representation of fatigue specimen 

 
3. Results and Discussion 
3.1- S-N Curve 
 
Fig. 3 shows the S-N curve for the material. The curve showed a higher decreasing slope at higher 
stress levels up to 106 cycles. This showed that at higher stress levels, the fatigue life was 
continuously decreasing. A semi-asymptote type curve was obtained and the curve became almost 
horizontal after 106 cycles. This was in agreement with earlier studies where a horizontal curve was 
reported for stainless steels [3, 10]. The material showed fatigue limit at around 500MPa and 
exhibited run out samples. It was found that the fatigue fracture for this material can occur beyond 
107 cycles up to 109 cycles, though the difference in the fatigue strength was only around 50MPa.  
The little difference in fatigue strength between 106 to 109 cycles and lower slope of S-N curve may 
be attributed to the relatively lower UTS of the material [3]. It was found that owing to the lower 
slope, little difference in stress levels changed the failure cycles significantly. This showed that 
fatigue crack initiation and propagation at relatively lower stress levels required considerable 
increase in the fatigue cycles to yield a failure. On the other hand, this showed that for a very small 
increase in stress level, the fatigue cycles would reduce significantly. The difference in stress levels 
for fatigue life between 106 to 108 cycles was almost 30MPa. For engineering applications, where 
materials are designed to serve 107 to 108 fatigue cycles, only increase in 30MPa may reduce the 
fatigue life from 106 to 108 cycles, which is significant.  
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Figure 3. S-N curve for the material 

3.2 Fractography  
 
Scanning Electron Microscope (SEM) was used to observe the fatigue crack initiation sites and the 
fracture surfaces. It was observed that for all smooth and notched specimens, the cracks initiated 
from the surface of specimens, even at VHCF cycles.  
Fig. 4 (a) shows the cross-section of the fracture surface of the specimen failed at 7.78x108 cycles 
when loaded at 520MPa. It can be seen that the appearance of fracture was different at different 
locations and based on the appearance, four different regions were visible. Radial patterns of 
striations were observed having 110 to 130um spacing between each other. The initiation site was a 
localized region on the surface of the specimen. Fig. 4 (b) shows the crack initiation region and 
crack propagation direction from the surface of specimen. The striations started from the crack 
initiation site and extended to more than three-quarter of the surface of specimens. The details about 
the regions are discussed elsewhere [18]. Cleavage fracture was observed with many secondary 
cracks and higher surface roughness.  

 
(a) 
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(b) 

 
Figure 4. Fracture surface (a) sample failed at 7.78x108 cycles (b) Crack initiation from the surface 

 
3.3 Fatigue Crack Initiation 
 
It is well known that due to fatigue loading the cracks initiate from the localized plastic deformation 
[9]. For FCC materials, the local plasticity develops in the form of PSBs and twining and induces 
surface crack initiation. So far different conclusions have been made in the past for the surface 
based crack initiation phenomenon [8-11]. The changes in the microstructure, slip system, twin 
bands and surface defects have been attributed to the crack initiation in different materials. In this 
study, it was revealed that the mechanism of fatigue crack initiation at different fatigue loading 
cycles was different depending upon the stress levels. However, the initiation region was always 
found on the surface of the specimen.  
The surfaces of the fractured specimens, parallel to the loading direction, were investigated through 
the SEM and AFM. The specimens failed at higher stress levels up to 106 cycles showed smooth 
surface without having any slip markings. No damage or sign of local plastic deformation was 
observed. The crack initiation site was very localized region at the surface of the material with no 
nearby damage. This showed that the carbide particles at the grain boundaries, as found in earlier 
studies, acted as stress concentration regions for crack initiation [15].  
However, the specimens failed beyond 106 cycles showed high density PSBs and deformations on 
the surface. Fig. 5 shows SEM image of the surface of specimen failed at 3x108 cycles. It can be 
seen that high density slip bands were all over the periphery of the specimen. The near fracture 
surface showed more number of PSBs. The majority of the dislocations were parallel to the loading 
directions which were wider and broader as compared to the others. However, some dislocations 
were observed transverse to the loading directions as well.  
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Figure 5. PSBs and dislocations on the surface of specimen failed at 3x108 cycles (520MPa) 
 
The surface parallel to the loading direction of other specimens were also investigate and it was 
found that the PSBs started to emerge out after 106 cycles on the surface of specimens. The density 
of PSBs continuously increased with further fatigue cycles [11]. With increase in the fatigue cycles, 
the topography of the PSBs enhanced. Longer, deeper and broader slip bands were obtained for 
higher fatigue cycles which increased the surface roughness of the specimen. The surface roughness 
of the specimens was measured as 178nm and 247nm for the specimen failed at 6.45x107 and 
7.78x108 cycles respectively. This showed that the additional fatigue cycles after 106 cycles were 
utilized in the creation of PSBs at the surface of the specimen.  
The topography of PSBs was investigated in detail through AFM. PSBs were present in the form of 
shallow intrusions and extrusions. Fig. 6 (a) shows 90um x 90um size AFM scanned image of a 
near fracture region in specimen failed at 3x108 cycles. Fig. 6 (b) shows the 3D image of the area. 
The topography of intrusions and extrusions was like shallow scratches and waves, respectively 
[15-17]. Fig. 6 (c) shows the height profile data from the top corner of the area through the slip 
bands to the other corner of the area (shown by the red line in Fig. 6 (a)) showed many different 
crust and troughs. Several combinations of intrusions and extrusion, parallel to each other, were 
observed [16-17]. The distance between intrusions and extrusions was very small and maximum 
depth of the slip bands reached to around 250nm in some regions.  
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(a) 
 

 
(b) 

 
 

 
 

(c) 
Figure 6 (a) AFM scanned image of an area near to crack initiation for the specimen failed at 3x108 cycles (b) 

height profile through the area (from one corner to the other corner) showing significant PSBs and 
dislocations (c) 3D surface topography of the region 

 
The process of utilization of additional fatigue cycles for the creation and enhancement of PSBs 
explains the large difference in fatigue failure cycles for very small decrease in the stress levels. At 
lower stress levels, development of PSBs and their subsequent enhancement required significantly 
higher fatigue cycles. However, for higher slope S-N curves, only small subsurface region is 
affected from the localized plasticity, hence relatively smaller difference in the fatigue cycles are 
usually required for any small decrease in the stress value.  
FCC materials are known to show PSBs under loading [19]. The main slip system for the material 
was FCC structure (111) [18]. When the material was fatigue loaded, the crystal plane (111) with 
higher Schmid factor suffered from the higher degree of plastic deformation. The strains get 
localized due to the dislocation accumulation at grain boundaries of the material [11]. The 
interaction of precipitates at the grain boundaries of the material having higher Schmid factor with 
the dislocations started to occur [9, 15]. The partial surrounding of the grains at the leading surface 
of specimen [9] and this interaction in combination, not only generated the PSBs and local yielding 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-9- 
 

at the surface of the material, but also increased the surface roughness.  
The local stress concentration created due to the sharp edges of PSBs act as the crack initiation and 
propagation [8, 14-15]. The slip markings developed due to the dislocation accumulation, 
transformed into the PSBs in the form of extrusions and intrusions. The deepest intrusion PSBs act 
as the potential fatigue crack initiation and propagation region [11, 15-17].  
The fatigue failure with and without PSBs for specimens failed above and below 106 cycles showed 
that the fatigue crack initiation was highly dependent on the applied stress. At higher stresses, PSBs 
were not observed, yet the crack initiation took place from the surface of the specimen. The carbide 
precipitates were found as the crack initiation sites. However, when the stress levels were reduced, 
the PSBs played pivotal role in limiting the fatigue life of the material from 106 cycles and above. 
At further lower stress levels, at or below the fatigue limit, the PSBs were developed but found as 
non-damaging and the crack initiation was not observed. These PSBs were formed due to the large 
number of fatigue cycles and the stress concentration due to the lower stress was not sufficient to 
initiate the crack.  
 
4. Conclusions 
Fatigue behavior of AISI 310 was investigated up to very high cycles. S-N curve with very small 
decreasing slope was obtained without any step. It was found that the fatigue fracture can occur 
beyond 107 cycles in this material.   
It was observed that all cracks were initiated from the surface of the specimen irrespective of the 
stress levels and the cycles before fatigue failure. No fish-eye or subsurface crack initiation was 
observed.  
It was found that at higher stress levels, the specimen exhibited lower fatigue life and cracks 
initiated from carbide precipitates on the surface of specimen.  
However, above 106 cycles at lower stress levels, PSBs were found at the surface of the specimen 
and acted as the fatigue crack initiation site. Arrays of intrusions and extrusions around the whole 
periphery of the specimen were observed. The sharp edges of PSBs served as the fatigue crack 
initiation and propagation.  
The lower slope in S-N curve showed that little decrease in stress level increased the failure cycles 
significantly. The higher fatigue cycles were used in development of PSBs all over the surface of 
the specimen as compared to the materials exhibit fish-eye failure, which required localized 
plasticity in subsurface region for initiation of crack.  
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Abstract The aim of the paper is to model the thermal dissipation associated to a fish-eye crack growth 
during an ultrasonic fatigue testing. We use a Paris-Hertzberg crack growth model to simulate the evolution 
of the crack and a perfectly elastic-plastic constitutive law to model the plastic dissipation per cycle. A finite 
element analysis is used to compute the evolution of the temperature field during the crack propagation. 
Numerical results are presented and they agree well with experimental results. 
 
Keywords: very high fatigue cycle, ultrasonic testing, finite element modeling, crack growth, thermal 
dissipation  
 
1. Introduction 
 
The considerable attention given, in the past ten years, to fatigue fracture of metallic material in 
very high cycle regime, is mainly due to the increasing use of engineering materials in applications 
with service lives reaching up to 1010 load cycles. It has been shown that very high cycles fatigue 
(VHCF) failures of steels are characterized by a fracture which does not occurs on the surface but 
rather internally in the material, especially in high strength steels [1-3], and leads to the so-called 
fish-eye. Ultrasonic fatigue testing is a powerful tool for evaluating VHCF properties as 109 cycles 
can be completed in a day [4]. During an ultrasonic fatigue testing, the crack propagation in the 
tested specimen leads to an important cyclic plastic dissipation. One way of assessing this 
dissipated energy, and thus the crack propagation, is to use an infrared camera to measure the 
temperature increase during the test since part of this dissipation will occur as heat [5]. As far we 
know few studies have been devoted to the numerical computation of the temperature field 
associated with the propagation of a fatigue crack during VHCF failure [6,7]. 
 
In this presentation, we study numerically the temperature field associated with the propagation of a 
fatigue crack in a very high cycle fatigue regime during ultrasonic fatigue testing. The crack 
propagation is modeled by a classical Paris-Hertzberg crack growth law, and the plastic dissipation 
per cycle is determined by 3D-elastic plastic finite element modeling of stationary mode I crack 
under constant amplitude loading. A fraction of this plastic dissipation is converted heat and used as 
a mobile thermal source to compute the temperature field evolution. The first part of the 
presentation is devoted to the Finite Element modeling of the problem to be solved: The fatigue 
crack law is described, as well as the thermal dissipation model and the computation of the 
computation of the plastic energy dissipation. The second part of the presentation is devoted to the 
numerical results: The proposed model is compared with experimental results and the distribution 
of the plastic dissipation around the crack is computed. 
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2. Finite Element modeling 
 
2.1. Fatigue crack growth law 
 
Paris and co-workers [4] have developed estimation for crack growth life for internal initiation, 
termed fish-eye using the Paris-Hertzberg crack growth rate law [8]. In the present work we use this 
law to describe the growth of the fatigue crack 

∆

√
(1) 

where b is the Burger's vector modulus, E  the elastic modulus and ∆  the effective stress 
intensity factor range. 
 
2.2. Thermal dissipation model 
 
We consider a problem of a fatigue crack in an elastic-plastic material. The temperature field in the 
cylinder is evaluated by solving the heat transfer equation 

	 	 λ∆ 	  (2) 

where   is the mass density, C  the specific heat,   the heat conduction coefficient, and  the 

plastic dissipation. The multiplicative factor  is the so-called Taylor-Quinney factor, which takes 
into account the energy storage. 
 
2.3 Computation of the temperature field during the fish eye crack growth 
 
The temperature field is computed in two steps, in a first step we perform an elastic plastic finite 
element analysis to compute the plastic energy dissipation as a function of the crack growth, and in 
a second step we perform a thermal finite element analysis to compute the evolution of the 
temperature field. 
 
2.3.1 Computation of the plastic energy dissipation 
 
The plastic energy dissipation is obtained by 3D elastic plastic finite element analysis. It was shown 
that in VHCF regime, the crack growth is not a significant portion of life in VHCF fatigue with 
fish-eye failure [9]. However, the number of cycles involved is still important ( 510  cycles) and a 
direct nonlinear computation will lead to prohibitive computational time. In this respect we choose 
to compute the energy dissipation per cycle /irrdW dN  during a single load cycle on a stationary 
crack for different radius ia ( 0 1in n fia a a a a    ), as proposed by Klingbeil [10]. The mean 
energy dissipation per cycle is computed 

Ω	 :  (3) 
 
where   is the frequency of the loading. To simulate the plastic fatigue regime, and not a 
monotonic loading, two cycles are computed for each radius ia  and only the last cycle is used to 
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evaluate the plastic dissipation. Such an approach neglects the contribution of the actual crack 
extension during any given load cycle. However, for Paris-Regime crack growth, both the plastic 
work and the surface energy contributions associated with the actual crack extension in any given 
cycle are negligible compared to the total plastic dissipation. In VHCF regime the imposed load is 
small compared to the yield strength and the contribution of the plastic wake will be neglected in 
our work. Finally an elastic- perfectly plastic constitutive model is considered in this work. 
 
2.3.1 Computation of the temperature field 
 
In a second step, the plastic dissipation is used as a moving thermal source in a transient heat 
conduction problem. The thermal problem is solved with an implicit integration scheme. To define 
the time discretization ( 0 1 nt t t  ), we consider the following simplifications in the history of 
the crack propagation: the crack is supposed to remain circular during the crack growth process, the 
crack closure effect is neglected and we use the analytical formula for a circular crack in an infinite 
media 

2
effK K a     


(4) 

The loading is given by the energy dissipation per cycle computed in Equation (3). The meshes used 
are the meshes used during the mechanical computation to avoid errors due the data transfer on 
 / ( )irr

idW dN a  between different meshes. 
 
3. Numerical results 
 
The specimen is modeled by a cylinder C which has a circular cross-section of radius Rc and a 
height 2L. A small circular crack perpendicular to the cylinder axis lies in the center of the cylinder, 
as shown in Fig. 1. The radius of the crack is denoted by a(t) and its eccentricity from the center of 
C is denoted by e. C is submitted to a cyclic loading: During each cycle the stress is varied linearly 
from an initial minimum value  to a maximum value  and back to the initial value	 . 
An important parameter used to characterize the cyclic load is the so-called load ratio, defined 
as	 ⁄ . Because of symmetry conditions only one quarter of the cylinder is modeled. 
 

 
Figure 1. Specimen modeling 

 
The tested material is a high-strength steel SAE 5120. Fatigue test are performed at ultrasonic 
fatigue frequency 20kHz   with a stress ratio of 0.1R   and stress amplitude 400Mpa  , 
using compressed air of 20oC  to cool the specimen. The material is approximated as 
elastic-perfectly plastic with thermomechanical properties 200E GPa  (elastic modulus), 
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0.3   (Poisson ratio), 1067Y Mpa   (yield stress), 37800kgm   (mass density), 
1 1460C J K kg   (specific heat), 1 252W K m    (heat conduction coefficient). The Burger 

vector's modulus is taken such that 101.8 10b m  . The radius of the specimen is supposed to be 
1.5cR mm  and its height is defined by 6L mm . The finite element analysis is performed using 

Cast3M a general FE computer code developed by the CEA (French Alternative Energies and 
Atomic Energy Commission) with linear 3D elements. 
 
3.1 Comparison with experimental data 
 
The numerical results are compared with the experimental results obtained with two specimens. In 
Table 1 are given the number of cycles to failure fN , the crack parameters measured after the 
failure inca  and e , as well as the radius of the crack at 0t   which is defined by 0 / 0.94inca a
as proposed by Paris 20  
 

Table 1. Experimental parameters 

Test fN  (cycles) inca  ( m ) e  0a  ( m ) 

1 75,25 10  
10.03  0.79 10.67  

2 
 74,24 10

13.80  0.83 14.68  

 
The comparison between the measured and the computed temperature are plotted in Fig. 2 for test 1, 
and in Fig. 3 for test 2. These comparisons show a good agreement between the predicted and the 
measured values.  

 
Figure 2. Test 1: Comparison between the modeled and the experimental temperature 
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Figure 3. Test 2: Comparison between the modeled and the experimental temperature 

 
 

3.2 Evolution of the plastic dissipation 
 
The following results illustrate the evolution of the plastic dissipation per cycle, and of the 
temperature near the crack tip. The calculations are done with the geometric and materials values 
used for test 1. The crack tip line is divided in regular angular sections of 15°, and the evolution of 
the plastic dissipation evolution is computed in each section and shown in Fig 4. The plastic 
dissipation is not distributed regularly around the crack tip line as the crack progresses and is 
mainly concentrated in the two elementary volume which are the nearest to the surface. 
 

 
Fig 4. Evolution of the plastic dissipation as a function of the fish-eye radius 

 
5. Conclusion 
 
In this presentation, a weakly coupled thermo-mechanical finite element analysis of the propagation 
of a fatigue crack in VHCF fatigue regime has been proposed. The plastic dissipation per cycle has 
been computed from 3D finite element elastic perfectly plastic models of stationary crack in a 
cylinder under constant amplitude, mode I loading. The temperature rise during fatigue crack 
propagation is deduced from this plastic dissipation by the resolution of a transient heat conduction 
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problem with a moving source. The numerical results are in a good agreement with experimental 
test, and show that the plastic dissipation, and hence the thermal source, is concentrated near the 
surface of the specimen. 
 
 
4. References 
 
 [1] Bathias C, Drouillac L, Lefrançois P (2001). How and why the fatigue sn curve does not 

approach a horizontal asymptote. International Journal of Fatigue;23:143-151. 
 [2] Sohar C, Betzwar-Kotas A, Gierl C, Weiss B, Dannineg H (2008). Gigacycle fatigue 

behavior of a high chromium alloyed cold work tool steel. International Journal of 
Fatigue;30:1137-1149. 

 [3] Li W, Sakai T, Li Q, Lu L, Wang P (2011). Effect of loading type on fatigue properties of 
high strength bearing steel in very high cycle regime. Materials Science and Engineering: 
A;528:5044-5052. 

 [4] Bathias C, Paris PC. Gigacycle fatigue in mechanical practice. New York: CRC Dekker; 
2005. 

 [5] LaRosa G, Risitano A (2000). Thermographic methodology for rapid determination of the 
fatigue limit of materials and mechanical components. International Journal of 
Fatigue;22:65-73. 

 [6] Ranc N, Wagner D, Paris PC (2008). Study of thermal effects associated with crack 
propagation during very high cycle fatigue tests. Acta Materialia;56:4012-4021. 

 [7] Nguyen HQ, Gallimard L., C. Bathias, ,  Numerical simulation of the coupling between 
thermal dissipation and fish-eye crack growth in very high cycle fatigue regime, Fatigue 
and Fracture of Engineering Materials and Structures, pp 1-12, doi: 10.1111/ffe.12016,
available online octobre 2012. 

 [8] Hertzberg RW. Deformation and fracture mechanics of engineering materials. 4th ed. New 
York; 1996. 

[9] Marines-Garcia I, Paris PC, Tada H, Bathias C, Lados D (2008). Fatigue crack growth from 
small to large cracks on very high cycle fatigue with fish-eye failures. Engineering Fracture 
Mechanics;75:1657-1665. 

[10] Klingbeil NW (2003). A total dissipated energy theory of fatigue crack growth in ductile 
solids. International Journal of Fatigue;25:117-128. 

 



13th International Conference on Fracture (ICF13) June 16–21, 2013, Beijing, China 

Investigations of Subcritical Crack Propagation 
under High Cycle Fatigue 

 
Attilio Arcari1, Nagaraja Iyyer1, Madan Kittur2, and Nam Phan2  

1Technical Data Analysis Inc., Falls Church, VA, USA 
2Structures Division, Naval Air Systems Command, Patuxent River, MD, USA 

 
Abstract 

Most of the fatigue life in high cycle fatigue (HCF) is expended in growing 
subcritical defects to a detectable damage size, followed by rapid growth to failure. This is a 
significant challenge in design as this leads to concerns with respect to the efficacy of 
planned inspections and routine repair operations. The variability of the damage phenomena 
in HCF can impact the characterization of the long fatigue life regimes, as the extent and 
severity of damage depends on the intensity of the operating loads, and on the intrinsic 
variations in material characteristics at different scales. 

In this paper we propose a methodology to account for stochastic variability in HCF 
by using the framework of the Kitagawa-Takahashi diagram, and the El-Haddad formulation 
as the design curve for subcritical crack propagation in fatigue and in environmentally 
assisted cracking (EAC). Moment-based reliability, based on first order and second order 
reliability methods, as well as Monte Carlo simulation is used to handle stochastic variability 
in applied stress and defect size. The calculation of a probability of defect propagation at 
each instant of the subcritical growth process is the goal of the developed framework. 
Preliminarily validation with available data and an application of the framework to stochastic 
defect growth for block loading is presented. 

 

1. Introduction 
 
Designing against HCF can be challenging, particularly for dynamic components 

subjected to a large number of small amplitude or vibratory solicitations. While the growth of 
cracks from the subcritical level to a detectable size level has been extensively investigated in 
literature, current models show difficulties in 
estimating the fatigue life in HCF regimes 
and innovative solutions are sought [1-4]. 

The characterization of the fatigue 
behavior of materials in the long fatigue life 
regime is critical for fatigue life prediction 
models, but the investigation of damage 
phenomena in the proximity of the 
endurance stress can be experimentally 
intensive.  Furthermore, crack growth under 
high R-ratios and near threshold is not well 
captured by currently employed frameworks 
[5, 6].  

Therefore, certification becomes 
difficult for damage tolerance of components Figure 1: Kitagawa-Takahashi diagram for fatigue.
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predominantly subjected to HCF during the component lifetime and with limited or no 
possibilities of secondary load paths. The difficulty in characterizing the long life fatigue region 
interferes with the calculation of component retirement time, and the difficulties in crack growth 
predictions highly impacts the inspection intervals spacing [5]. 

The Kitagawa diagram, as modified by El Haddad to address crack growth threshold for 
short cracks (Figure 1), has been shown to be a powerful framework for the rationalization of 
initiation vs propagation of subcritical defects in metals and structural materials [7-10]. El 
Haddad introduced the correction factor a0 into the Kitagawa diagram formulation, which can be 
interpreted as a subcritical defect size above which the long crack growth threshold holds. By 
dividing the stress-crack length space into two main areas, one where subcritical defects or crack 
are not expected to grow, and one where both fatigue and LEFM methodologies predict defects 
or cracks to grow in fatigue, the Kitagawa diagram can be used as a framework for the 
investigation of defect growth in HCF from the subcritical level to a detectable size level [3]. 

A statistical framework for the Kitagawa-Takahashi diagram in fatigue is here developed, 
with the goal of determining the likelihood that a nucleated defect propagates when subjected to 
a stress at a specific structure or component location, given a material behavior defined in terms 
of fatigue endurance, σe, and crack growth stress intensity threshold, ΔKth. Additionally, a failure 
diagram in the form of a modified Kitagawa diagram for EAC is also developed by considering 
the corrosion fatigue (CF) and stress corrosion cracking (SCC) behavior of the material. The goal 
of this framework is to address whether a nucleated defect is likely to grow by CF by considering 
the concomitant SCC damage phenomena. The two frameworks are described in Section 2. 

Probabilistic methods such as first order reliability method (FORM), second order 
reliability method (SORM) and the Monte Carlo simulation (MCS) can be employed in 
conjunction with fatigue and fracture mechanics to estimate the probability of the growth of a 
critical/propagating defect [11]. The reliability methods as used in the developed frameworks are 
described in Section 3. 

The developed framework for fatigue is validated with available experimental data and 
finally an application example to HCF subcritical crack propagation is described. 

 
 

2. Developed Framework in Fatigue 
and Environmentally Assisted 
Cracking 

 
The Kitagawa diagram was 

introduced by Kitagawa and Takahashi [7] 
showing the transition as crack-size 
decreases from LEFM controlled growth 
(K), to stress controlled behavior as the 
fatigue limit ()  is approached. The 
Kitagawa diagram conveys two different 
thresholds: the minimum threshold stress 
intensity range for crack growth (ΔKth) for 
a fracture mechanics specimen, and the 
endurance limit of a smooth specimen, that 
characterizes the minimum stress amplitude 

Figure 2: developed stochastic framework for the Kitagawa-
Takahashi diagram. 
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(σe) to failure [8].  
As mentioned above, in developing a statistical framework for the Kitagawa diagram, the 

limit state function used for reliability calculation is based on the mathematical formulation 
developed by El Haddad [8]. The limit state function defines the region in the stress-crack length 
space where the onset of crack propagation occurs for a nucleated defect, after which a flaw in 
HCF is expected to rapidly grow to a detectable length.  

The El-Haddad formulation intrinsically considers the change in ΔKth for cracks shorter 
than a0, and elegantly describes this change in limiting condition by a simple mathematical 
formulation: 

 
∆ ∆ / 	                                                                               (1) 
 
Although ΔKth is nominally independent of crack length, at small crack sizes this 

function tends to a limit given by the fatigue endurance stress.  
A statistical framework was initially developed for the Kitagawa diagram to consider 

statistical variability of stress and crack lengths; the extended framework allows including 
variability in any of the parameters (ΔKth, a, Δσ,…), upon consideration of their relative 
interdependencies [11], as shown in Figure 2. The limit state is defined as the threshold of 
Kitagawa diagram in combination with El Haddad’s correction which differentiates the non-
propagating from propagating crack.  

The limit state function for the fatigue framework developed can be written as follows: 
 

Δ ∆                                                            (2) 

 
The criteria for crack propagation is defined as g(X)<0 with a probability of crack 

growth: 
 

. .                                                                                                      (3) 
 
and reliability is expressed as R=1-Pc.p. 
 
The failure diagram for corrosion is 

developed along the lines of the modified 
Kitagawa-Takahashi diagram for fatigue, as 
described elsewhere [3, 10, 12]. For SCC, by 
considering that in aggressive environment the 
material will be exposed to different 
concentrations of chemicals/ions involved in the 
corrosion damaging process, a limiting stress 
condition dependent upon the concentration 
level can be found. At concentration C, for 
example, the limiting threshold stress for crack 
propagation and failure of a smooth specimen, 
σth, forms a limiting condition in the SCC 
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Figure 3: developed framework for EAC failure diagram.
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diagram, as shown in Figure 3. For a fracture mechanics specimen the limiting threshold for 
crack propagation in SCC is KISCC, as calculated by EAC testing. Similarly to the original 
Kitagawa diagram, these two limiting conditions, σth and KISCC, can be used to develop an 
envelope diagram describing where crack propagation by SCC is expected to occur. By 
considering both stress related propagation and long crack condition, the diagram describes an 
SCC “safe” area and an SCC “unsafe” area. 

The failure diagram for SCC can be described by the following equation:  
 
σ K / Y a π a 	                                                                  (4) 
 
Similarly, for corrosion fatigue, a Kitagawa like diagram can be envisioned, where the 

endurance stress in environmentally assisted fatigue, e_CF , is combined with the stress 
intensity threshold in aggressive environment, Kth_CF. The failure diagram will have the form: 

 
∆σ ∆K _ / Y a π a 	                                                                (5) 
 
Conceptually, a combined Kitagawa-like 

diagram with more than one mode of failure can be 
constructed for any material; it is the interest of 
this paper to ilustrate a failure diagram for CF, 
SCC and pure fatigue. The diagram can be 
pictured to look like Figure 3: the outermost 
Kitagawa-like diagram is expected to be the one 
representing SCC, with th and KISCC as limiting 
values, the innermost Kitagawa-like diagram is 
expected to be the one representing CF, with 
e_CF and Kth_CF as limiting values. The 
Kitagawa diagram for pure fatigue is pictured to lie 
between CF and SCC, with e and Kth as 
limiting values. A failure diagram in aggressive 
environment can be constructed by considering only the outermost and innermost limiting 
conditions: CF and SCC. 

Let’s suppose that a component is subjected to fatigue loading in aggressive environment 
by cyclic stressing at a high R-ratio, as shown in Figure 4. In this situation we can infer that the 
component will be subjected to corrosion fatigue at a stress amplitude  and mean stress m. 
Since the cyclic loading occurs at a high R-ratio, we can also infer that the component is 
subjected to stress corrosion cracking at a stress level m. In this situation the Kitagawa-like 
diagram that can be applied are two: one for CF and one for SCC. 

Two limit state functions need to be written for the failure diagram in EAC, one 
considering the CF and one the SCC damaging process; the limit states can be written as follows: 

 
Δ ∆ _

                                                                         (6) 
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Figure 4: example loading in EAC.
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When considering both phenomena occurring simultaneously, it needs to be considered 

that the probability of a propagation event in CF or SCC is mutually influenced by both 
damaging phenomena. A possible approach to obtain probability bounds for a system subjected 
to both CF and SCC and the relative probability of each mode of propagation is the use of failure 
tree diagrams and common cause failure, as described by the authors elsewhere [1].  

Note that all of the Kitagawa like diagrams shown correspond to a specific R-ratio level; 
multiple diagrams can be constructed for a single material at different R-ratios. 

 
 

3. Reliability Methods 
 
The modeling of the intrinsic variability of the controlling variables in a system is the 

foundation for the determination of a measure of reliability of a structure. The development of a 
statistical framework for a developed model is advantageous since it introduces mathematical 
and statistical concepts into the model and attempts to derive the statistical variability of the 
desired output directly computing the uncertainties associated with the parameters used in the 
model [13, 14].  

First order and second order 
reliability methods are two 
analytical approaches that are used 
in this work to handle the 
variability of the stochastic inputs 
in the developed framework. The 
goal is the estimation of the 
probability of onset of HCF 
subcritical defect growth, in fatigue 
or CF and SCC, depending on the 
framework.  

The name of First Order 
Reliability Method (FORM) comes 
from the fact that the performance 
function g(X) is approximated by 
the first order Taylor expansion 
(linearization), around the Most 

Probable Point (MPP). Two steps 
are involved in these approximation 
methods to make the probability integration easy to compute and to obtain the probability of 
exceeding a specified threshold.  

The first step is to simplify the joint probability distribution, i.e. the function to be 
integrated, so that its contours become more regular and symmetric. The second step involves the 
approximation of the integration boundary on the limit state function g(x) at limit state g(x) = 0. 
After these two steps, an analytical solution to the probability integration can be obtained. 

For ease of analytical development, all the variables are transformed into their standard 
forms. The transformation of the joint probability distribution is performed by mapping the 

Figure 5: schematic of FORM and SORM calculation methods.
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physical space to a standard space. Let Xi be the vector of stochastic variable under 
considerations, Ui is the vector of its transformed, as shown below.  

 
F Φ u                                                                                                                 (7) 
 
The transformation is performed on the premises that the cumulative density functions, 

c.d.f.s, of the random variables remain the same before and after the transformation. 
 
U Φ F 	                                                                                                           (8) 
 
The form of the limit state function consequently changes, and the calculation of the 

probability of failure remains the integration of the transformed limit state in the standard space 
domain where its value is less than 0: 

 
0                                                                            (9) 

 
FORM further approximate the integrand above by linearizing the limit state function 

g(U) through Taylor series expansion around a point u*, called most probable point (MPP), as 
shown in Figure 5. SORM methods use a second order expansion around the MPP point to better 
approximate the limit state curvature. Reliability is then computed as the distance  from the 
center of the joint distribution to the MPP. 

Another method that can be used and is here employed to handle the variability in the 
limit state function inputs is through numerical simulations, i.e. Monte Carlo methods. Although 
the application of direct simulations is more computationally intensive than the use of moment 
based methods FORM and SORM, Monte Carlo methods can be useful in many instances. As an 
example, the transformation of the distributions into the standard normal space can be 
challenging and simulations can be easily performed to calculate a measure of reliability, without 
the need of inverting F X  to map the c.d.f.s to standard normal distributions. Additionally, by 
using Importance Sampling methods [15], results from FORM can be used to better target the 
Monte Carlo simulations and improve on the accuracy of the result.  

In Monte Carlo simulations, typically uniformly distributed pseudo-random numbers are 
generated and then mapped into the proper distribution for each of the variables in the model. 
Finally, the pseudo-random values are used in the limit state function to obtain the limit state 
function output. Let nf be the number of simulation cycles when g(x) is less than zero and let N 
be the total number of simulation cycles, an estimate of the probability of crack propagation can 
be expressed as [16]:  

 
. . … 0 	 ∑ 0                                    (10) 

 
The number of random variables in the problem does not affect the accuracy of Monte 

Carlo simulation, therefore the current framework allows to consider multiple input variability. 
 
 

4. Verification and Validation of the Kitagawa Diagram for Fatigue 
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In this section, available experimental data are compiled and used for preliminary 
verification and validation of the developed stochastic framework for the Kitagawa diagram in 
fatigue.  

A study on Type 403 (12% Cr) stainless steel focused on the development of pits in 
turbine blades developing into defects, eventually growing as fatigue cracks in service. An 
experimental data set is here compiled, and the stochastic Kitagawa diagram is used as the 
framework to determine whether the experimentally produced pits would cause a fatigue crack to 
grow during cyclic loading and possibly lead to failure. 

The experimental study focused on fatigue testing pre-damaged smooth specimens by 
introducing a surface pit in their test section. The specimens are cycled in fatigue at different 
stress levels up to a very large number of cycles (107) or until failure occurs. The framework 
described in this paper was used to analyze the experimental data by calculating the probability 
of failure of each specimen cycled in fatigue, given the initial crack size defect (half pit width = 
a), and their statistical variation, including the statistical variation of threshold stress intensity 
factor Kth. 

Half pit width (a) and applied alternating stress () are considered to be normally 
distributed, while stress intensity threshold distribution is lognormal, with mean and standard 
deviation as reported from experimental data. For each test a probability of crack propagation, 
calculated as a probability of failure using FORM is shown in the plot along with the 
experimental data point in the graph shown in Figure 6. Probability of failure calculated with 
Monte Carlo and SORM methods are within a 5% tolerance.  

 

 
Figure 6: compiled data for framework validation. 

 
The average probability of crack propagation for the tests shown, calculated from the 

experiments as the ratio between the number of tests where cracks grew to failure and the 
number of tests where cracks did not propagate is 0.57, and the average probability of crack 
propagation using the developed framework has been calculated as 0.569. 

As observed from this experimental data set, on average the performance of the model 
reflects the results from experimental data. In some cases however, for tests with high probability 
of failure, experimental data showed no failure (circled results), or for others with low 
probability of failure (squared result), failures are observed. More data are needed in regions of 
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lower probability of failure or higher probability of failure to further validate this framework, 
and to test whether the populations described by the model are in agreement with experimentally 
observed populations. Additionally, sensitivity analysis studies are planned to understand the 
influence of the statistical distributions of the inputs with respect to the performance of the 
framework described. 

 
 

5. Application to Fatigue Crack Growth in HCF 
 
An example application of the developed framework is illustrated for fatigue; similar 

concepts and applications can be extended for the combined SCC, pure fatigue and CF 
framework. For simplicity it is supposed that all solicitations have R=0, therefore only one R-
ratio is used for the Kitagawa diagram. Note that with appropriate material information and 
available data, this can be extended to any R-ratio level. 

It is here assumed that a component subjected to fatigue loading has an initial crack 
length a1. This component is subjected to HCF blocks of loading at constant R-ratio = 0. The 
blocks of loading are such that there is alternation of low amplitude stresses and higher 
amplitude ones. Within the framework of the Kitagawa diagram for fatigue the average point (, 
a), stress amplitude and crack length, will be moving from the safe zone into the fatigue crack 
propagation zone and vice versa frequently. This type of situation is illustrated in Figure 7, 
where the Kitagawa diagram for fatigue is shown with the failure diagram for static loading, 
whose bounds are the ultimate strength U and the fracture toughness for the material KIc. The 
blocks of loading are shown in the top right corner of Figure 7. 

As shown, the first block of cycles is well within the no-growth region of the Kitagawa 
diagram, therefore no crack propagation is expected. For the following block it is expected that 
fatigue crack propagation will occur, as the increase in stress level will bring the (, a) point 
outside the non-propagating area. The initial defect a1 grows in fatigue to a dimension a2 at the 
end of the block. In a similar way the third block will cause fatigue crack growth from a2 to a3. 
Note that at the time the defect has grown to a3, the stress is reduced to the same level of the first 
loading block. Given the different crack length a3, block 4 is near the limit condition described 
by the Kitagawa diagram. Nominally, no growth is expected for block 4 as well, but eventually 
the alternation of loading blocks of different stress amplitude will determine the (, a)  point to 
lie outside the safe zone even for stress levels 1 and 4. Eventually the crack reaches the critical 
length for failure, i.e. when the (, a) point lies on the failure diagram for static loading. 

It is here proposed to use the developed stochastic framework for fatigue to calculate for 
each loading block a probability of crack propagation, PCP. Stress and crack length are taken as 
random variables within the current context, whose distribution needs to be estimated from 
available data. A probability of crack propagation can be calculated for each (, a) using the 
reliability methods described above and by considering for simplicity the correction factor Y 
constant and equal to unity. In the example described the PCP will be very small for the first 
loading block, and it is expected to be much higher for the second and third block. When the 
crack has grown to a3 however, even if the stress is decreased to a value equal to the one 
corresponding to the first block, the PCP is expected to increase. 
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Figure 7: example of block loading and application of the developed framework for fatigue. 

By considering that for every loading block the probability of crack propagation can be 
estimated using the framework developed in this paper, a probability tree can be constructed 
where each branch event (or block) has an associated probability of crack propagation. Cracks 
are assumed to grow following Paris’ law at the K corresponding to the stress  It is 
assumed that when (, a) lies within the “safe zone” of the Kitagawa diagram the crack will 
grow at the threshold level Kth. 

Each node of the tree will divide in two branches, one for a propagation event and one for 
a non-propagation event. By selecting consecutively at each node the branch with highest 
probability, a most probable crack growth path can be constructed. By selecting the branch that 
implies crack propagation at each node, no matter how probable the event is, a worst case 
scenario crack path can be constructed. Similarly a best case scenario can be constructed, by 
selecting the branch that implies no-propagation, creating an envelope for the most probable 
crack growth path. 

 

Figure 8: application example of the developed framework for subcritical crack growht in HCF block loading. 
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An example is shown in Figure 8 where different blocks at different stress levels are 
applied and crack propagation probabilities consecutively calculated for each loading block. 
Cracks are grown using Paris’ law and three curves are calculated, a most probable path by 
choosing the highest probabilities, and a worst and best case scenarios. 

 
 

6. Conclusions 
 

In this paper subcritical crack propagation diagrams have been illustrated for fatigue and 
environmentally assisted cracking. The limit condition for subcritical crack propagation in the 
proposed framework is represented by Kitagawa-like diagrams combined with the El Haddad 
correction factor.  Reliability methods for the estimation of probability of crack propagation for 
the diagrams shown have been proposed. Probability of crack propagation has been evaluated by 
using first and second order reliability methods (FORM/SORM) as well as Monte Carlo 
simulation.   

Preliminary validation of the developed framework for fatigue has been shown, and more 
experimental data are currently being gathered for further validation of this diagram and for EAC 
diagrams. An example application of the developed framework to probabilistic subcritical crack 
growth has been illustrated. Further work is needed to apply the framework to multiple R-ratios 
data, and to extend to variable amplitude loading. Sensitivity analysis is planned to study the 
effects of selected stress and defect distributions on the reliability of the system. 
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Abstract  The present paper reviews experimental results on the fatigue damage of grade 1.4462 austenit-

ic-ferritic duplex steel in the very high cycle fatigue (VHCF) regime. Electrolytically polished miniature and 

bulk specimens have been fatigued in an ultrasonic fatigue testing machine while the surface is observed 

in-situ by an optical microscope. The pre-fatigued miniature specimens are investigated by synchrotron dif-

fraction contrast tomography (DCT) to reveal three-dimensional crystallographic orientation data. These data 

are used for finite element modeling in combination with a material model accounting for elastic anisotropy 

and crystal plasticity to predict crack initiation sites. The bulk specimens are carefully analyzed by means of 

scanning electron microscopy (SEM) in combination with electron back-scatter diffraction (EBSD). Under 

VHCF loading conditions, slip band formation is limited to the softer austenite grains – in particular at twin 

boundaries. Once being formed, the bands generate high stress concentrations where they impinge the aus-

tenite-ferrite () phase boundaries, eventually, leading to crack initiation. The results are discussed by 

means of a numerical modeling approach that is based on (i) the finite element method (FEM) mentioned 

above and (ii) a crack initiation model proposed by Tanaka and Mura [1] and Chan [2]. 

 

Keywords  Duplex steel, VHCF, short fatigue cracks 

 

1. Introduction 
 

The fatigue life of metallic materials is determined by the plastic strain amplitude. The amplitude level de-

termines the effective damage mechanism. For example, during LCF loading an early formation of slip bands 

can be observed, which leads to initiation and formation of long fatigue cracks [3]. In the HCF regime, the 

macroscopic strain amplitude is lower, but the microscopic strain amplitude can reach a critical value due to 

the elastic anisotropy of the microstructure, which results in the formation and propagation of microstructur-

ally short fatigue cracks. In the VHCF range, the initiation and propagation of fatigue cracks is mainly influ-

enced by the microstructure. Therefore, a large scatter can be observed in the fatigue life data. 

Life-determining factors are size, shape and distribution of non-metallic inclusions and the ability of grain 

and phase boundaries to block cyclic slip or microcracks. Duplex stainless steels exhibit a good combination 

of high strength, ductility and corrosion resistance [4]. Many applications imply cyclic loading, for instance 

the power transmission in off-shore boats. To ensure the reliability of such machines the knowledge about 

the fatigue behavior is essential. The assessment of the fatigue life is usually based on Wöhler data, but en-

vironmental effects, single overloads or the influences of varying microstructural impurities are often not 

taken into account, which leads to a non-conservative prediction. The present paper gives some evidences 

about the fatigue damage mechanism for ferritic austenitic duplex stainless steel in the VHCF regime and 

supports the hypothesis that phase boundaries act as effective barriers against fatigue crack initiation. 

 

2. Experimental Procedure 
 

The behavior of microstructurally short fatigue cracks were investigated in the VHCF regime on the austen-

itic ferritic duplex stainless steel DIN 1.4462. Duplex steel exhibit good strength and ductility values paired 

with excellent corrosion resistance [4]. The chemical composition of the material and the heat treatment pa-
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rameters for the homogenizing and grain coarsening (required for 3D synchrotron tomography) is given in 

Table 1. 

 
Table 1: Chemical composition of the duplex steel (wt. %) and heat treatment parameters. 

C Cr Ni Mo Mn N P S Fe 

0.02 21.9 5.6 3.1 1.8 0.19 0.023 0.002 bal. 

grain coarsening 1250°C (4h); cooling down to 1050°C (1K/min); water quench 

 

 
Figure 1: Microstructure of the investigated stainless duplex steel, austenite (red), ferrite (blue). 

 

The grain coarsening heat treatment resulted in a microstructure consisting of 50 % austenite and 50 % fer-

rite, with a mean grain size of 33 µm for austenite and a mean grain size of 41 µm for ferrite. The geometries 

of the specimens are given in Figure 2; (a) shows the cylindrical bulk specimen, (b) shows the miniature 

specimen which has been developed for the synchrotron experiments at ESRF Grenoble. Both kinds of 

specimens are electro-polished in the gauge length; therefore, the surface of the specimens can be observed 

by means of light and electron microscopy in combination with automated electron back-scatter diffraction 

(EBSD). 

a   b  
Figure 2: (a) shallow notched specimen for the VHCF tests, (b) flat bone shaped specimen for the VHCF tests. 

 

For the cyclic loading of the samples an ultrasonic fatigue testing equipment designed and produced by 

BOKU Vienna was used, with an average frequency of f = 20 kHz and an load ratio of R = -1. To prevent 

heating of the specimens during cycling compressed air cooling is used. The observation of the fatigue dam-
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age within the machine is done with an optical far field microscope Questar QM100. The microscope is fo-

cused on the shallow notched area in the middle of the gauge length of the specimen shown in Fig. 2 (a). The 

microscope is continuously taking pictures of the surface, thus a measurement of the crack growth is possi-

ble. The miniature specimens are used for phase contrast tomography (PCT) and the relatively new devel-

oped diffraction contrast tomography (DCT) to map the grain microstructure in the gauge length of the 

specimen. The digital reconstruction of the three-dimensional volume contains the grain shape and distribu-

tion and also the crystallographic orientation data of every individual grain. By using these data, it is possible 

to calculate the stress distribution within the two-phase microstructure by means of the finite element method 

(FEM) in combination with an elastic-anisotropic, crystal-plastic material model. 

 

3. Results 
 

The fatigue tests were carried out under uniaxial tension-compression (R=-1) at room temperature. As it was 

found in certain studies [5], a strong slip band formation in the austenite grains took place during the tests. 

The sample shown in Figure 3 was loaded with an stress amplitude of 400 MPa up to 1.6·10
6
 cycles 

until the test was stopped. The crack initiation took place at a phase boundary between the grains 1 and 

3. The crack initiation site has been analyzed by EBSD to calculate the corresponding slip systems and 

Schmid factors. For the austenite grain 1 a Schmid factor of Ms=0.46 was determined and the slip planes in 

grain 1 are oriented in the (111̄) direction; in comparison, the ferrite grain 3 has an corresponding Schmid 

factor of Ms=0.35. During the test, grain 1 shows a continuously increasing number of activated slip bands, 

thus it seems that the cracking of the phase boundary in this case is depending on the amount of accumulated 

micro strain caused by the local plastic deformation of grain 1. 

 

 
Figure 3: Crack initiation site of a fatigue sample loaded at Pa, 1.6·10

6
 cycles. 

Figure 4 shows the optically measured crack length vs. the number of cycles for the left and right crack front. 

The crack shown in Figure 3 corresponds only to the first 50 µm of the final crack length. The crack length is 

measured starting from its crack initiation site to the left and right direction, to show the varying crack prop-

agation rates being visible at the surface. It was found that the propagating crack follows within the first 

1.3·10
6
 cycles the phase boundary in the left direction until it reaches grain 5. In the other direction it took 

the same number of cycles to overcome the grain boundary between grain 1 and grain 2 to reach grain num-

ber 4. The crack propagation starts to accelerate after the crack crosses the phase boundaries to the grains 4 

and 5. The individual crack propagation rate was calculated for grains 4 and 5. For the ferrite grain 4 the rate 

was 1.1·10
-9

 m/cycle, the rate for the austenite grain 5 was lower with 4.5·10
-10

 m/cycle. This effect can be 

correlated to the different kinds of active slip mechanisms in austenite and ferrite. One possible explanation 

of this discrepancy between the different crack propagation rates in austenite and ferrite could be the splitting 

of the energy on multiple slip systems (= lower da/dN in austenite), which is necessary for local plastic de-

formation [5]. 

 

γ 

α γ 

γ α 
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Figure 4: Crack length vs. the number of cycles for the left and right crack front. 

The crack shown in Figure 5 initiated at the phase boundary between the austenite grain 3 and the ferrite 

grain 1. The specimen was loaded with a stress amplitude of 400 MPa up to 1.7·10
6
 cycles until the 

test was stopped manually to prevent the breaking of the specimen. 

 

 
Figure 5: Crack path of a fatigue sample loaded at Pa, 1.7·10

6
 cycles. 

By analyzing the micrographs which have been taken every thousand cycles during the fatigue test, it was 

possible to reconstruct the crack propagation path. In this case, the crack spends about 1.3·10
6 
cycles to cross 

the ferrite grain 1, starting from its initiation site and propagating in the direction of austenite grain 2 at an 

angle of about 45°with respect to the stress axis. This first part of the crack propagation process is quantified 

in Figure 6. After reaching the austenite grains 2 and 3, the crack is changing its propagation direction per-

pendicular to the stress axis by changing its slip mechanism into double slip. 
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Figure 6: Crack length vs. the number of cycles for the left and right crack front 

After crossing the austenite grains 2 and 3, the crack reaches the phase boundary marked with an "a" and "b" 

in Figure 5. Obviously, the phase boundary acts as an effective barrier against crack propagation, what is 

supported by the crack length data in Figure 6. This effect is caused by the incompatibility of the slip sys-

tems between neighboring grains [6]. The data from the crack length measurement was further analyzed to 

calculate the fatigue crack propagation rate of the left crack front as a function of the crack length, cf. Figure 

7. The plotted data reveals that when approaching the phase boundary the crack propagation rate decreases 

down to da/dN≈0 and the crack arrests at the phase boundary. After crossing the phase boundary, the crack 

propagation rate increases again. 

 

 
Figure 7: Crack propagation rate vs. the crack length for the left crack front in Fig. 5. 

However, the observation by means of light microscopy can only reveal information about crack initiation 

and propagation processes that can be related to the surface grains of a specimen. In case of VHCF loading, 

the three-dimensional microstructure needs to be taken into account. Therefore, miniature specimens that can 

be attached to a titanium carrier for fatigue testing in an ultrasonic fatigue testing machine were developed to 

get three-dimensional information about the duplex microstructure by means of synchrotron tomography 

under cyclic loading. The experiments are done using the phase-contrast tomography (PCT) and the diffrac-

tion-contrast tomography (DCT). DCT is a new developed method which gives the possibility to image the 

3D grain structure with its crystallographic orientation data, Figure 8 a. The specimen is placed in the beam 
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very close to the detector plane. 

 

a  b  
Figure 8: (a) Illustration of the working principle of the diffraction-contrast tomography (DCT) [7], (b) reconstructed 

slice of a duplex steel fatigue specimen mapped with DCT. 

 

The beam is confined by slits to limit the number of penetrated grains. During the rotation of the sample, 

some of the grains fulfill the Bragg condition; therefore, the grains are producing diffraction spots on the 

detector plane. Afterwards, a semi-automated computer code reconstructs the individual grain shape and 

position in the volume from the pictures taken during the rotation of the sample, cf. Figure 8 b.  

The data will be used for a more detailed prediction of local crack or slip band nucleation sites by means of 

the finite-element method (FEM). An example of the application of the FEM is given in Figure 9. The mi-

crocracks (see arrows in Figure 9 a) were initiated at a stress amplitude of Δσ/2365 MPa. The emanation 

process of the slip bands within the austenite grain γ1 leads to stress intensities at the phase boundaries and in 

the neighboring ferrite grain α1. 

 

a  b  c  
Figure 9: (a) intercrystalline und transcrystalline fatigue crack initiation (arrows) in the ferrite, introduced by local stress 

intensities caused by slip bands within the austenite, (b) plastic slip on the slip system with the highest stress, (c) plastic 

slip on discrete slip bands. 

 

Eventually, the initiated dislocation motion in the ferrite leads to the crack initiation process described by 

Tanaka and Mura [1]. The transport of the plastic deformation was supported by the low twist and tilt angle 

between the austenite γ1 and ferrite α1 grains. With the help of a material model according for crystal plastic-

ity, the slip on adjacent slip systems have been calculated by FEM [8]. The model is considering the elastic 

and plastic anisotropic deformation of the grains, which is leading to the inhomogeneous stress distribution. 

Figure 9 b shows the displacement on slip system in the austenite grain γ1 with the highest stress, leading to 

pronounced slip band formation. To analyze the stress distribution at the phase boundaries, discrete slip 

bands have been integrated on the highly stressed austenite grain (cf. Figure 9 c), according to the results of 

Figure 9 b. These slip bands are activated when the local friction stress τfr is exceeded. Meanwhile, the other 

areas of the austenite grain are deforming only anisotropic-elastic. This approach allows to calculate a global 

stress value which is not sufficient to initiate any plastic deformation within the ferrite phase. Accordingly, 

the endurance limit for a certain area of the microstructure can be estimated. 
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4. Discussion 
 

According to the results of the ultrasonic fatigue tests, it is shown that right at the beginning of fatigue load-

ing local plastic deformation is concentrated in the austenite phase, caused by the elastic anisotropy of the 

duplex microstructure. Slip band formation within the austenite grains, produces strong dislocation pile ups 

at the phase boundaries. These local stress intensities are predominant sites for crack initiation (cf. Figure 3). 

The crack propagation process was observed by means of a far field microscope to correlate the crack path 

with its surrounding microstructure. The α/γ-phase boundary has been identified as an effective barrier 

against fatigue crack propagation, cf. Figure 7. By knowing the local phase and crystal orientation distribu-

tion, e.g., from EBSD measurements, it is possible to predict crack initiation sites in the microstructure by 

means of FEM. Here, a material model is required that accounts for elastic anisotropy and crystal plasticity. 

The calculated local shear stresses correlate with initiation sites for slip bands and cracks. As a subject of 

ongoing work, the 3D data from the diffraction-contrast-tomography experiments will be used for a more 

precise FEM prediction of slip band and crack initiation sites in the mapped volume. As described earlier, 

plastic deformation located in the slip band has been found also in the austenite grains even after 10
8
 cycles 

due to the elastic anisotropy of the material. To model the fatigue crack initiation in the VHCF regime the 

focus has been placed on the evolution of slip bands, and in particular especially on the slip transmission in 

the neighboring grains and the crack initiation. The underlying model concept follows the work of Tanaka 

and Mura [1] on crack initiation along slip bands. It describes the fatigue-crack initiation by the accumula-

tion of dislocation dipoles during strain cycling  
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where Ni is the number of cycles for crack initiation, G the shear modulus, ws the specific fracture energy per 

unit area along the slip band, ν the Poisson ratio, d the grain size, Δτ the shear-stress range and τfr the friction 

stress of dislocation motion. The model was modified for instances by Chan [2], who added the slip band 

height h and a factor for the cyclic slip irreversibility λ. For the HCF and VHCF regime, where low stress 

amplitudes are applied, cyclic slip consist of a reversible and irreversible fraction of dislocation movement. 

The number of cycles Ni for initiation of a crack of length c can be calculated as follows: 

 

    
   

  (   )
(
 

 
)
 

(
 

 
)

 

(       )
 . (2) 

 

Furthermore, it was shown that slip transmission from one grain to the neighboring grain plays an important 

role in crack initiation and propagation. This barrier and its effectiveness can be described by the twist and 

tilt angles of the adjacent slip planes [6, 9]. 

 

5. Conclusion 
 

Under fatigue loading, plastic deformation is concentrated in the austenite phase by the emanation of intense 

slip bands. The formation of slip bands was observed already during the first thousand cycles, leading to 

local stress intensities at the phase austenite-ferrite boundaries. These areas have been identified experimen-

tally by light microscopy and numerically by the finite element method as critical crack initiation sites. On 

the other hand, the results are showing that crack initiation is depending to a great extent on the configuration 

of the tilt and twist angles of the neighboring grains. They control the transport of the local plastic defor-

mation concentrated on the slip bands in the austenite across the phase boundary into the ferrite phase. This 

effect supports the assumption that VHCF damage depends on the microstructure. Therefore, understanding 

of the fatigue mechanisms in the VHCF regime requires the knowledge about the microstructure. Anyhow, in 

case of crack initiation the cracking of the first grain is dominating the lifetime of the specimens. Further-

more, the experimental data from the fatigue experiments shows that phase boundaries play a major role in 

fatigue crack propagation. They exhibit the ability to slow down or to stop the crack propagation process. 

This effect is depending on the configuration of the tilt and twist angles of the slip systems of neighboring 

grains. A close look on the results show that crack initiation and propagation is a three-dimensional problem. 
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Hence, a set of miniature fatigue specimens have been fatigued with an ultrasonic fatigue testing machine 

and afterwards analyzed by means of synchrotron tomography. It is planed that these test data should assist 

in the near future the FE modeling. 
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Abstract:  Depending upon the fatigue domain, different types of crack initiation occur. In low cycle 

fatigue, the cyclic plastic deformation is critical at the surface but exists also in the bulk of the metal. 

In high cycle fatigue, the plastic deformation is limited to the surface in plane stress conditions. In 

very high cycle fatigue, the crack initiates from the interior, starting from a defect in plane strain 

conditions. This means that the initiation mechanisms in gigacycle fatigue depend not only on upon 

the stress field but also on the stability of the microstructure.  

Keywords : Gigacycle fatigue, fish eye, plasticity, microstructure 

 

1-Introduction 

The initiation of fatigue cracks can be considered differently from physical or 

mechanical points of view. At the microscopic level, Mughrabi [1] shows that the initiation of 

fatigue crack in the gigacycle fatigue regime can be described in terms of a microstructurally 

irreversible portion of the cumulative cycle strain. This means that there is no basic difference 

between fatigue mechanisms in low, mega, and gigacycle fatigue except for the strain 

localization. However, specific mechanisms can occur depending on the fatigue life. The 

fatigue life seems to be a key parameter to determine correctly the fatigue initiation location. 

In low cycle fatigue, in megacycle fatigue and in gigacycle fatigue different mechanisms can 

operate at different scales of plasticity. In the low cycle fatigue regime, the cyclic plastic 

deformation is critical at the surface but exists also in the bulk of the metal. Typically, several 

cracks nucleate from the surface. When the fatigue life is below 10
5
 cycles, general plastic 

deformation of the specimen bulk governs the initiation. When the fatigue life is between 10
6
 

and 10
7
 cycles the plastic deformation depends on the plane stress surface effect and the 

presence of flaws which explain the critical location of fatigue initiation. Typically, the 

initiation starts with one crack only, from the surface. However approaching 10
9
 cycles the 

plastic deformation in plane stress conditions vanishes; the macroscopic behaviour of the 

metal is elastic except around flaws, metallurgical defects or inclusions. In very high cycle 

fatigue, the plane stress conditions are not enough for a surface plastic deformation according 

the Von Mises criteria.  The initiation may be located in an internal zone. When the crack 

initiation site is in the interior, this leads to the formation of one fish eye on the fracture 

surface, typical of gigacycle fatigue. In this case, the cyclic plastic deformation is related to 

the stress concentration around a defect: inclusion, porosity, super grain. Since the probability 

of occurrence of a flaw is greater within an internal volume than at a surface, the typical 

initiation in Gigacycle fatigue will be most often occur in the bulk of the metal. 

To sum up the state of art, it is generally accepted that if the first damage in fatigue is 

located at the surface the typical feature is persistent slip band (PSB), intrusion or extrusion, 

all related to a strong planar shear deformation, in plane stress. . On the contrary, if the first 



damage occurs around an internal defect, 

observed for plane strain. According to our own observations and those in the literature

[3] two main factors are operating in the Gigacycle regime:

- The stress concentration due to

parameter when the applied load is low. The inclusions in steels or in nickel base alloys

porosity in cast aluminium or in powder metallurgy are 

concentrators. 

- The stress concentration due to the anisotropy of metals is another parameter. At low 

deformation,  plasticity can appear only if the grain orientation and the grain size are in  

suitable for dislocation glide. A large grain can

carbon steel, austenitic steel or titanium alloy.

2-Fish eye growth 

When the crack initiation site is in the

eye” on the fracture surface, and the origin of the fatigue crack is an inclusion, a “

(micro structural  homogeneity

microscope (or naked eye), the fish

fish-eye looks grey. In almost all cases, this fish

area in the centre, inside of which the crack initiation site is located. Controversies exist on 

the origin of this dark area, which some authors have 

(ODA)” by Y.Murakami [4], “Fine Gra

Bright Facet (GBF) by Shiozawa

formation of ODAs is presumed to be micro

coupled with internal hydrogen trapped by

the size of an ODA exceeds the critical size for the intrinsic material fatigue limit in the 

absence of hydrogen, the crack grows w

Sakai et al., the mechanism of formation of FGAs is caused by intensive polygonisation 

induced around the inclusion, followed by micro

this fine granular area. By the way,

The fractographic observations show zones 

- a dark area zone  (so-called ODA)

- a penny-shaped zone (short 

or elongated inclusion, super

around the initiation site. 

- A zone with small radial ridges corresponding to the short to long crack transition

internal defect, typically a cellular dislocation network in 3D 

According to our own observations and those in the literature

two main factors are operating in the Gigacycle regime: 

The stress concentration due to metallurgical microstructure misfit becomes an important 

parameter when the applied load is low. The inclusions in steels or in nickel base alloys

in cast aluminium or in powder metallurgy are among the most 

The stress concentration due to the anisotropy of metals is another parameter. At low 

plasticity can appear only if the grain orientation and the grain size are in  

. A large grain can become a critical location for

carbon steel, austenitic steel or titanium alloy. 

Figure 1 fatigue crack initiation sites 

When the crack initiation site is in the interior, this leads to the formation of a “fish

and the origin of the fatigue crack is an inclusion, a “

homogeneity), or  porosity. At the macroscopic scale, under the optical 

microscope (or naked eye), the fish-eye area looks white, whereas the region outside of the 

eye looks grey. In almost all cases, this fish-eye appears virtually circular, with a dark 

which the crack initiation site is located. Controversies exist on 

the origin of this dark area, which some authors have variously named: “Optically D

], “Fine Granular Area (FGA)” by T. Sakai [5

t (GBF) by Shiozawa [6]...). According to Y. Murakami et al., the mechanism of 

formation of ODAs is presumed to be micro-scale fatigue fracture caused by cyclic stress 

coupled with internal hydrogen trapped by non-metallic inclusions. It is presumed that when 

the size of an ODA exceeds the critical size for the intrinsic material fatigue limit in the 

absence of hydrogen, the crack grows without the assistance of hydrogen

Sakai et al., the mechanism of formation of FGAs is caused by intensive polygonisation 

induced around the inclusion, followed by micro-debondings which can coalesce leading 

he way, no PSB has been reported for fish eye formation.

The fractographic observations show zones (figure 2) in agreement with a mechanical model:

called ODA) due to the initiation mechanisms. 

shaped zone (short crack growth). Whatever the crack initiation site (spherical 

or elongated inclusion, super-grain, pore), the fracture surface becomes circular  

around the initiation site.  

A zone with small radial ridges corresponding to the short to long crack transition

dislocation network in 3D is 

According to our own observations and those in the literature [2]  

metallurgical microstructure misfit becomes an important 

parameter when the applied load is low. The inclusions in steels or in nickel base alloys or the 

most efficient stress 

The stress concentration due to the anisotropy of metals is another parameter. At low 

plasticity can appear only if the grain orientation and the grain size are in  

on for initiation in low 

 

interior, this leads to the formation of a “fish-

and the origin of the fatigue crack is an inclusion, a “super grain” 

), or  porosity. At the macroscopic scale, under the optical 

eye area looks white, whereas the region outside of the 

circular, with a dark 

which the crack initiation site is located. Controversies exist on 

“Optically Dark Area 

nular Area (FGA)” by T. Sakai [5], and “Granular 

. Murakami et al., the mechanism of 

fracture caused by cyclic stress 

inclusions. It is presumed that when 

the size of an ODA exceeds the critical size for the intrinsic material fatigue limit in the 

ithout the assistance of hydrogen. According to T. 

Sakai et al., the mechanism of formation of FGAs is caused by intensive polygonisation 

debondings which can coalesce leading to 

fish eye formation. 

mechanical model: 

due to the initiation mechanisms. [4] 

Whatever the crack initiation site (spherical 

grain, pore), the fracture surface becomes circular  

A zone with small radial ridges corresponding to the short to long crack transition  



- A zone with large radial ridges (long 

propagation produces striations for which the mean distance between striations is a 

function of ∆K
2
, in good agreement with the CTOD

  

Figure 2 Typical fish eye 

3-Prediction of fish eye 

 
 In order to predict the fish eye propagation, one should refer to a general behaviour pattern of 

the crack growth rate curve as illustrated by the equations preceding. Estimating the life 

this type beginning just above threshold it is then appropriate to consider the growth law as:

The figure 3 introduces the Paris

the beginning of the crack growth, a 

to ∆Keff / E√b = 1) starts from a defect of size a

(figure 3). The growth rate is higher for small cracks than for long cracks. The transition point 

from a short crack to a long crack is located at a factor x in terms of the stress intensity factor 

from the threshold for short cracks (Fig.

around 3 for low load ratios (R=0).

be estimated by the adding cycles associated with

- Nao→ai small crack from an initial crack size a

- Nai→a large crack from transition small to large crack point a

 

The number of cycles related to initiation from an inclusion is:

- Naint→ao below threshold from an initial crack size a

 

The time spent initiating from an inclusion or other defect itself must be close to the total 

life, perhaps much more than 99% of the life in many cases. This is made evident by 

integrating the fatigue crack growth rates for small cracks to estimate the possible extent of 

crack growth life. In order to do this one should refer to the general behaviour pattern of the 

crack growth rate curve. It is 

A zone with large radial ridges (long crack growth). In this zone, the fatigue crack 

propagation produces striations for which the mean distance between striations is a 

, in good agreement with the CTOD [7]. 

   

Figure 2 Typical fish eye with initiation and short crack growth.

In order to predict the fish eye propagation, one should refer to a general behaviour pattern of 

the crack growth rate curve as illustrated by the equations preceding. Estimating the life 

this type beginning just above threshold it is then appropriate to consider the growth law as:

Paris-Hertzberg Law 

The figure 3 introduces the Paris-Herzberg model which is presented in detail in [

the beginning of the crack growth, a small crack ao (with no crack closure and corresponding 

b = 1) starts from a defect of size aint. This short crack becomes a long crack at a

The growth rate is higher for small cracks than for long cracks. The transition point 

long crack is located at a factor x in terms of the stress intensity factor 

from the threshold for short cracks (Fig. 2). The factor x has been observed at a maximum 

around 3 for low load ratios (R=0). The total crack growth lifetime for an internal failure can 

ng cycles associated with  the following  regimes: 

small crack from an initial crack size ao to ai 

large crack from transition small to large crack point ai to a (final crack)

related to initiation from an inclusion is: 

below threshold from an initial crack size aint to ao 

from an inclusion or other defect itself must be close to the total 

life, perhaps much more than 99% of the life in many cases. This is made evident by 

integrating the fatigue crack growth rates for small cracks to estimate the possible extent of 

In order to do this one should refer to the general behaviour pattern of the 

crack growth rate curve. It is well-established that small cracks such as those growing from 

3










 ∆
=

bE

effK

b
dN

da

In this zone, the fatigue crack 

propagation produces striations for which the mean distance between striations is a 

  

with initiation and short crack growth. 

In order to predict the fish eye propagation, one should refer to a general behaviour pattern of 

the crack growth rate curve as illustrated by the equations preceding. Estimating the life for a crack of 

this type beginning just above threshold it is then appropriate to consider the growth law as: 

nted in detail in [2].At 

(with no crack closure and corresponding 

. This short crack becomes a long crack at ai 

The growth rate is higher for small cracks than for long cracks. The transition point 

long crack is located at a factor x in terms of the stress intensity factor 

served at a maximum 

The total crack growth lifetime for an internal failure can 

 

to a (final crack) 

from an inclusion or other defect itself must be close to the total 

life, perhaps much more than 99% of the life in many cases. This is made evident by 

integrating the fatigue crack growth rates for small cracks to estimate the possible extent of 

In order to do this one should refer to the general behaviour pattern of the 

that small cracks such as those growing from 



small inclusions do not exhibit crack closure so these equations in terms of ∆Keff apply fairly 

well with ∆Keff being replaced by ∆Knom. They form an upper bound on crack growth rates for 

the small cracks in the “fish eye” range for which crack closure is minimal, see figure 3. 

The integration of the Paris Hertzberg law without transition, to determine the crack 

growth life will begin here with the crack growth rate corner which we shall denote as ∆K0 

corresponding to an initial circular crack of radius, a0. In first approximation, we obtain [7]: 

 

 

 
 

Figure 3 Fish eye scheme from the Paris Hertzberg relation. 

 

This means that the number of cycles for the crack growth inside the fish eye is on the 

order of 10
5
 cycles independent of the actual metal being considered. Initiation of the crack 

from a defect is the key problem in the gigacycle regime.  Essentially we must determine the 

damage (or plasticity) to initiate a crack at about 10
9
 cycles.   

4-Micro Plasticity in the gigacycle fatigue 

Generally  ultrasonic tests are performed with round specimens. From a mechanical 

viewpoint, it is better to use cylindrical specimens which avoid edge effects. 
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Figure 4 Typical round specimen for ultrasonic fatigue 

 However for microscopic observation, a flat specimen is more convenient (Fig 4). It 

must be pointed out that a plane stress field is favoured in a flat specimen of one millimeter 

thickness or less. In comparison, the plane stress effect is limited to the surface in a round 

specimen.  In this respect, tests have been carried out with both specimens machined in 

Armco iron or high strength steel. Using flat specimens is more challenging than round 

specimens and proper testing requires some investigation. A flat specimen,figure 5, is used for 

ultrasonic frequency fatigue testing, with a special fitting attachment. 

 

 

 

 

Figure 5. Flat specimen drawing 

Working at resonance of 20 kHz frequency, the specimen was  designed to have a natural 

frequency at 20kHz.. According to the longitudinal elastic wave equation on a one-

dimensional elastic body and based on the given geometric and material properties, the 

resonance length and maximum stress in the middle of the specimen can be calculated using 

Equations 1 2. 

                                                                                                         (1) 

         

                                                                                                               ( 2 ) 

Where: 

 

In order to observe the micro plasticity in the gigacycle regime, single phase (α) 

Armco iron was chosen, for which the UTS is 300 MPa and the yield strength 220 

MPa. This is a reference metal with a simple microstructure of ferrite grains, without 

significant inclusions. This of course suggests comparison with very high strength 

martensitic steel using the same specimen geometry. 

The iron is loaded below the yield point at 70, 85, and 120 MPa in push pull 

loading at 20kHz, for a failure beyond 10
8
 cycles. Figures 6 and 8 show  the initiation 

occurring at the surface of the flat specimen and of the round specimens in iron The 

damage is starting in stage 1 along more or less one millimetre depth before growing in 

stage 2. There is not any difference in mechanism between mega and giga cycle 

fatigue, in this case. During stage 1, it is clear that the microscopic mechanism is 

related to the formation of quasi-persistent slip bands (PSB). We use the term “quasi 

persistent slip bands” because they actually differ from what one traditionally 
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considers to be a PSB (i.e. hedge structure with strain being carried by screw 

dislocations).   

   
  

Figure 6 Initiation of a crack in a flat iron specimen. Quasi PSB starting at the surface 

 

 

Figure 7 Initiation of a crack in a flat martensitic  specimen. Fish eye at the interior. 

 

  

Figure 8 Initiation of a crack in a round iron  specimen. Quasi-PSB starting from the surface in iron 



Along these lines, Lukas [8] as shown that at least in Cu in the high cycle regime the 

“persistent slip bands” are composed of localized regions of very high vacancy concentration.  

It seems that a threshold exists, in iron, for the formation of the quasi-PSB. It is found that 

below 70 MPa no PSB occurs up to 10
9
 cycles. However, the number of PSB increases with 

the number of cycles, but at present no experimental evidence is available to prove that some 

PSBs cannot form at 10
10

 cycles or more. No fish eye occurs in these conditions, probably due 

to the strong effect of the plane stress field and the very small size of the inclusions in a low 

yield stress Armco iron. 

It is of interest to compare iron and martensitic steel, with the same flat specimen (1mm) and 

the same frequency, in push pull loading at 620 MPa, for a fatigue life beyond 10
8
 cycles. 

Figure 7 shows that the initiation in martensitic steel starts from a fish eye and not from the 

surface. Reasons for this location must be addressed.    

The fish eye occurs in the high strength steel from a small inclusion of oxide, in plane strain 

conditions, located inside a plastic zone around an inclusion. In this case, the plane stress 

effect at the surface is not efficient in causing plasticity due to a defect in steel where the UTS 

is close to 2000 MPa. There is a competition between plane strain plasticity and plane stress 

plasticity. In this case the micro plasticity is not governed by the Von Mises criteria but by the 

stress concentration effect. In plane strain plasticity the PSB or quasi PSB are not observed in 

the fish eye. The mechanism of plasticity seems relevant to polygonisation; grain refining or 

phase transformation, around the inclusion. 

These results show that  initiation in gigacycle fatigue is explained by a  fish eye formation 

except when the effect of plane stress occurs in thin sheets or in thick bars when the yield 

point of the metal is low. In this condition the surface governs initiation. Otherwise in high 

strength alloys the initiation, in the gigacycle range, is sub-surface and always depends on 

defects: inclusions, pores, super grains. The surface effect is less important except if the 

residual stresses are important. 

According to these observations more attention must be paid to the microplasticity (or damage 

accumulation) inside the fish eye in high strength alloys such as martensitic steels. 

5-Instability of microstructure in VHCF 

Our own results and those from the literature it is observed that the micro plasticity in 

gigacycle fatigue  is more than simple dislocation slip. Sometimes phase transformation, 

refining of the grain, twinning, and instability of the yield point, occur even at low loads for a  

very high number of cycles. Several observations are enumerated up below:  

-In austenitic stainless steels the austenite is not stable in the gigacycle fatigue regime even if 

the plastic deformation is theoretically very small. There is also a large thermal dissipation 

[9]. 

-When the amount of retained austenite approaches 10% in martensitic steels, a large thermal 

dissipation is observed at the beginning of the test followed by a high temperature rise when 

the fish eye propagates. [10] 

-In low carbon steels the mobility of dislocations is affected by interstitial atoms, depending 

on the strain rate and the grain size. Several types of instability are observed in monotonic 

loading such as Luder’s bands, Portevin-Le Chatelier bands or Neumann’s bands, twinning, 

etc. It seems useful to consider similar effects in ultrasonic fatigue.  [11] 



Figure 9 Initiation from a  super grain (Pearlite)

Figure 11 Initiation with phase transformation and grain boundary cracking starting from an oxide.
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In a ferrite-pearlite steel (D38),  the initiation starts in the centre of a fish eye

colony of pearlite, a so-called super

generally from an oxide inclusion, as shown in figures 9 and 10. This is typical of gigacycle 

plasticity. However, in high strength steel, that is to say when the UTS is 

  

Figure 9 Initiation from a  super grain (Pearlite) Figure 10 Initiation from an oxide inclusion

 

Initiation with phase transformation and grain boundary cracking starting from an oxide.

       

One of the most interesting behaviours is the instability of martensite or bainite in 

high strength steels. Depending on the chemical composition, heat treatments 

several types of microstructure are observed around the defect in the centre of the fish eye.

   

   

Figure 12 Comparison between wings in rolling contact fatigue and push pull gigacycle fat

rlite steel (D38),  the initiation starts in the centre of a fish eye

called super-grain, but in a martensitic steel the initiation starts 

generally from an oxide inclusion, as shown in figures 9 and 10. This is typical of gigacycle 

plasticity. However, in high strength steel, that is to say when the UTS is higher

Figure 10 Initiation from an oxide inclusion 

 

Initiation with phase transformation and grain boundary cracking starting from an oxide. 

  

is the instability of martensite or bainite in 

treatments and processing, 

observed around the defect in the centre of the fish eye. 

 

Figure 12 Comparison between wings in rolling contact fatigue and push pull gigacycle fatigue in a bearing steel 

rlite steel (D38),  the initiation starts in the centre of a fish eye, from a 

grain, but in a martensitic steel the initiation starts 

generally from an oxide inclusion, as shown in figures 9 and 10. This is typical of gigacycle 

higher than 900 



MPa the initiation of the crack in the centre of the fish eye is sometimes more complicated as 

is shown in figure 11. 

In high carbon and high strength steels, there is a transformation of the microstructure 

starting from the inclusion, in relation with the stress concentration and the stress field. It is 

difficult to understand this transformation which appears at the microscopic scale within a 

radius of 200 microns around an inclusion! Based on SEM observation, it can be said: 

-Some wings (two to four) occur around the inclusion similar to the butterfly wings observed 

in rolling contact fatigue. Micro cracks are observed along the boundary between the wings 

and the matrix,Fig 11. In comparison with the rolling contact damage it seems that a phase 

transformation or grain refinement occurs.  . In both cases, it is reasonable to assume that the 

microstructure of the wings should be a nano- ferrite phase. [11] Figure 12 compares the 

initiation of a fatigue crack in rolling fatigue and in push pull fatigue for a same bearing steel. 

Indeed the features are very similar. 

-It is of interest to point out the relation between the wings, the oxide at the centre of the fish 

eye and the former austenitic grain boundaries, which is clear in figure 12. To prove this 

relation, a fish eye originating from a failure of high strength steel specimen was observed via 

electron backscatter diffraction (EBSD).  To obtain a good EBSD map, the surface of the 

fractured specimen was polished slightly, with care taken to track the location of the particle 

at the center of the fish eye.  The results are shown in figure 13. It is shown that the oxide 

inclusion, from which the initiation starts, is located at a triple point of former austenitic 

grains. The wings or the phase transformation appear along these grain boundaries producing 

internal stress and cracking along the wings for a length of about 200 microns. The 

orientations are colored according to the inverse pole figure color key shown in the figure. 

There is no indication of phase transformation from these images, but EBSD will not discern 

readily between bainite and martensite, so the nature of the microconstituent along the wings 

remains unknown. 

This approach proves that the initiation of a fish eye in gigacycle fatigue is not only due to 

PSB or polygonisation, with or without the effect of hydrogen as mentioned by Murakami [4]. 

The grain boundary, the interaction between the defect and grain boundary, and sometimes 

the phase transformation or the refining of the microstructure are involved in a complex 

process leading up to the formation of a crack in stage 2. 

6-Conclusions 

When the cyclic stress is low, plasticity vanishes at the surface of the fatigue 

specimens, depending of the yield stress and the size of the defect. However, in low yield 

stress iron the initiation in VHCF is always at the surface in round and flat specimens. But, for 

high strength steels, the initiation around a defect occurs at the interior, even in flat 

specimens, due to the stress concentration in plane strain, in the gigacycle regime.  

In high strength steels, the stability of the microstructure and the grain boundaries are 

involved in the plastic deformation to explain crack initiation in the fish eye. It seems that 

martensite or bainite could be transformed in nanoferrite inside butterfly wings, similar to 

what is observed in rolling contact fatigue. This mechanism is affected by the former austenite 

grain boundaries. 

 

 



Figure 13 Relation between an oxide inclusion located at a triple point and three wings along the prior austenitic 

grain boundaries. Fish eye in a bearing steel failed in the gigacycle regime.
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Abstract  In this paper, a domain formed interaction integral is derived for the evaluation of dynamic stress 
intensity factors (DSIFs) for arbitrary 2D cracks in non-homogeneous materials. The interaction integral is 
formulated by superimposing the actual and auxiliary fields on the path independent J-integral. By selecting 
the appropriate auxiliary fields, the derived interaction integral does not involve any derivatives of material 
properties compared to the available expressions in the literature. Moreover, it can be proved that the 
integrand is valid even when the integral domain contains material interfaces. Therefore, the integrand is 
simpler in form and it can be applied in more general situations. The numerical implementation of the new 
expression of interaction integral is then combined with the extended finite element method (XFEM) without 
tip enriched functions and a benchmark and test problem is presented. Finally, a non-homogeneous cracked 
body under dynamic loading is employed to investigate dynamic fracture behavior such as the variation of 
DSIFs for different material properties. 
 
Keywords  Interaction integral, dynamic stress intensity factors, XFEM without tip enriched functions 
 
1. Introduction 
 

Dynamic stress intensity factors (DSIFs) are crucial fracture parameters in understanding and 
predicting dynamic fracture behavior of a cracked body. To evaluate DSIFs for both homogeneous 
and non-homogeneous materials, numerous methods have been developed. Among these methods, 
the numerical techniques may be the most convenient and reliable ones to determine the fracture 
parameters for more complicated cases, as discussed below. 
  For homogeneous materials, Kishimoto et al. proposed a modified path-independent J-integral, 
which involves the inertial effects to determine DSIFs combined with the finite element method 
(FEM), and employed a decomposition procedure for mixed-mode problems [1]. Soon after, 
Nishioka et al. derived another dynamic J-integral to determine DSIFs for non-homogeneous 
materials [2]. However, the derived integrand is not well-suited for the finite element method. Kim 
et al. derived an equivalent domain form of the J-integral by using the divergence theorem and 
some additional assumptions [3]. As we known, it is difficult to extract mixed-mode DSIFs using 
J-integral. Instead, the interaction integral, which is known to be superior to both the displacement 
correlation technique (DCT) and J-integral, may be a suitable choice. Song et al. presented a 
domain formed interaction integral, namely M-integral, to investigate the DSIFs for homogeneous 
and smoothly non-homogenous materials [4]. In the formulation, the non-equilibrium formed 
auxiliary fields are employed, which have been discussed by Kim et al [5] and Dolbow et al. [6]. 
More recently, Réthoré et al. presented an interaction integral based on Lagrangian conservation 
for the estimation of DSIFs for arbitrary 2D moving cracks [7]. Most of the previous works are 
concerned with the materials with continuous and differentiable properties. If the above conditions 
are not met, the applications of the interaction integral method are impeded. Moreover, very few 
published papers have considered the cases that there are several material interfaces in the 
interaction integral domain. Actually, such phenomenon generally exists.  

In this paper, the derivation of an interaction integral and its associated domain form without any 
derivatives of material properties is presented. We also present the mathematically rigorous proof 
that the proposed interaction integral method is still valid even when there are material interfaces in 
the integral domain. Several test problems and the comments are provided in the last section. 
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2. Numerical Strategy 
 

The interaction integral utilizes two admissible fields: auxiliary and actual fields. Auxiliary fields 
are based on known fields such as Williams’ solution, while actual fields utilize quantities such as 
displacements, strains and stresses obtained by means of XFEM without tip enriched functions. The 
choice of the auxiliary fields is discussed firstly. Then, the derivation of the interaction integral and 
the introduction of the numerical technique will be provided. 
 
2.1. Interaction Integral 
 

In this work, the asymptotic fields of Williams’ solution are employed as the auxiliary fields for 
dynamic non-homogeneous materials, because the dynamic asymptotic fields of non-homogeneous 
materials show similar behavior to those of quasi-static homogeneous materials around the crack tip 
[8]. In addition, the incompatibility formulation, proposed by Dolbow et al. [6], is selected. In this 
formulation, the auxiliary displacements and stresses are obtained directly from Williams’ solution 
and the auxiliary strains are evaluated from the non-homogeneous constitutive model. The auxiliary 
displacement is given by Eq. (1) 

0 0

( ) ( )
2 2 2 2

aux aux
aux I III II
i i i

K Kr ru u uθ θ
μ π μ π

= +                        (1) 

The auxiliary stress is given by Eq. (2) 

( ) ( )
2 2

aux aux
aux I III II
ij ij ij

K K
r r

σ σ θ σ θ
π π

= +                             (2) 

Finally, the auxiliary strain is obtained from 
( )aux aux

ij ijkl klS xε σ=                                     (3) 
where ( )ijklS x  is the compliance tensor of the non-homogeneous material. 
  Since the material property involved in the auxiliary displacement is the local value at the crack 
tip, the auxiliary strain fields are not compatible with the auxiliary displacement fields. Next, we 
will focus on the derivation of the interaction integral. The dynamic J-integral for cracked 
homogeneous linear elastic materials is [9] 

1 ,10
= lim ( ) i ij j iJ W L u n dδ σ

ΓΓ→
⎡ ⎤+ − Γ⎣ ⎦∫                            (4) 

  Superimposing the actual and auxiliary fields on Eq. (4) and one can obtain the interactional part 

1 ,1 ,10

1lim ( ) ( )
2

aux aux aux aux aux
jk jk jk jk i j j ij j ij j iI u u u u n dσ ε σ ε δ ρ σ σ

ΓΓ→

⎡ ⎤= + + − + Γ⎢ ⎥⎣ ⎦∫ &&            (5) 

The related definitions of the interaction integral are illustrated in Fig. 1. Here, we call attention to 
an important assumption, namely, the auxiliary stress and strain fields are assumed to be related 
through the same elasticity tensor as the actual stress and strain fields 

( )aux aux aux
ij ij ijkl kl ij kl klC xσ ε ε ε ε σ= =                             (6) 

Due to the way in which we have defined the auxiliary fields and the material property 
in-homogeneity, the associated terms do not vanish when we employ the divergence theorem. The 
contour integral is then converted into an equivalent domain integral which involves the term 
induced by the interface together 

,1 ,1 ,1 ,1

*
, 1 ,1 ,1 , int

( ( ))

( ) ( )

tip aux aux aux aux
ij ijkl ijkl kl j j j j j jA

aux aux aux aux
jk j k j j i ij j ij j i erfaceA

I S S x u u u u u u qdA

u u u u u q dA I

σ σ ρ ρ ρ

σ ρ δ σ σ

⎡ ⎤= − + − −⎣ ⎦

⎡ ⎤− + − + +⎣ ⎦

∫
∫

&& & & &&

&&
           (7) 

where q  is the weight function varying from unity at the crack tip to zero on BΓ , and 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-3- 
 

11 12 13BΓ = Γ +Γ +Γ                                  (8) 
and tip

ijklS  is the compliance tensor at the crack tip. As shown in Fig. 1, there is bi-material interface 
int erfaceΓ  in the domain and the interface is assumed to be perfectly bonded. Thus, the whole integral 

domain is divided by int erfaceΓ  into two parts, i.e., 1A  and 2A . In addition, *
int erfaceI  in Eq. (7) 

denotes the interface integral and will be discussed below. 
 

 
Fig. 1 Interaction integral domain cut by a material interface 

 
  The line integral corresponding to the interface can be written as 

int

* (1) (2) (1) (2) (1) (2)
int 1 ,1 ,1 ,1

(1) (2)
1

( ) ( ) ( )

( )
erface

aux aux aux
erface jk jk jk i j ij ij ij j j

aux
j j i i

I u u u

u u m qd

σ ε ε δ σ σ σ

ρ ρ δ

Γ
⎡= − − − − −⎣

⎤+ − Γ⎦

∫
&&

           (9) 

To simplify the above equation, we firstly build a curvilinear coordinate system, as shown in Fig. 2. 
 

 
Fig. 2 A curvilinear coordinate system originating from the interface 

 
Then, we have 

2 2
1 1 10 2 20

2 0

( ) ( )
q

x x x x r

dl

ξ

ξ

= − + − =

= ∫
                        (10) 

1
1

1

1
2

2

cos

sin

m
x

m
x

ξ α

ξ α

∂
= =

∂
∂

= =
∂

                                     (11) 

where 1 2( , )x x  and 10 20( , )x x  are the global coordinates of the point p and q, respectively. 1 2( , )ξ ξ  
are the curvilinear coordinates of the point p. 1m  and 2m  denotes the components of the outward 
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normal vector m to int erfaceΓ  at point q. According to the equilibrium condition on the bi-material 
interface, the tractions on both sides of the interface should be equal. We have 

(1) (2)⋅ = ⋅m mσ σ                                   (12) 
Since the interface is perfectly bonded, the derivatives of actual displacements with respect to the 
curvilinear coordinate 2ξ  are equal on both sides of the interface, as a result 

(1) (2)

2 2

( ) ( )∂ ∂
=

∂ξ ∂ξ
u u                                  (13) 

  According to the above assumptions, it can be found that the first term of the interface integral is 
equal to the third one, and the second term is zero. If the mass density of the materials on both sides 
of the interface is equal to each other, we can obtain 

0*
interfaceI =                                      (14) 

In addition, we assign the values auxiliary velocity fields to zero. The interaction integral (I-integral) 
indicated in Eq. (7) can be simplified as 

,1 ,1

, 1 ,1 ,1 ,

( ( ))

( )

tip aux aux
ij ijkl ijkl kl j jA

aux aux aux
jk j k i ij j ij j iA

I S S x u u qdA

u u u q dA

σ σ ρ

σ δ σ σ

⎡ ⎤= − +⎣ ⎦

⎡ ⎤− − +⎣ ⎦

∫
∫

&&
                     (15) 

  In order to show the advantages of Eq. (15), we will compare it with the traditional J-integral and 
the M-integral given by Song et al. [4]. The J-integral in the form of the stiffness can be expressed 
as 

,1 1 , ,1 ,1
1( ) ( )
2ij i j j i i ijkl ij klA A

J u W q dA u u C qdAσ δ ρ ε ε= − + −∫ ∫ &&             (16) 

The resulting M-integral is 
{ }

{ }
,1 ,1 1 ,

, ,1 ,1 ,1

( )aux aux aux
ij i ij i ik ik j jA

aux aux aux
ij j i i i ijkl kl ijA

M u u q dA

u u u C qdA

σ σ σ ε δ

σ ρ ε ε

= + −

+ + −

∫
∫ &&

                    (17) 

Through rigorous proof, we can conclude that the M-integral is totally equivalent to the I-integral. 
However, the expressions are quite different. It can be found that the derivatives of material 
properties exist unavoidably in both the above equations. Differently, the I-integral in Eq. (15) does 
not involve any derivatives of material properties. Moreover, in certain conditions, the I-integral is 
still valid even when the integral domain contains material interfaces. Therefore, the applicable 
range of the present interaction integral is wider than that of the two methods mentioned above for 
non-homogeneous materials. 
 
2.2. Extended Finite Element Method without Tip Enriched Functions 
 

By enriching the standard approximation with additional functions, the extended finite element 
method (XFEM) allows for the modeling of arbitrary geometric features independently of the finite 
element mesh. This advance has provided a convenient computational tool for modeling 
discontinuities and their evolvements. However, if both the strong discontinuities i.e., cracks and 
the weak discontinuities i.e., inclusions exist in the domain, especially when the crack tip 
approaches near the inclusions, it is difficult to obtain the accurate solutions i.e., stress intensity 
factors (SIFs) using the XFEM technique. In addition, in the XFEM modeling of cracked problems, 
the corresponding analytical results are pre-requisite. If the analytical solutions are difficult to 
obtain or are very complex themselves, the application is not convenient. Based on the above 
reasons, Wang et al. proposed a numerical method, named as extended finite element method 
without tip enriched functions, for modeling crack growth in particle reinforced composite materials 
[10]. We employ this numerical method to determine the basic solution of the boundary value 
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problems. Then, the mixed-mode SIFs can be easily extracted from the Irwins’ relation after we get 
the values of the I-integral. The Newmark’s method of direct integration schemes is used in 
dynamic analysis finally. 
 
2.3. Numerical Examples 
 

Young’s modulus and mass density vary exponentially, such that /E constentρ ≡ , as given by 

0 1 2exp( )E E x yβ β= +                                (18) 

0 1 2exp( )x yρ ρ β β= +                                (19) 
where 0E  and 0ρ  are Young’s modulus and mass density for initial values. 1β  and 2β  are the 
non-homogeneity parameters along the x- and y- directions, respectively. When  1β  and 2β  are 
equal to zero, the above two equations return to the case of homogeneous materials. A constant 
Poisson ratio of 0.3 is used during the whole simulation and the plane strain status is assumed. The 
geometry and the boundary conditions are illustrated in Fig. 3. The data used in the computation are: 

20L mm= , 40D mm= , 2 4.8a mm= , 0 199.992E GPa= , 3
0 5000 /kg mρ = , 7.34 /dC mm sμ= . 

The time is normalized with respect to the dilatational wave speed ( dC ), and the DSIFs are 
normalized with respect to 

0 0K aσ π=                                    (20) 
where the 0σ  is the magnitude of the applied stress and a  is half of the total crack length. A time 
step is 0.1t sμΔ = .  
 

 
 

Fig. 3 Center cracked tension specimen: (a) non-homogeneous materials (b) exponentially graded 
materials in the y-direction 

 
  In order to employ severe material gradations, relatively high β  values are assigned: 1 0.1β =  
and 2 0.1β = . Here, the units corresponding to the material gradation parameters are millimeters. 
Material properties vary simultaneously along both the x- and y-directions according to Fig. 3(a). 
Fig. 4 shows DSIFs at the right crack tip calculated by the present I-integral and M-integral and the 
reference ones in the paper written by Song et al. [4]. It can be found that there is an excellent 
agreement between the present numerical results and the reference ones. It demonstrates that the 
present method is valid for the fracture problems of such materials. 

L

D
2a

L

D
2a

( )a  ( )b
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  Next, we consider material properties that vary along the y-direction as shown in Fig. 3(b). The 
material gradation parameter 1β  is set to 0 and 2β  is set as 0, 0.05 and 0.1. Since material 
properties vary along the y-direction, the material properties are the same at both crack tips. 
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Fig. 4 Normalized DSIFs calculated by different methods 
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Fig. 5 Normalized mode I DSIFs for different material gradations along the y-direction 
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Fig. 6 Normalized mode II DSIFs for different material gradations along the y-direction 

 
  Fig. 5 and Fig. 6 show the mixed-mode DSIFs at the right crack tip. It is obvious that ( )IK t  is 
identical at both crack tips, while the magnitude of ( )IIK t  at the left crack tip is equal in 
magnitude and opposite in sign to the value at the right crack tip. So we only list the results at the 
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right crack tip. The initiation time at both crack tips remains the same for all cases of material 
gradations because of the same definition of material properties. Values of ( )IIK t , induced by 
material gradients, are more sensitive with increasing β , whereas the maximum magnitude of 

( )IK t  is relatively insensitive to β . However, the magnitude of ( )IIK t  is relatively small 
compared to that of ( )IK t . 
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Abstract  Frictional contact is often observed in the problems with the presence of crack surface. In order 
to take effects of contact of crack surfaces on the structural response, in the framework of mesh-based 
approaches, e.g. Finite Element Method (FEM) or Boundary Element Method (BEM), usually the contact 
surfaces need to be discretized and nodes are placed on the contact surfaces, although the meshes for both 
contact surfaces are not necessary to be matched with each other. However, the crack surface will evolve 
under loading, so remeshing is needed to make the meshes consistent with the geometry of crack surfaces.  
 
In this paper, we deal with the frictional contact problems resulting from presence of crack surfaces by 
combining the eXtended Finite Element Method (XFEM) and B-Differential Equation Method (BDEM). 
XFEM is used to model the discontinuities of displacement fields in the interior of the elements without the 
need for the remeshing of the domain. In BDEM, the normal and tangential contact conditions are 
formulated as B-differentiable equations and satisfied accurately. The B-differentiable Newton solution 
strategy with the good convergence performance is employed to solve with system equations. The Numerical 
examples including 2D and 3D frictional contact problems are given to demonstrate the effectiveness and 
accuracy of the presented approach. 
 
Keywords Frictional contact, eXtended Finite Element Method, B-differential Equation 
 
1. Introduction 
 
Separation, stick and frictional sliding are often observed in the problems with the presence of crack 
surface or crack propagation. In order to take effects of contact on the behavior of cracks and 
structure, in the framework of mesh-based approaches, e.g. traditional Finite Element Method (FEM) 
or Boundary Element Method (BEM), remeshing is needed to trace the crack surfaces and make the 
meshes consistent with the geometry of crack surfaces. Although the meshes for contact surfaces in 
the framework of FEM and BEM are not necessary to be matched with each other, remeshing will 
result in the increase of the computational cost and additional mapping of the computational results 
from the original meshes to updated meshes. The invention of embedded discontinuity method, in 
which the discontinuity surfaces can be embedded in the element and traced effectively without 
remeshing, e.g., eXtended Finite Element Method[1], provides an alternative method to deal with 
contact problem, especially for the case in which contact surfaces evolve in the structure subjected 
to the complicated cyclic loads. The key feature of XFEM is that the discontinuity across crack 
surface can be resolved by additional enrichment functions and additional nodal degrees of 
freedom. 
 
The contact problem which is solved in the content of XFEM is firstly proposed by J. Dolbow Möes 
et al. [2]. The contact condition were enforced by penalty method and the LArge Time INcrement 
method (LATIN) was employed to solve the system equations. Recently, FS. Liu and R.I. Borja [3] 
proposed the Petrov-Galerkin variational formation for the frictional contact problem, and the 
augmented Lagrangian technique was used for the enforcement of contact conditions. I. Nistor et al. 
[4] developed a hybrid X-FEM contact element for frictionless large sliding contact problem, in 
which the augmented Lagrangian method was also employed.  
Due to the good performance and convergence property of B-differentiable Equations method to 
solve the frictional contact problem, so we extended this method to model the two and 
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three-dimensional elastic frictional contact problems between the crack surfaces in the framework 
of XFEM. The structure of the paper is given as follows. Firstly, the variational formulation for 
frictional contact problem and the contact conditions are reviewed in Section 2. Secondly, the 
details of computation of discontinuities across contact surfaces and the equivalent nodal force due 
to the contact force acting at the contact surface are described in the framework of XFEM in 
Section 3. In Section 4, after the B- differentiable equations method for frictional contact problem is 
introduced we give the formulation and solution procedure of the combined XFEM and BDEM for 
frictional contact problem. Two numerical examples are presented in Section 5 for demonstrate the 
feasibility and accuracy of the proposed method. The concluding remarks are given in the last 
section. 
 
2. Problem formulation 
 
2.1. General description of the problem 
 
Consider a body Ω∈Rn, (n=2,3) embedded with two crack surfaces 1

cΓ  and 2
cΓ  which are also 

taken as the contact surfaces. We denote by Γ the outside boundary of Ω. Γ is composed by Γu on 
which prescribed displacements are imposed, Γσ on which prescribed tractions are imposed and the 
crack surfaces, i.e. Γ=Γu∪Γσ∪

1
cΓ ∪ 2

cΓ . The crack surfaces may intersect the boundary Γ with 
points in 2D case or lines in 3D case. In the following sections, the variables with superscripts ‘1’ 
and ‘2’ indicate that they are related to 1

cΓ  and 2
cΓ  respectively. On the two crack surfaces, the 

displacements and tractions are denoted as )2,1(, =itu i
c

i
c  respectively. It should be noted that since 

the contact surfaces are embedded in the element, they are assumed to be coincident initially, i.e., 
no initial gap exists between the contact surfaces. 
 
The quasi-static loading by a body force bf and given traction t on Γσ are assumed. The equilibrium 
equation and boundary conditions are described as follows. 

( ) cf ΓΩ=+ \in0div bσ        (1) 

222

111

on

on

on
on

ccc

ccc

u

Γ=⋅

Γ=⋅

Γ=
Γ=⋅

tnσ

tnσ

uu
tnσ σσ

        (2) 

Where, σ is the Cauchy stress tensor, u is the prescribed displacement vector on boundary uΓ . nσ  
is the unit normal vector to the boundary σΓ . i

cn and i
ct  (i=1,2) are the unit normal vectors to the 

contact surface i
cΓ  and contact stresses on i

cΓ  respectively. 
 
2.2. Frictional contact constraint formulation by B-differentiable equation 
 
According to the assumption of small displacement and small strain, a contact pair consists of the 
two points with the same coordinates on 1

cΓ  and 2
cΓ , which are denoted as 1

cx  and 2
cx  

respectively. A local coordinate system nab is established on 2
cΓ  as shown in Figure 1. Therein, n 

is the normal vector and a and b are tangential vectors to the contact surface 2
cΓ .  
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Figure 1. Local coordinate system on the contact surface 2
cΓ  

Then the normal gap nuΔ  between a contact pair can be defined as  

( ) ( ) ( )( ) nxuxux ⋅−=Δ 21
cccnu        (3) 

Where, ( )1
cxu  and ( )2

cxu  are the displacements of contact points on 1
cΓ  and 2

cΓ  respectively.  
 
Since part of the system energy will be dissipated due to the friction, the frictional contact problem 
is nonlinear and path-dependent and increment solution strategy is needed. So at every load step, 
when frictional sliding takes place between two contact surfaces, relative incremental sliding in 
tangential directions are defined as follows. 

( ) ( )( ) axduxdu ⋅−=Δ 21
ccadu        (4a) 

( ) ( )( ) bxduxdu ⋅−=Δ 21
ccbdu        (4b) 

Where, du is the vector of incremental displacement at current load step. 
 
The contact conditions in normal and tangential directions proposed by Christensen et al. [5] are 
expressed as a B-differentiable equation set. Due to the assumption of small displacement and small 
strain, the discrete point-to-point contact model is employed in the following, so that the contact 
conditions will be formulated by the quantities at these discrete contact pairs. For i-th contact pair, 
they are written as 

( ) { } 0,min,H2 =Δ= i
n

i
n

ii
c

i PurdPdu        (5a) 

( ) ( ) 0,H3 =−= rPP i
a

i
a

ii
c

i λdPdu        (5b) 

( ) ( ) 0,H4 =−= rPP i
b

i
b

ii
c

i λdPdu        (5c) 

Where, i
cdu  is the incremental displacement vector of two contact points consisting of the i-th 

contact pair. idP  is the vector of increment contact force acting at the i-th contact pair. i
nP , i

aP  
and i

bP  are the total contact forces in the normal and two tangential directions. r is a positive scalar. 
i
nuΔ  is the normal gap. Eq. (5a) corresponds to the normal contact condition, Eqs. (5b) and (5c) 

correspond to the tangential contact conditions in local a and b directions respectively. The 
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definitions of ( )rPi
a , ( )rPi

b  and λ  are given as follows. 
i
a

i
a

i
a durPrP Δ−=)(         (6a) 

i
b

i
b

i
b durPrP Δ−=)(         (6b) 

{ } ( )( ) ( )( )
⎭
⎬
⎫

⎩
⎨
⎧ += 1,0,minmin 22 rPrPP i

b
i

a
i

nμλ        (7) 

Where, i
aduΔ  and i

bduΔ  are tangential incremental relative displacements in local a and b 
directions respectively. The incremental relative displacements in global and local coordinate 
system for i-th contact pair at current load step are defined as 

( )zyxorbanjdududu i
j

i
j

i
j ,,,,,21 =−=Δ      (8) 

The normal relative displacement for i-th contact pair at current load step is defined as 

( )21 i
n

i
n

i
n

i
n duduuu −+Δ=Δ          (9) 

Where, i
nuΔ  is the initial normal relative displacements at current load step. 

 
3. Discretization by XFEM formulation 
 
The XFEM is a promising method to simulate the existence and growth of the discontinuities, such 
as cracks, without the need to make the mesh conforming it. In order to characterize the 
discontinuous displacement field resulted from the embedded discontinuity, the Heaviside functions 
or asymptotic crack tip functions are often used to enrich standard continuous displacement fields of 
the elements cut entirely by the discontinuity surface or those including the crack tip in 2D or crack 
front in 3D case, respectively. The additional nodal degrees of freedom corresponding to these 
enrichment functions are needed. 
 
3.1. The XFEM approximation 
 
In XFEM, the displacement approximation at an arbitrary point x in the element with embeded 
discontinuity takes the form 

[ ][ ] ( ) ( )∑ ∑∑∑
= ===

−+−+=+=
nd

k l
kkllklk

nd

j
jjHj

nd

i
ii rgrgNHHNN

1

4

111
),(),()()()()()( θθcxxbuxuxuxu  (10) 

Where, nd is the number of nodes in one element, iu is the continuous displacement field at node i. 
The last two terms form the discontinuous part [ ][ ]u . H(x) is generalized Heaviside function, and 
bHj is the vector of additional translational DOFs corresponding to generalized Heaviside function. 
gl (l=1,2,3,4) are the tip enrichment functions, and ckl is the vector of additional translational DOFs 
related to the l-th tip branch function for node k. The generalized Heaviside function is defined as 
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( ) ( )
( )⎩

⎨
⎧

<⋅−
≥⋅−

−=
=

=
0
0

1
1

*

*

nxx
nxx

xH         (11) 

Where, x* is the closest point on the crack surface for point x. The unit normal vector n is defined in 
Figure 1. The vector functions g(r,θ) are defined as 

( ) ( ) ( ) ( ) ( ) ( ){ }

⎭
⎬
⎫

⎩
⎨
⎧=

==

θθθθθθ
θθθθθ

sin
2

cos,sin
2

sin,
2

cos,
2

sin

,,,,,,,, 4321

rrrr

rgrgrgrgr xgg
           (12) 

Where, (r,θ) are the local polar coordinates of point x. The local polar coordinate system is 
established at the crack tip in 2D case [1] or crack front in 3D case [7]. In (12), the first function 
is discontinuous across the discontinuity surface whereas the other three functions are 
continuous. So the displacement jump across the discontinuity surface comes from the 
generalized Heaviside function (11) and the first function in (12).  
 
The equilibrium equations are obtained after the discretization of weak form of equilibrium 
equations and the implementation of the contact constrain by Lagrangian multiplier method.  

( )PFfKu c+=          (13) 

Where, u is the vector of nodal displacements including the conventional DOFs and additional 
nodal enrichment DOFs. K is the stiffness matrix. f is the nodal load vector resulted from body 
force and prescribed traction on σΓ . Fc is the equivalent nodal force vector resulted from the 
contact forces P acting on the contact surfaces which are equivalent to the contact stress acting on 
the crack surface. Note that the unknown vectors in Eq.(13) are u and P. 
 
3.2. The derivation of equivalent nodal force resulted from the contact forces on the crack 
surfaces in the XFEM formulation 
 
In the case that the contact surfaces are embedded in the interior of element, the contact pairs can be 
easily formed at the positions where the crack line/surface intersects the edges of the element. The 
two contact points in one contact pair have the same coordinates as the intersection point. Let cx be 
the position of any contact pair. Then the displacement jump can be computed according to 
(10)~(12) and obtained as  

( )[ ][ ] ( ) ( ) ( ) ( )∑∑
==

+=−=
nd

k
kck

nd

j
cjHjccc NrN

1
1

1

21 22 cxxbxuxuxu     (14) 

Where, 1
cx  and 2

cx  are two contact points in the contact pair located on crack surface 1
cΓ  and 

2
cΓ  respectively. Because no initial gap exists between the two contact surfaces, ccc xxx == 11 . 

 
The equivalent nodal forces Fc can be obtained from virtual work done by the contact forces P 
acting at the contact points. It is assumed that the element is cut by contact surface into two pieces, 
as shown in Figure 2. In order to clarify the following procedure for more general cases, the nodes 
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are assumed to be enriched by both the generalized Heaviside and branch functions. In Figure 2, we 
focus on the contact pair i1 on the edge “s”, and the two contact points belonging to the 1

cΓ and 2
cΓ  

are denoted as 1
1i  and 2

1i  respectively. For every contact pair, the contact force acting at the point 
1
1i denoted by vector 1iP  is used to represent the pair of contact forces.  

2
S

1
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2
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Figure 2  The element cut by contact surface and the contact forces 

 

Then using (14), the virtual work done by the contact force at the contact pair i1 is 

( ) ( ) ( ) ( )[ ][ ] ( ) ( ) 1111

1
1

1
1

21 2 i
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kck

nd

j
cjj

i
c

i
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i
ci NrNW PcxxbPxuPxuPxu ⋅⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
+=⋅=−⋅+⋅= ∑∑

==

δδδδδ (15) 

As the contact pairs locate on the edges of element, so only the two shape functions related to nodes 
on the edge are nonzero. For example, in Figure 2, cx locate on the edge "s", therefore only the 
shape function of nodes s1 and s2 may take nonzero values. The virtual work is then transformed 
into 
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Where,  
{ }

( ) ( ) ( ) ( ){ }Ti
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i
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NrNrNN 1
2

1
1

1
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1
1

1

2121

2,2,2,2

,,,

PxPxPxPxF

ccbbu

=

= δδδδδ
  (17) 

1i
cF  is the equivalent nodal loads resulted from the contact forces 1iP  acting at the contact pair i1 

on the embedded contact surfaces in one element. Thus the total nodal loads cF resulted from the 
contact forces can be obtained by assembling 1i

cF  for every contact pair i1. 
 
4. Solution procedure 
 
The equilibrium equation (13) and the contact equations (5) lead to the system equations which 
have the forms 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-7- 
 

( )
{ }
{ }
{ } 0H

0H

0H

0PFfKuH

==

==

==

=−−=

TNC

TNC

TNC

c

4
2
4

1
44

3
2
3

1
33

2
2
2

1
22

1

H,,H,H

H,,H,H

H,,H,H

Κ

Κ
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Where, NC is the total number of contact pairs. The unknown vectors of displacement du and 
contact forces dP in the form of increment are grouped and denoted by vector z, i.e., z={du, dP}T. 
The second to fourth equations in Eq. (18) are B-differentiable equations, because “min” operator in 
(5) is B-differentiable[5].  
 
Because of the nonlinearity and non-smooth properties of (18), an iterative B-differentiable Newton 
method [6] which is an extension of classical Newton method, is employed for solving the system 
equations (18).  
 
5. Numerical examples 
 
5.1. 2D square plate with a crack 

 
A square plate with 20 ×20m including a center crack oriented at 45° relative to the horizontal is 

considered. In order to examine the accuracy of the proposed method, two different discretizations 
by quadrilateral finite elements, which denoted as Model I and Model II respectively, are 
constructed as shown in Figure 3. In the Model I, the mesh is uniform and the crack intersects the 
elements at the two adjacent sides. In the Model II, the crack intersects the elements at the two 
opposite sides. The material is elastic with the properties: Young’s Modulus 10GPa, Poisson’s ratio 
0.3. The bottom boundary of the plate is fixed. At the top boundary, uniform displacements with the 
value of -0.1m in vertical direction are prescribed. In this example, we assume that the crack surface 
can slide but the crack tip will not advance. The different friction coefficients with 0.1, 0.8 and 1.2 
are used to test the convergence of the proposed method.  
 
The results show that the convergent solutions can be obtained for the three frictional coefficients. 
The total reaction forces at the top boundary for different frictional coefficients are given in Table 1. 
And the contours of displacement in the case of frictional coefficient 0.1 for the two different 
discretizations are shown in Figure 4. Table 1 shows that for the two different discretizations, the 
resultant reaction forces agree well with each other for different frictional coefficients. The Figure 4 
shows that the distribution and magnitude of displacements in x and y direction are almost the 
identical for both models. 
 

Table 1 Resultant of reaction force on the top boundary (Unit: N) 
Model μ=0.1 μ=0.8 μ=1.2 
Mesh I 973.3 1107.4 1137.5 
Mesh II 973.7 1108.8 1141.6 

Relative Error 4.11e-4 1.3e-3 3.6e-3 
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(a) Uniform mesh (Mesh I)                (b) Non-uniform mesh (Mesh II) 

Figure 3 Two finite element discretizations of the square plate 
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Figure 4 Distribution of displacement in the square plate for frictional coefficient 0.1(Unit: m) 
 
 
5.2. Frictional contact of two parts of a 3D beam 
 
In this example, a beam is divided into two identical parts by a contact surface shown in Figure 5. 
In order of comparison and validation, two finite element models denoted by Model I and Model II 
are constructed. In Model I the contact surfaces are embedded in the elements, while in Model II the 
contact surfaces coincide with the element boundaries. The finite element discretizations for the two 
models are given in Figure 6. The presented method in the framework of XFEM is used for solving 
Model I and the standard FEM with B-differential equation method for Model II. The material is 
elastic with the properties: Young’s Modulus 1e10Pa, Poisson’s ratio 0.3, frictional coefficient 0.1. 
At the left end of beams, part of the surface, i.e. the shadow area as shown in Figure 6, is fixed. So 
there are no constraints at the intersection line between contact surfaces and the boundary surfaces 
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of the cantilever beam. The distribution line load in negative X, Y and Z directions with the same 
density of 1e5N/m are applied at the top of free end as shown in Figure 6.  
 
In the Model I and Model II, there are 7 nodes at the top of free end denoted by P1 to P7. The 
displacements at these nodes for the two models are listed in Table 2. It can be seen from this table 
that the displacements of selected points for both models agree well with each other.  
 

Contact surface

3m

2m
6m

Fixed end

qz=-1e5N/m

qy=-1e5N/m

X

Y

Z

qx=-1e5N/m

1/3m

 
Figure 5 Cantilever beam with the planar crack surface 

 

  
(a) Model I       (b) Model II 

Figure 6  Two finite element discretizations for the cantilever beam  
 

Table 2 Displacements of nodes at the top of free end (Unit:  cm) 

Points Direction\Model 

P1 P2 P3 P4 P5 P6 P7 

Model I -1.782853 -1.764749 -1.750595 -1.744385 -1.743544 -1.746958 -1.745677
Model II -1.782816 -1.764712 -1.750557 -1.744346 -1.743506 -1.746919 -1.745638X 

Error 2.1e-5 2.1e-5 2.17e-5 2.24e-5 2.18e-5 2.23e-5 2.23e-5
Model I -0.2448591 -0.0981012 0.0265221 0.1475015 0.26804830.3910484 0.5294690
Model II -0.2450343 -0.0982756 0.0263494 0.1473310 0.26788000.3908819 0.5293037Y 

Error 7.16e-4 1.78e-3 6.51e-3 1.16e-3 6.28e-4 4.26e-7 3.12e-4
Model I -1.517652 -1.460974 -1.424242 -1.389137 -1.354119 -1.318229 -1.269198
Model II -1.516629 -1.459982 -1.423281 -1.388208 -1.353223 -1.317365 -1.268366Z 

Error 6.74e-4 6.78e-4 6.75e-4 6.69e-4 6.62e-4 6.55e-4 6.56e-4
 

Contact surface

P1

P7

 

Contact surface 

P1 

P7 
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6. Conclusions 
 

In this paper, a combined eXtend Finite Element method and B-differentiable equations method for 
solving contact problems in which the contact surfaces are embedded in the elements. There are 
some salient features for the presented methods. Firstly, in the framework of XFEM, it is very 
convenient to construct the finite element meshes with minor consideration of the position of crack 
or contact surfaces. Due to the assumption of small deformation, the contact pairs are easily defined 
at the intersection points between the contact surfaces and the edges of elements. Secondly, the 
contact conditions are formulated as B-differentiable equations by the quantities at the contact pairs 
and satisfied exactly. Thirdly, the B-differential Newton method with guaranteed convergence 
property is utilized to solve the system equations consisting of equilibrium equations and contact 
conditions. The 2D and 3D frictional contact examples show the high accuracy and good 
convergence property of the presented method. 
 

Acknowledgements 
 

The first author greatly appreciates the financial support of State Scholarship fund provided by 
Chinese Scholarship Council and Professor Ted Belytschko to offer him a visiting scholarship 
position in Northwestern University. He also thanks postdoctors Qinglin Duan, Jeong-Hoon Song, 
Thomas Menouillard at Northwestern University, Dr. Fushen Liu at Stanford University for their 
kindly help in studying the XFEM and constructive discussion and suggestions. The support of the 
China National Science Foundation under grant 51178069 is gratefully acknowledged.  
 

References 
[1] N. Möes, J. Dolbow, T. Belytschko, A finite element method for crack growth without 

remeshing. International Journal for Numerical Methods in Engineering, 46 (1999) 131–150. 
[2] J. Dolbow, N. Möes, T. Belytschko, An extended finite element method for modeling crack 

growth with frictional contact, Computer Methods in Applied Mechanics and Engineering, 190 
(2001) 6825–6846. 

[3] F.S. Liu, R. I. Borja, A contact algorithm for frictional crack propagation with the extended 
finite element method, International Journal for Numerical Methods in Engineering, 76 (2008) 
1489–1512. 

[4] I. Nistor, M. L. E. Guiton, P. Massin, N. Möes, S. Géniaut, An X-FEM approach for large 
sliding contact along discontinuities, International Journal for Numerical Methods in 
Engineering, 78 (2009) 1407–1431. 

[5] P. Christensen, A. Klarbring, J.S. Pang, N. Stromberg, Formulation and comparison of 
algorithms for frictional contact problems, International Journal for Numerical Methods in 
Engineering, 42(1998), 145-173 

[6] J.S. Pang, Newton's method for B-differentiable equations, Mathematics of Operations 
Research, (15) 1990 311-341 14. 

[7] N. Sukumar, N. Möes, B. Moran, T. Belytschko, Extended finite element method for 
three-dimensional crack modeling, International Journal for Numerical Methods in Engineering, 
48 (2000) 1549-1570 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-1- 
 

Implementation of the XFEM for Hydraulic Fracture Problems 
 

Zuorong Chen* 
 

CSIRO Earth Science & Resource Engineering, Melbourne, Australia 
* Corresponding author: zuorong.chen@csiro.au 

 
Abstract  A new finite element has been implemented to incorporate the extended finite element method 
(XFEM) for the solution of hydraulic fracture problems. The proposed element includes the desired aspects 
of the XFEM so as to model crack propagation without explicit remeshing. In addition, the fluid pressure 
degrees of freedom have been defined on the element to describe the fluid flow within the crack and its 
contribution to the crack deformation. Thus the fluid flow within the crack and crack propagation are fully 
coupled in a natural way and are solved simultaneously. Verification of the proposed element has been 
conducted by comparing the finite element results with the analytical solutions available in the literature. 
 
Keywords  Hydraulic fracture, Extended finite element method, Internal pressure 
 
1. Introduction 
 
Hydraulic fracturing is a powerful technology for enhancing conventional petroleum production. It 
is playing a central role in fast growing development of unconventional gas and geothermal energy. 
The fully 3-D numerical simulation of the hydraulic fracturing process is of great importance to 
understand the complex, multiscale mechanics of hydraulic fracturing, to the efficient application of 
this technology, and to develop innovative, advanced hydraulic fracturing technologies for 
unconventional gas production. The accurate numerical simulation of hydraulic fracture growth 
remains a significant challenge because of the strong nonlinear coupling between the viscous flow 
of fluid inside the fracture and fracture propagation (a moving boundary), complicated by the need 
to consider interactions with existing natural fractures and with rock layers with different properties. 
 
Great effort has been devoted to the numerical simulation of hydraulic fractures with the first 3-D 
modeling efforts starting in the late 1970s [1-2]. Significant progress has been made in developing 
2-D and 3-D numerical hydraulic fracture models [3-15]. Boundary integral equation methods or 
displacement discontinuity techniques have generally been employed to investigate the propagation 
of simple hydraulic fractures such as penny-shaped or plane-strain fractures in a homogeneous, 
infinite or semi-infinite elastic medium where the appropriate fundamental solutions are available. 
The finite element method has been used and is particularly useful in modelling the hydraulic 
fracture propagation in inhomogeneous rocks which may include nonlinear mechanical properties 
and may be subject to complex boundary conditions. The finite element model is also able to 
investigate the propagation of hydraulic fractures in infinite or semi-infinite medium by using 
infinite elements or appropriate analytical solutions to efficiently approximate the far-field 
boundary [15]. However, the standard finite element model requires remeshing after every crack 
propagation step and the mesh has to conform exactly to the fracture geometry as the fracture 
propagates, and thus is computationally expensive.  
 
By adding special enriched shape functions in conjunction with additional degrees of freedom to the 
standard finite element approximation within the framework of partition of unity, the extended finite 
element method [16-17] (XFEM) overcomes the inherent drawbacks associated with use of the 
conventional finite element methods and enables the crack to be represented without explicitly 
meshing crack surfaces, and so the crack geometry is completely independent of the mesh and 
remeshing is not required, allowing for the convenient simulation of the fracture propagation. The 
XFEM has been employed to investigate the hydraulic fracture problems [18-19]. 
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In this paper, we explore the application of the extended finite element method to hydraulic fracture 
problems. By taking good advantage of the XFEM and the flexible functionality of user subroutines 
provided in ABAQUS [20], a user-defined 2-D quadrilateral plane strain element has been coded in 
Fortran to incorporate the extended finite element capabilities in 2-D hydraulic fracture problems. 
The user-defined element includes the desired aspects of the XFEM so as to model crack 
propagation without explicit remeshing. In addition, the extended fluid pressure degrees of freedom 
are assigned to the appropriate nodes of the proposed elements in order to describe the viscous flow 
of fluid inside the crack and its contribution to the coupled crack deformation. 
 
2. Problem formulation 
 
2.1. Problem definition 
 

 
Figure 1. A two-dimensional domain containing a hydraulic fracture 

 
Consider a two-dimensional hydraulically driven fracture cΓ  propagating in a homogeneous, 
isotropic, linear elastic, impermeable medium Ω  under plane strain conditions, see Figure 1. The 
boundary of the domain consists of FΓ  on which prescribed tractions F , are imposed, uΓ  on 
which prescribed displacements (assumed to be zero for simplicity) are imposed, and crack faces 

cΓ  subject to fluid pressure. The fracture propagation is driven by injection of an incompressible 
Newtonian fluid at constant volumetric rate 0Q  at a fixed injection point. It is assumed that the 
fracture propagation is quasi-static, and that the fracture is completely filled with the injected fluid, 
i.e., there is no lag between the fluid front and the fracture tip. The solution of the problem consists 
of determining the evolution of the fracture length, as well as the fracture opening, the fluid 
pressure, and the deformations and stresses inside the domain as functions of both position and 
time. 
 
2.2 Governing equations 
 
The stress field inside the domain, σ , is related to the external loading F  and the fluid pressure 
p  through the equilibrium equations: 
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where n  is the unit normal vector. 
 
The kinematic equations include the strain-displacement relationship, the prescribed displacement 
boundary conditions and the definition of the separation between the two surfaces of the crack. 
Under the assumptions of small strains and displacements, the kinematic equations read 

  T1 on
2

on

on
u

c

Ω

Γ

Γ 

   



 

ε u u

u 0

w u u

                                   (2) 

where u  is the displacement, w  is the separation between the two faces of the crack, and ε  is 
the strain. 
 
The stress field insider the domain is expressed in terms of the isotropic, linear elastic constitutive 
law as: 

:σ D ε                                                  (3) 
where D  is Hooke’s tensor.  
 

 
Figure 2. Fluid flow within crack 

 
The fluid flow within the crack is modelled using lubrication theory, given by Poiseuille’s law 

3

12
w p

q
x


 


                                             (4) 

where   is the dynamic viscosity of the fracturing fluid, q , the flow rate inside the crack per unit 
extend of the crack in the direction of x , is equal to the average velocity v  times the crack 
opening w  (see Figure 2), i.e., 

     xwxvxq                                             (5) 
The fracturing fluid is considered to be incompressible, so the mass conservation equation for the 
fluid may be expressed as 

0w q
g

t x

 
  

 
                                           (6) 

where the flux discontinuity  xg  is taken as positive if fluid is leaving the fracture. It can be 
interpreted as a source density outside the fracture, which accounts for fluid exchange between the 
fracture and the surrounding medium (e.g. porous rock). 
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Substituting of Eq. (4) into Eq. (6) leads to the governing equation for the fluid flow within the 
fracture 

0w p
k g

t x x

         
                                    (7) 

where 3 12k w   is the permeability. The general form of the governing equation (Eq. (7)) may 
be expressed as 

 T 0w p g   k                                      (8) 
where k  is the permeability tensor. 
 
According to linear elastic fracture mechanics, the criterion that the fracture propagates 
continuously in mobile equilibrium (quasi-static) takes the form 

I IcK K                                                (9) 
where IK  is the mode I stress intensity factor and IcK  the material fracture toughness. 
 
At the inlet, the fluid flux is equal to the injection rate, i.e.,  

0inlet
q Q                                              (10) 

At the tip, the boundary conditions are given by the zero fracture opening and zero flow conditions,  

tip tip
0w q                                            (11) 

The above equations constitute the complete formulation that can be used to predict the evolution of 
the hydraulic fracture. 
 
3. Weak form and FEM discretization 
 
The weak form of the equilibrium equation is given by 

 T T T T T 0
t c cc c c cdΩ dΩ dΓ dΓ dΓ     

   
            ε σ u b u t u p u p         (12) 

where b  is the body force, t  is the applied traction on the boundary tΓ , u  is an arbitrary 
virtual displacement and  ε  is the corresponding virtual strain, which is related to u  through 
the strain operator S  as  ε S u . 
 
For the fluid pressure on the crack surfaces, we define 

c c c c cp p p         p p p n n n .                                (13) 
The crack opening displacement w  is given by 

 T
c c cw    n u u , or  c c c c

    w n u u n .                          (14) 
Then the weak from of the equilibrium equation can be expressed in a more compact form as 

T T T T 0
t c

dΩ dΩ dΓ dΓ            ε σ u b u t w p .                 (15) 
The weak form of the governing equation for the fluid flow within the fracture can be written as 

 T T 0
c

p w p g dΓ


      k                                  (16) 

which, after integration by parts and substitution of the boundary conditions describe above, yields 
 T T T 0

c c c

p wdΓ p pdΓ p gdΓ  
  

        k                   (17) 

 
Consider the coupled problem discretized in the standard (displacement) manner with the 
displacement vector u  approximated as 
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1

ˆ
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u u
i i
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   u u N u N u , u u N u                               (18) 

and the fluid pressure p  similarly approximated by 

1

ˆ
n

p p
i i

i

p p N p


   N p , pp  N p                               (19) 

where iu  and ip  are the nodal displacement and pressure, u
iN  and p

iN  are corresponding 
nodal displacement and fluid pressure shape functions. 
 
The crack opening displacement w  is approximated by 

1

ˆ
n

w w
i i

i

   w w N u N u , w w N u                               (20) 

where w
iN  are the appropriate crack opening displacement shape function. It will be shown later 

that the shape function w
iN  can be expressed in terms of the displacement shape functions u

iN  
according to the relationship Eq. (14). 
 
Substitution of the displacement and pressure approximations (Eqs. (18) - (20)) and the constitutive 
equation (Eq. (3)) into Eq. (15) yields a system of algebraic equations for the discrete structural 
problem 

u   0 Ku Qp f                                                (21) 
where  

T d


 K B DB ,    T T

t

u u ud dΓ   f N b N t ,  T

c

w pdΓ Q N nN         (22) 

 
By substituting Eqs. (19) and (20) into Eq. (17), the standard discretization applied to the weak 
form of the fluid flow equation leads to a system of algebraic equations for the discrete fluid flow 
problem 

p   0 Cu Hp f                                                (23) 
where  

         TT T

c

p wdΓ


  C Q N n N ,  T

c

p pdΓ  H N k N ,  T

c

p p gdΓ f N      

(24) 
 
Then, the discrete governing equations for the coupled fluid-fracture problem can be expressed in 
matrix form as: 

u

p

        
        

        

 
 

0 0 K -Q u fu

C 0 0 H p fp
                              (25) 

The above equations form the basis for the construction of a finite element which couples the fluid 
flow within the crack and crack propagation. 
 
4. The extended finite element method and element implementation 
 
4.1 Extended finite element approximation 
 
By adding special enriched shape functions in conjunction with additional degrees of freedom to the 
standard finite element approximation within the framework of partition of unity, the extended finite 
element method (XFEM) [16-17] overcomes the inherent drawbacks associated with use of the 
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conventional finite element methods and enables the crack to be represented without explicitly 
meshing crack surfaces, and so the crack geometry is completely independent of the mesh and 
remeshing is not required, allowing for the convenient simulation of the fracture propagation. 
 
The XFEM approximation of the displacement field for the crack problem can be expressed as [17] 

                       
4

1

, ,
cr tip

l l l
I I I I I I I I I

I N I N I N l

H H B r B r 
   

       u x x u x x x a x b N N N  

(26) 
where N  is the set of all nodes in the mesh, crN  the set of nodes whose support are bisected by 
the crack surface cΓ , tipN  the set of nodes whose support are partially cut by the crack surface, 

 I xN  and  I xN  are the standard finite element shape functions, Iu  are displacement nodal 

degrees of freedom, Ia  and  l
Ib  are additional degrees of freedom for the displacement, and 

 H x  and    ,lB r   are the appropriate enrichment basis functions which are localized by 

 I xN . The shape function  I xN  can differ from  I xN . 
 
The discontinuity in the displacement field given by a crack cΓ  can be represented by the 
generalized Heaviside step function 

         
 

1 0
1 0

d
H H d sign d

d

    

x
x x x

x
                (27) 

where  d x  is the signed distance of the point x  to cΓ . 
 
The enrichment basis functions    ,lB r   are required to model the displacement around the crack 
tip, which are generally chosen as a basis that approximately spans the two-dimensional plane strain 
asymptotic crack tip fields in the linear elastic fracture mechanics: 

               
4

1
sin 2 cos 2 sin 2 sin cos 2 sinl

l
B r      


             (28) 

where  ,r   are the local polar coordinates at the crack tip. The first function in Eq. (28), 
 sin 2 , is discontinuous across the crack faces     , so the Heaviside enrichment in Eq. (26) 

can be removed in the displacement field approximation of the elements which are partially cut by 
the crack surface. 
 
According to Eq. (26), the displacement discontinuity between the two surfaces of the crack can be 
obtained as 

                   1 12 2 ,
cr tip

I I I I
I N I N

B r  

 

    w x u x u x x a x b N N      cΓx        (29) 

Combination of Eqs. (29) and (20) enables determining the shape function wN . 
 
The fluid pressure field within the crack is approximated by 

   
cr

p
I I

I N

p N p


 x x        cΓx                          (30) 

where  p
IN x  are the standard finite element shape functions. In some cases, it can also be chosen 

as a special function so as to allow for the pressure singularity at the crack tip and the associated 
near-tip asymptotic fracture opening associated with a zero-lag viscosity dominated regime in a 
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hydraulic fracture [18]. 
 
4.2 Element implementation 
 
As shown in Figure 3, the two-dimensional 4-node plane strain channel and tip elements have been 
constructed for the hydraulic fracture problem. Each node has the standard displacement degrees of 
freedom Iu . The additional degree of freedom Ia  and  l

Ib  are assigned to the four nodes of 
channel and tip elements, respectively. In addition, the virtual degree of freedom of fluid pressure 
has been assigned to nodes 3 and 4 so as to represent the internal fluid pressure within the crack. It 
should be pointed out that nodes 3 and 4 physically do not have fluid pressure degrees of freedom 
because here the fluid flow is confined within the crack. So the integral calculation of the related 
element matrixes and equivalent nodal forces (e.g. Eq. (24)) must be correctly carried out along the 
true crack path within the element. 
 

 
Figure 3. 2-D 4-node plane strain hydraulic fracture elements 

 
So, the active degrees of freedom for the channel element are 
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                   (31) 

and for the tip element the Heaviside enriched degrees of freedom Ia  need to be replaced by the 

crack tip field enriched degrees of freedom  l
Ib . 

 
According to the element connectivity and the arrangement of nodal degrees of freedom, the 
bilinear shape functions are used to approximate the displacement field, and the linear shaped 
functions are used to approximate the fluid pressure field. 
 
Gauss quadrature is used to calculate the system matrix and equivalent nodal force. Since the 
discontinuous enrichment functions are introduced in approximating the displacement field, 
integration of discontinuous functions is needed when computing the element stiffness matrix and 
equivalent nodal force. In order to ensure the integral accuracy, it is necessary to modify the 
quadrature routine. Both the channel and tip elements are partitioned by the crack surface into two 
quadrature sub-cells where the integrands are continuous and differentiable. Then Gauss integration 
is carried out by a loop over the sub-cells to obtain an accurate integration result. 
 
Due to the flexibility, the user subroutine of UEL provided in the finite element package ABAQUS 
[20] has been employed in implementing the proposed elements in Fortran code. The main purpose 
of UEL is to provide the element stiffness matrix as well as the right hand side residual vector, as 
need in a context of solving the discrete system of equations. 

4 
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5. Numerical Examples 
 
The proposed user element together with the structural elements provided in the ABAQUS element 
library are used to establish a finite element model to investigate a plane strain hydraulic fracture 
problem in an infinite impermeable elastic medium. The far-field boundary conditions are modelled 
by using infinite elements. The initial testing of this new element formulation involves using 
boundary value problems of an imposed fluid pressure and an imposed fracture opening. These 
problems are used to test for both of the two limiting cases of a toughness-dominated and 
viscosity-dominated plane-strain hydraulic fracture for which the analytical solutions are available 
in the literature [21].  
 

           
(a) (b) 

Figure 4. Zero-viscosity case: (a) Imposed pressure; and (b) Imposed opening 
 

           
(a)                                                                 (b) 

Figure 5. Zero-toughness case: (a) Imposed pressure; and (b) Imposed opening 
 
The simulation results for a plane strain toughness-dominated KGD hydraulic fracture are shown in 
Figure 4. The corresponding analytical solutions for the zero-viscosity case are also shown for 
comparison. The crack opening is obtained by imposing a given pressure calculated according to 
the analytical solution [21] on the crack surface of the finite element model. While the fluid 
pressure is obtained by applying an opening profile calculated from the analytical solution [21] to 
the crack surface of the finite element model. The results for the zero-toughness case are shown in 
Figure 5. Only twenty channel elements in total are meshed along the crack length in the finite 
element model.  
 
It can be seen that the XFEM predictions generally compare well with the analytical solutions for 
crack openings, while for the fluid pressure the XFEM predictions differ from the analytical 
solutions at the region close to the crack tip. One main reason for the deviation of the predicted 
fluid pressure from the analytical solutions near the tip is likely to be because the user-defined 
element is assumed to be cut through by the crack and no tip element is included in the finite 
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element model. Another reason could be that a static fracture rather than a propagating fracture is 
simulated here. Improved prediction can be expected with including the crack tip element that 
captures the crack tip singularity correctly. 
 
Figure 6 shows the stress field and crack opening profile of a center-cracked tension plate subjected 
to uniform tensile stress of 1.0 MPa. The width of the plate is 40 m and the half length of the crack 
is 5 m. The corrected stress intensity factor [22] is I =3.995 MPa mK . The calculation of the 
stress intensity factors is performed with the domain form of interaction integral. The computed 
stress intensity factors are I =3.954 MPa mK , and 8

II =3.8 10 MPa mK  . 
 

     
Figure 6. Stress and crack opening profile of a center-cracked tension plate 

 
6. Summary 
 
The application of the extended finite element method to the hydraulic fracture problems has been 
presented. The discrete governing equations for the coupled fluid-fracture problem have been 
derived. A user element based on the XFEM has been implemented in ABAQUS, which includes 
the desired aspects of the XFEM so as to model crack propagation without explicit remeshing. In 
addition, the fluid pressure degrees of freedom have been introduced and assigned to the 
appropriate nodes of the proposed element to describe the fluid flow within the crack and its 
contribution to the crack deformation. Verification of the user-defined element has been made by 
comparing the FEM predictions with the analytical solutions available in the literature. The 
preliminary result presented here is a first attempt to the promising application of the XFEM to the 
hydraulic fracture simulation. 
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Abstract  When suffered from severe thermal shock ultra-high temperature ceramics for high-temperature 
applications will present to strength reduction or fracture due to microcrack and macrocrack propagation 
induced by the shocks. And the thermal shock residual strength is one of the most important indexes that 
evaluate the ceramic material for further use after thermal shock. This paper established a temperature 
dependent thermo-fracture mechanics model to predict the residual strength of ultra-temperature ceramics 
after thermal shock. And the critical thermal shock temperature that causes the material strength drop is 
determined and show differences from the one without temperature-dependent material properties. Also these 
studies demonstrate the significance of incorporating temperature-dependent material properties on the 
prediction of thermal shock residual strength of ultra-high temperature ceramic materials. 
 
Keywords  Ultra-high temperature ceramics, Thermal shock, Fracture, Residual strength. 
 
1. Introduction 
 

Ultra-high temperature ceramics (UHTCs) are a family of ceramic based composites mainly 
consisted of transition metal compounds, particularly refractory borides and carbides composites of 
Zr, Hf and Ta, such as ZrB2, TaC, HfN and HfB2, which have melting points higher than 3000oC. 
Essentially, these UHTCs possess an excellent and unique set of bulk properties including unusually 
high melting points, high thermal conductivity, high elastic modulus and retain strength at high 
temperatures. And they can be potentially used at temperatures above 2000oC in an oxidizing 
environment [1-2]. This combination of properties make these materials potential candidates for a 
variety of high-temperature structural applications, including engines, thermal protection system 
such as leading edges and nose-cones for a new generation of  hypersonic vehicles, plasma arc 
electrodes, furnace elements, and high temperature shielding [3-5]. In these applications, UHTCs 
usually experience severe thermal shock. And it is known that cracking and other forms of damages 
are induced in UHTCs or ceramic composites when subjected to severe thermal shocks. As a result, 
the strength of thermally shocked UHTCs can be significantly degraded. Therefore, it is necessary 
to investigate thermal shock fracture resistance behavior of UHTCs of these advanced materials. 

Significant progress has been made in the understanding of thermal shock fracture behavior of 
ceramic materials with great efforts of theories and experiments done by many researchers. At 
present, the research of thermal shock resistance mostly focuses on the effects of surface defects, 
temperature, indentation crack length [7,8,9], particle reinforced [10,11] or whisker reinforced [12] 
on thermal shock resistance performance to explain the mechanisms of thermal shock failure in 
experimental way. Theoretical researches of the effect of surface heat transfer coefficient on thermal 
shock resistance had been made [13], and several evaluation theories of thermal shock resistance 
had been reported [6,14,15,16].  

In many experiment research works of thermal shock fracture behavior, residual strength is 
usually used to evaluate thermal shock resistance behavior of UHTCs [5,8,9,15]. Because the 
microcracks exist in ceramics, when a ceramic specimen is subjected to sufficiently severe thermal 
shocks, some of the pre-existing micro-cracks will initiate and grow to form macrocracks. Crack 
propagation in thermally shocked ceramics may be arrested depending on the severity of thermal 
shock, thermal stress field characteristics and material properties. What is more, the thermal shock 
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residual strength is one of the most important properties that evaluate the ceramic materials for 
further use after thermal shock. However, few researchers do it in theoretical way [17] , and they 
didn’t consider the effects of temperature on the thermo-physical properties. But in its actual 
operating condition the temperature range of the UHTCs is very large and the material properties 
are always function of temperature, the effects of temperature on the UHTCs material properties 
must been taken into consideration [7]. 

In this paper, thermal shock residual strength of UHTCs is studied. As basic research, firstly 
we only consider the strength degradation due to propagation of a single crack, which has proven 
reasonable in evaluating thermal shock residual strength of monolithic ceramics [18,19]. Effects of 
multiple crack propagation and particle-reinforced on strength degradation will be considered in the 
future study. And the material properties are function of temperature to take the effects of 
temperature on the UHTCs material properties into account. The critical thermal shock temperature 
that causes the material strength drop and thermal shock residual strength is determined by 
calculation and the results demonstrate the differences from the one without temperature-dependent 
material properties. 

 
2. Temperature and thermal stress fields 
 
2.1. Temperature fields of UHTC strip under cold shock 
 

Consider a long UHTC strip with an edge crack as shown Fig. 1, where 2a is the thickness of 
the strip and c0 is the crack length. The strip is initially at a constant temperature T0, and its surfaces 
x = 0 are suddenly cooled by cooling media of temperatures T∞ with the heat transfer coefficients h. 

 
Figure 1.  A UHTC strip with an edge cracks subjected to thermal shock 

 
Assume that the crack whose plane is normal to the surface of the strip does not perturb the 

transient temperature distribution. Therefore, this is a one-dimensional heat conduction problem as 
the Fig. 1 shows. Taking the temperature-dependent material properties into account, the governing 
equation can be written in the form 
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The corresponding boundary and initial conditions are as follows 
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0 , 2 , 0

T x t
x a t

x
∂

= = >
∂

 (3)  

( ) 0, , 0, 0 2T x t T t x a= = < <  (4)  

where k(T), ρ(T) and Cp(T) are the temperature-dependent thermal conductivity, mass density and 
specific heat capacity, respectively. And t represents time. 

Obviously this is a transient nonlinear heat conduction problem. In order to solve Eq. (1), we 
linearize this partial differential heat conduction equation using the Kirchhoff transformation [20], 
namely 

( ) ( )
00

1 T

T
T k T dT

k
θ = ∫  (5)  

where k0 is the thermal conductivity at reference temperature T0. Under the transformation (5), 
equations (1), (2), (3) and (4) reformulate as 
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However, in Eq. (6) 

( )
( ) ( )p

k T
T C T

κ
ρ

=  (10)  

is still temperature-dependent. For the convenience of derivation and calculation, we determine a 0κ  
with the use of Eq. (11) to replace in Eq. (6).Therefore, Eq.(6) becomes a total linear equation. 
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Applying the variable separation approach, the expression of ( ),x tθ  is obtained. 
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in which 0h k H= , L=2a, and mβ  is determined by the following Eq. (13). Therefore, the 
temperature fields T(x,t) can be acquired from ( ),x tθ  in Eq. (12) making the use of their 
relationship in Eq. (5). 
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tanm mL Hβ β =  (13) 

2.2. Thermal Stress in UHTC strip under cold shock 
 

After the temperature is obtained, the transient thermal stress in a fully free strip can be 
obtained from the classical beam analysis [21]. For plane-stress ( ),yy x tσ  has the form 

( ) ( ) ( )( )0, ( , ) ( , ) ( , )yy x t E T x t Ax B T x t T x t Tσ α= + − −⎡ ⎤⎣ ⎦  (14) 

where E and α are the temperature-dependent elastic modulus and thermal expansion coefficient, 
respectively. Values for constants A and B are determined from: 

( ) ( )
2 2

0 0
, 0 and , 0

a a

yy yyx t dx x t xdxσ σ= =∫ ∫  (15) 

 
3. Thermal stress intensity factor and thermal shock cracking 
 

The transient thermal stress intensity factor (TSIF) for an edge crack of quasi-static fracture 
problem can be obtained by using a non-dimensional weight function and the thermal stress. 

( )
( )

0
I

,

2

c

yy x t dx cK t cF
c a

σ
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⎝ ⎠
∫  (16) 

where c is the crack length, and F is the weight function[22], KI(t) represents the TSIF at t. 
It is obvious that the TSIF is proportional to thermal shock temperature difference ∆T, crack 

propagation will not occur if the thermal shock has no reached a critical value ∆Tc, at which the 
peak value of transient TSIF reaches the fracture toughness KIC. At ∆T=∆Tc, the peak value KI(t) 
reaches KIC and crack propagation is initiated. Therefore, when ∆T≥∆Tc, as the thermal shock 
proceeding, the crack propagation will occur when TSIF KI(t) > KIC and results in severe damage in 
UHTC plate; And it will be arrested after extending when KI(t) > KIC again, thus the crack will 
reach a final length cf after thermal shock determined by Eq. (17). 
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Therefore, the thermal shock residual strength can be determined by the final crack length as 
shown in Eq. (18). 
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(18) 

4. Results and discussion 
Refractory diborides of zirconium (ZrB2) based ceramics are the most used UHTCs. Take it as 

an example, the temperature-dependent material properties of the diborides of zirconium based 
UHTCs are shown Table 1 [8, 16, 23]. And the thickness of UHTC strip 2a = 5mm. 

Fig. 2 shows temperature has significant effect on crack resistance [5]. It shows that a higher 
temperature leads to a higher crack resistance. The highest crack resistances are about 5.5MPa·m1/2 
and 6MPa·m1/2 for 20oC and 600oC respectively. Due to lack of temperature-dependent crack 
resistance data, while determining the thermal shock residual strength with temperature-dependent 
material properties, we consider that it is still the same as the crack resistance at 600oC when 
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thermal shock initial temperature is higher than 600oC. For without temperature-dependent material 
properties, it is considered to be the same as the crack resistance at 20oC. 

 
Table1. Temperature-dependent material properties of the diborides of zirconium based UHTC 

Material parameters Values and expressions 

E(GPa) ( )0 1 2 2

m mT T
T T

m mE E BTe B T B T T B T e
− −

= − + − + −  

E0(GPa), B0, B1, B2 500, 2.54, 1.9, 0.363 

α (°C-1) (2.01ln(T)-6.7652)×10-6 

k (W⋅(m⋅°C)-1) -16.79×ln(T)+178.2 

ν 0.16 

Cp(T) (cal/mol) 15.34+2.25×10-3T-3.96×105T-2 

ρ(g.cm-3 ) 6.1 
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Figure 2. Crack resistance under different temperature 
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Figure 3. The relationship between thermal residual strength and thermal shock temperature difference ∆T 

( (a), h=50kW/(m2·K), (b), h=80kW/(m2·K) ) 
 

As can be seen in Fig. 3, the curves of thermal shock residual strength have the same trends 
with the experiments results’ trends which are common in literatures [5,9]. When the thermal shock 
temperature difference ∆T is less than the critical thermal shock temperature difference ∆Tc, crack 
propagation didn’t occur and the strength remains unchanged. At ∆T =∆Tc, the strength drops 
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precipitously, then decreases gradually and tends to be a constant as the increase of thermal shock 
temperature difference ∆T. Also the Fig. 3 shows that the critical thermal shock temperature 
difference ∆Tc with temperature-dependent material properties is higher than the one which does 
not take the effect of temperature on material properties into account. And, if the ∆T is less than a 
certain value the thermal shock residual strength with temperature-dependent material properties is 
higher than the one without the consideration of temperature-dependent material properties. 
However, the results are reversed as the ∆T becomes larger than the certain value. Therefore, if the 
temperature dependence of material is ignored, the critical thermal shock temperature difference 
∆Tc will be underestimated, and the thermal shock residual strength will be wrong determined. Thus, 
consideration of temperature-dependent material properties is essential for correct evaluation of 
thermal shock resistance and thermal shock residual strength of a material, especially for UHTCs 
suffered high temperature thermal shock. 
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Figure 4. Thermal stress intensity factor as a function of time ( (a), h=50kW/(m2·K), (b), h=80kW/(m2·K) ) 

 
In Fig. 4, setting the crack to be the initial length during the thermal shock proceeding, the 

TSIF KI is plotted as a function of thermal shock time for thermal shock initial temperature 
T0=600oC and 1000oC with surface heat transfer coefficient h=50kW/(m2·K) in Fig. 4 (a) and 
h=80kW/(m2·K) in Fig. 4 (b), respectively. The results show that the peak values TSIF KI for 600oC 
with temperature-dependent material properties are lower than the one without 
temperature-dependent material properties, on the contrary, when thermal shock initial temperature 
is 1000oC, the peak values with temperature-dependent material properties is higher than the one 
which does not take the effect of temperature on material properties into account. Because the 
coefficient of thermal diffusion of high temperature without temperature-dependent material 
properties is larger than the one with temperature-dependent material properties, the serious 
temperature gradient will moderate sooner, which can result in relaxing of thermal stress induced by 
thermal shock. Therefore, the phenomenon, that if the ∆T is less than a certain value the thermal 
shock residual strength with temperature-dependent material properties is higher than the one 
without the consideration of temperature-dependent material properties but the results are reversed 
as the ∆T increase shown in Fig. 3, is explained. And it is obvious that the thermal shock residual 
strength is strongly affected by the dependence of temperature of material properties. Thus, when 
determining the thermal residual strength of UHTCs for high temperature used, the result of high 
temperature thermal shock, that thermal residual strength with the consideration of 
temperature-dependent material properties is higher than the one without temperature-dependent 
material properties, is not always right. It must fully consider the effect of temperature on the 
material properties. 

 
5. Conclusions 
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In this paper, theoretical prediction thermal shock residual strength with the 

temperature-dependent material properties of UHTCs is presented. The theoretical model is capable 
of predicting qualitatively thermal shock residual strength behavior of UHTCs observed in 
experiments, i.e., when the thermal shock temperature difference ∆T is less than the critical thermal 
shock temperature difference ∆Tc, crack propagation didn’t occur and the strength remains 
unchanged. At ∆T =∆Tc, the strength drops precipitously, then decreases gradually and tends to be a 
constant as the increase of thermal shock temperature difference ∆T. The results of the theoretical 
model applying to the diborides of zirconium based UHTCs are compared to the results which 
haven’t take the effect of temperature on material properties into consideration. It shows that the 
thermal shock residual strength and thermal shock resistance is very sensitive to their 
temperature-dependent material properties. If the temperature dependence of material is ignored, 
the critical thermal shock temperature difference ∆Tc will be underestimated. And the thermal shock 
residual strength with temperature-dependent material properties is higher than the one without the 
consideration of temperature-dependent material properties if the ∆T is less than a certain value, but 
the results are reversed as the ∆T is larger than the certain value. Therefore, when determined the 
thermal shock residual strength, it must take the temperature-dependent material properties into 
fully account. 
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Abstract
In this study, ultra high performance concrete (UHPC) was used to investigate the effect of UHPC
and its precast product by the severe freeze-thaw testing. The UHPC to be used as a precast product
material contains a large amount of cement and cementitious materials, a large amount of
superplasticizer, and a very small amount of water. The UHPC mixes with eight different volumes
of steel fibres were tested and evaluated to find the optimum quality of precast production. The
results show that the mechanical properties of UHPC possess high strength, ductility, and bond
stress. The results also indicate that most of UHPC specimens presented a steady decrease in
compressive and flexural strength after freeze-thaw testing. The 2.5, 3.0 and 3.5% steel fibres by
volume were chosen and used in UHPC precast products, after UHPC specimens were tested and
finished on their performance evaluations. The results show that the loading capacity of UHPC
precast products increased significantly after 600 free-thaw cycles. As a result of freeze-thaw
resistance, the appropriate mixes of UHPC applied in the precast products have been obtained; it
would provide a reference manufacturing for the UHPC products.

Keywords: Ultra high performance concrete, UHPC, Freeze-thaw, Product

1. Introduction

Many severe circumstances are the result of extreme climate conditions such as low temperature,
freeze–thaw action, fire attack, and exposure to deicing salts. Because of this, the environmental
durability of both the construction materials and methods used in severe conditions and applications
are of utmost importance. For example, a small fire can reach 250°C, while a common blaze can
easily produce temperatures of around 800°C. In major conflagrations the temperature can even
reach 1100°C. At this level, the heat affects most materials, provoking the spontaneous combustion
of some of them and affecting the resistance of others. However, very little research has been
performed in evaluating the environmental durability of construction materials for UHPC members.
Very little work has been done on the effects of freeze–thaw cycling on UHPC materials and UHPC
precast products too.

The process of degradation of concrete due to freeze-thaw cycling is known as occurring due to the
expansion of pore water in the cement paste as it freezes to ice. The expansion of water into ice is
approximately 9%. This results in the ice pushing water to take up the extra volume and in turn
creates hydraulic pressure inside the concrete matrix when it has no more room to expand.
Micro-crack or local crack is caused if the expansive forces exceed the tensile strength in the
concrete during the freeze-thaw cycling. The effect of freeze-thaw cycling has a significant effect
on cement concrete and it causes cracking and scaling and ultimately failure [1].
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There are three categories of freezes: (1) dry freeze and hard dry freeze, (2) wet freeze, and (3) hard
wet freeze. Freeze-thaw rresistance of concrete depends on the permeability, the degree of
saturation, the amount of freezable water, the rate of freezing, and the average maximum distance
from any point in the paste to a free surface where ice can form safely. If the pressure developed
exceeds the tensile strength of the concrete, the cavity will expand and split. The accumulative
effect of continuous freeze-thaw cycles and interruption of paste and aggregate can ultimately cause
expansion and cracking, scaling, and collapsing of the concrete [1].

The UHPC was originally developed by Bouygues construction group and is currently being
marketed by Lafarge Inc. This particular UHPC is the only one currently widely available in the
United States; however, other companies also have similar materials available in other markets. A
new class of concrete that exhibits greatly improved strength and durability properties has recently
been developed. The Federal Highway Administration (FHWA) at its Turner-Fairbank Highway
Research Center (TFHRC) is currently evaluating UHPC for use in the transportation industry [2-3].

Selecting new materials for concrete structures requires an understanding of how the material
behaves in both the uncured and cured states, given the anticipated service and exposure conditions.
One of the greatest challenges for the successful performance of new materials is to control their
dimensional behavior relative to the substrate. Relative dimensional changes can cause internal
stress within the material as well as within the substrate. High internal stress may result in tension
cracking, which can lead to loss of load-carrying capability and deterioration. Particular attention
must be paid to select materials that properly address relative dimensional behavior so as to
minimize these stresses [4-5].

UHPC has remarkable flexural strength and very high ductility: the ductility is 250 times greater
than that of conventional concrete [5-7]. The material’s extremely low porosity gives its low
permeability and high durability, making it potentially suitable for retrofitting reinforced concrete
structures or for use as a new construction material and precast product [8].

The Atrium is setting a new stage for UHPC precast solutions. The Atrium is a unique, seven-story,
mixed-use building located in the vibrant downtown core of Victoria, British Columbia. Aptly
named for the large, free-form atrium space at its core, the building’s exterior is clad with UHPC, a 
material at the cutting edge of innovation for new architectural applications. Thanks to its
combination of superior properties, UHPC makes it possible to design and produce thin, complex
shapes, curvatures and customized textures; concepts that were previously difficult or impossible to
achieve with traditional reinforced precast concrete elements [9].

In recent times, a TechBrief was published by the Federal Highway Administration (FHWA)
providing a final design for a full depth UHPC waffle deck system. This TechBrief highlights the
results of a study aimed at evaluating the inelastic tensile response of UHPC subjected to
simultaneous structural and environmental loading. Practical application of concrete in the highway
infrastructure frequently subjects cracked sections to simultaneous mechanical and environmental
stressors. This experimental investigation focused on the response of a UHPC beam subjected to



13th International Conference on Fracture
June 16–21, 2013, Beijing, China

-3-

concurrent inelastic flexural loading and 15 percent sodium chloride (NaCl) solution application.
The results provided insight into the sustained robustness of UHPC structural members loaded
beyond their tensile cracking strength [10].

Test results from Lee et al. [11] revealed that UHPC specimen (5 cm × 10 cm cylinder) was still in
good condition after 600 cycles of freezing and thawing in accordance with ASTM C 666-97. After
freezing and thawing test, the non-shrinkage high strength mortar showed a reduction in
compressive strength, slant shear strength, steel pull out strength, and dynamic modulus by 17, 21,
24, and 25 %, compared with the corresponding values of 6, 7, 5, and 10 %, respectively, for UHPC.
Specimens of normal strength concrete were used as reference specimens. For the normal strength
concrete, the average value of relative dynamic modulus of elasticity based on resonant frequencies
after 600 freeze-thaw cycles was 55%, compared with the corresponding value of 92% for UHPC.

The goal of this paper is to describe the research done toward the realization of UHPC as an option
for precast concrete products. Special concern will be given to the steel fibres by volume were
chosen and used in UHPC precast products in severe freeze-thaw conditions. In addition to the
above, this experimental study also focuses on evaluating the the optimum steel fibre of UHPC
precast products.

2. Experiments

2.1. Materials and mix design

The cement used in this study was type II Portland cement conforming to ASTM C 150 which was
manufactured by the Taiwan cement company. Table 1 displays its chemical composition and
physical properties. The silica fume used was supplied by Sun-Li Trade Company in Taiwan. The
specific gravity of the silica fume is 2.25. The physical and chemical properties of silica fume are
displayed in Table 2. The UHPC to be used as a prospective material of precast product, contains
type II Portland cement, silica fume, silica sand, quartz powder, steel fiber and a superplasticizer.
The UHPC to be used as a precast product material contains a large amount of cement (type II
Portland cement), silica fume, silica sand, quartz powder, steel fiber, superplasticizer, and a very
small amount of water. The UHPC mixes with eight different volumes of steel fibres are shown in
Table 3, were designed, tested and evaluated to find the optimum quality of precast production.

Table 1. Chemical composition and physical properties of Portland cement II .

Chemical composition (%) Physical properties
C3S C2S C3A C4AF CSH2 1-day hydration heat Blaine 1-day strength
50 24 4.9 12.2 5 250 J/G 250 cm2/g 60 kgf/cm2

CSH2: gypsum
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Table 2. Chemical composition and physical properties of silica fume
Chemical composition (%) Physical properties

SiO2 Al2O3 K2O CaO MgO L.O.I Blaine SG
97.2 0.32 0.29 0.05 0.1 2.12 % 25.69 m2/g 2.25
SG: Specific Gravity

Table 3. Mix design of UHPC concretes (kg/m3)

Mix Cement Silica sand Silica fume Quartz Steel fiber SP Water

UHPC0 720 900 256 252 0 7.1 133.7
UHPC0.5 720 860 256 252 40 7.1 133.7
UHPC1.0 720 820 256 252 80 7.1 133.7
UHPC1.5 720 780 256 252 120 7.1 133.7
UHPC2.0 720 740 256 252 160 7.1 133.7
UHPC2.5 720 700 256 252 200 7.1 133.7
UHPC3.0 720 660 256 252 240 7.1 133.7
UHPC3.5 720 620 256 252 280 7.1 133.7
Note: SP means Super-plasticizer.

2.2. Test Specimens
The UHPC precast specimens had dimensions of 600 mm × 350 mm ×40 mm with eight opening
holes as shown in Figure 1. The fibers included in the UHPC were always Dramix steel fibers that
were 13 mm long and had two 0.2-mm and 0.25-mm diameter. These fibers were included in the
mix at a specific concentration of 0, 0.5, 1.0, 1.5, 2.0, 2.5, 3.0, and 3.5 percent by volume. The
demolding of the UHPC precast specimens occurred approximately 48 hours after casting. The
normal curing and heat curing treatments were used in this study. The heat curing treatment used
heat water to cure the UHPC at 90 ºC for three days. In practice, this procedure included 2 hours of
increasing temperature and 2 hours of decreasing temperature, leaving 68 total hours of constant
heat water at 90 ºC. This treatment was initiated within 4 hours after demolding. This curing
condition will henceforth be referred to as heat water treatment.

2.3. Freeze-thaw Tests
One accelerated deterioration environment, namely the freeze-thaw cycle test, was selected for the
evaluation of UHPC precast products. Freeze-thaw cycling of all specimens was conducted using
the cold climate testing facilities at Chaoyang University of Technology in Taiwan. Freeze-thaw
cycles were applied to the blocks at a rate of one cycle/185 min, in accordance with ASTM C
666-97, Test Method for Resistance of Concrete to Rapid Freeze and Thawing, with 1.5 hours of
freezing in cold air at –18°C followed by 1.5 hours of thawing in cool air at + 4.4°C. Specimens
that were not subjected to freeze-thaw cycling were stored in the material testing laboratory by
immersing in saturated lime water for 24 hours prior to testing, for more detail see Lee et al [11].
The specimens were divided into groups of three, with groups subjected to 0, 200, 400, and 600
freeze-thaw cycles. Before and after freeze-thaw cycling, the samples were tested for their drop-off
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test and loading test.

Figure 1. UHPC precast specimen with 8 opening holes

3. Results and Discussion
3.1. Flexural Strength
The ASTM C 1018 Standard Test Method for Flexural Toughness and First-Crack Strength of
Fiber-Reinforced Concrete (Using a Beam with Third-Point Loading) was one test used to
determine the flexural and tensile properties of UHPC at a specific steel fiber concentration of 0, 0.5,
1.0, 1.5, 2.0, 2.5, 3.0, and 3.5 percent by volume. The small-scale concrete prisms had dimensions
of 160 mm × 40 mm ×40 mm were used in this test. During the test, the load on and the deflection
of the prism are monitored. These data are then used to determine the cracking failure and flexural
strength response of the UHPC concretes. The flexural strength test was performed on prisms from
all two curing regimes. Table 4 shows flexural strength of UHPCs in comparison with different steel
fiber concentration at normal curing and heat water curing. The result of the entire UHPC heat
water curing treatment comparison is that UHPC exhibits significantly enhanced flexural strength
compared with standard normal curing of UHPCs. The application of the heat water or steam
treatment is clearly beneficial; however, this procedure is also not always necessary as long as the
user is willing to accept its strength and durability in loss. Compared with the flexural strength of
UHPCs in Table 4, the experimental result shows the UHPC containing up to 2.5% steel fiber
content is reached the predetermined effect at particular load level of 30 kg/m2 flexural strength.
Final tensile failure of UHPC generally occurs when the steel fiber reinforcement begins to debond
from and to pull out of the UHPC matrix. Steel fiber has a tremendous effect on flexural strength of
UHPC concretes. Test results from Table 4 showed that the effect of steel fiber on the flexural
strength was apparent. All the UHPC concretes with 2.5%, 3.0% and 3.5% by volume steel fiber
replacement showed significantly higher flexural strength than those of the control one (UHPC0)
with the same curing condition at all ages. Figure 2 displays the photo of prism UHPC2.5 with
crack extension and failure after flexural test.
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Table 4. Flexural strength of UHPCs in comparison with different steel fiber concentration (kg/m2)
Normal curing Heat water curingUHPC

Mix 14 day 28 day 14 day 28 day
UHPC0 18.83 20.54 18.81 21.53

UHPC0.5 19.44 21.31 23.35 23.52
UHPC1.0 21.65 24.15 24.65 25.09
UHPC1.5 22.89 24.51 24.76 29.17
UHPC2.0 22.94 24.82 25.15 31.68
UHPC2.5 23.82 31.21 29.7 34.66
UHPC3.0 26.47 32.48 33.56 34.83
UHPC3.5 28.95 32.73 34.88 38.44

Figure 2. Photo prism UHPC2.5 after flexural test of crack extension and failure

3.2. Free Falling Test
Figure 3 displays the photo of UHPC2.5 specimen in the free falling test setup for 6-meter high.
After the 6-meter high free falling test, the UHPC2.5 specimen appeared three micro-cracks as
shown in Figure 4. Table 5 indicates the surface cracks of UHPC2.5 specimen after the free falling
test at three different heights. It was found from the free falling test result that UHPC2.5 specimen
remains good condition on the surface at 2-meter height, but several micro-cracks appeared at
4-meter and 6-meter heights. It can be concluded that the surface micro-cracks of UHPC2.5
specimen increases substantially as height of the free falling test increases.

3.3. Loading Capacity Test
Table 6 shows ultimate loading strength of UHPC precast specimens in comparison with different
steel fiber concentration at 90 °C water curing. The result of the diameter of steel fiber comparison
is that UHPC exhibits non-significantly enhanced ultimate loading strength compared at 90 °C
water curing. For the ranges of steel fiber contents investigated in the study, both flexural strength
and ultimate loading strength of the UHPC specimens increase as the percent steel fiber increase.
The 2.5, 3.0 and 3.5% steel fibres by volume were chosen and used in UHPC precast products, after
UHPC specimens were tested and finished on their performance evaluations. Compared with the
ultimate loading strength of UHPCs in Table 6, the experimental result shows the UHPC containing
up to 2.5% steel fiber content reached the predetermined effect at particular load level of 12-ton
ultimate loading strength. Table 7 displays ultimate loading strength of UHPC2.5 precast specimens
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after freeze-thaw cycling test. The results show that the loading capacity of UHPC precast products
increased significantly after 600 free-thaw cycles. As a result of freeze-thaw resistance, the
appropriate mixes of UHPC applied in the precast products have been obtained; it would provide a
reference manufacturing for the UHPC products.

Figure 3. Photo UHPC2.5 specimen free falling test setup for 6-meter high

Figure 4. Photo UHPC2.5 specimen cracks after 6-meter high free falling test

Table 5. UHPC2.5 specimens cracks after free falling test at three different heights
Free falling height 2 meter 4 meter 6 meter

Surface crack Non-crack 0.35 mm 1.40 mm

Table 6. Ultimate loading strength of UHPC precast specimens after loading capacity test
Specimen Diameter of steel fiber Ultimate loading strength
UHPC2.5 0.20 mm 13738 kg

UHPC2.5 0.25 mm 12293 kg

UHPC3.0 0.20 mm 13835 kg

UHPC3.0 0.25 mm 14369 kg

UHPC3.5 0.20 mm 13301 kg

UHPC3.5 0.25 mm 14733 kg
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Table 7. Ultimate loading strength of UHPC2.5 precast specimens after freeze-thaw cycling test
Freeze-thaw cycling 0 cycle 200 cycles 400 cycles 600 cycles

Ultimate loading strength 12293 kg 12864 kg 13349 kg 14344 kg
Ratio of loading strength 0.0 % 4.4 % 8.1 % 15.8 %

4. Summary
1) For the ranges of steel fiber contents investigated in the study, both flexural strength and

ultimate loading strength of the UHPC specimens increase as the percent steel fiber increase.
2) The application of the heat water curing or steam treatment is clearly beneficial to UHPC

precast specimens.
3) The 2.5, 3.0 and 3.5% steel fibres by volume were chosen and used in UHPC precast products,

after UHPC specimens were tested and finished on their performance evaluations.
4) Two diameters of steel fiber used in UHPC precast specimens exhibit non-significantly

enhanced ultimate loading strength at 90 °C water curing.
5) UHPC precast specimens containing up to 2.5% steel fiber content reached the predetermined

effect at particular load level of 12-ton ultimate loading strength.
6) The UHPC2.5 precast specimens displayed a continuous increase in ultimate loading capacity

after 600 free-thaw cycles.
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Abstract  This paper presents a novel direct method, within the Linear Matching Method (LMM) 
framework, for the direct evaluation of steady state cyclic behaviour of structures subjected to high 
temperature – creep fatigue conditions. The LMM was originally developed for the evaluation of shakedown 
and ratchet limits. The latest extension of the LMM makes it capable of predicting the steady state stress 
strain solutions of component subjected to cyclic thermal and mechanical loads with creep effects. The 
proposed iterative method directly calculates the creep stress and cyclically enhanced creep strain during the 
dwell period for the assessment of the creep damage, and also creep enhanced total strain range for the 
assessment of fatigue damage of each load cycle. To demonstrate the efficiency and applicability of the 
method to assess the creep fatigue damage, two types of weldments subjected to reverse bending moment at 
elevated temperature of 550C are simulated by the proposed method considering a Ramberg-Osgood model 
for plastic strains under saturated cyclic conditions and a power-law model in “time hardening” form for 
creep strains during the dwell period. Further experimental validation shows that the proposed direct method 
provides a general purpose technique for the creep fatigue damage assessment with creep fatigue interaction. 
 
Keywords  Creep, Fatigue, Cyclically enhanced creep, Linear Matching Method, Weldment 
 

1. Introduction 
 
Engineering structures and components subjected to cyclic loading at elevated temperature means 
that the operating lifetime may be limited either by excessive plastic deformation, creep rupture, 
ratchetting, or cyclically enhanced creep deformation and total strain range enhanced by the 
creep-fatigue interaction. In order to assess the component lifetime associated with cyclic responses 
with creep fatigue interaction, construction of the hysteresis cycle (Fig. 1) is key to an R5 V2/3 
assessment procedure [1] since it provides the strain range from which the fatigue damage is 
calculated, and the start-of-dwell stress σ1 and creep strain εcr, from which the creep damage is 
assessed. 

 
 

Figure 1. Typical saturated hysteresis loop with creep fatigue interaction 
 
When a structural component is subjected to the cyclic load condition beyond the elastic shakedown 
limit, the introducing plastic strains will lead to the structure failure by either low cycle fatigue due 
to alternating plasticity or incremental plastic collapse due to ratchetting. In the presence of creep, 
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the response of the structure to cyclic loading changes significantly, due to the synergistic 
interaction of plasticity and creep. A structure subjected to cyclic loading with creep dwell period 
can present different asymptotic behaviours [2]: 1) no stress relaxation is taking place, as the 
accumulation of creep strain is determined by the steady-state primary load; 2) with a cyclically 
enhanced creep during dwell time, the stress relaxation process introduces an additional residual 
stresses field to enhance the total strain range, causing more significant creep and fatigue damages. 
In the asymptotic behaviour 2), a closed hysteresis loop could be generated if the creep dwell period 
is limited and the introducing creep strain could be recovered by the plastic strain during the 
unloading process.  
 
In order to predict lifetime of component under high temperature and creep fatigue conditions, an 
evaluation of steady state cyclic behaviour of structures under such conditions would be necessary 
to construct a hysteresis loop. The simplified methods in R5 [1] assessment procedure for the high 
temperature response of structures are less restrictive than those based on elastic solutions, without 
requiring the complexity of full inelastic computation. These simplified approaches use reference 
stress and shakedown concepts and inevitably incorporate conservatism. Another method is to 
perform incremental step-by-step Finite Element Analysis (FEA). However, to achieving the steady 
state response of structures subject to cyclic loading, it requires a significantly large number of 
increments in full step-by-step analysis which becomes computationally expensive. Therefore, 
direct methods have been developed to assess the stabilised response of structures subject to cyclic 
loading. The Direct Cyclic Analysis (DCA) [3] has been recently incorporated into Abaqus [4] to 
evaluate the stabilized cyclic behaviour directly. This method uses a combination of Fourier series 
and time integration of the nonlinear material behaviour to obtain the stabilized cyclic response of 
the structure iteratively. Due to the characteristic of DCA and the inevitable numerical error due to 
the approximation and convergence problem, the DCA may not always be able to provide accurate 
solutions for complicated engineering problems.  
 
In this paper, a novel direct method, the Linear Matching Method (LMM) [5, 6], is adopted for the 
direct evaluation of steady state cyclic behaviour of structures subjected to high temperature – creep 
fatigue conditions. The basis of the LMM is through the simple idea of representing histories of 
stress and inelastic strain as the solution of a linear problem where the linear moduli are allowed to 
vary both spatially and in time. In this way, the LMM combines both the convenience and 
efficiency of rule based methods [1] and the accuracy of simulation techniques. The LMM has been 
implemented into ABAQUS for all stages of life assessment code R5 [1] for the evaluation of high 
temperature responses of structures, based upon the same fundamental assumptions and materials 
database as R5 but with significantly greater accuracy. Typical of cyclic problems considered 
includes shakedown and limit analysis [7], ratchet limit analysis [8], creep rupture analysis [9], 
creep and fatigue interaction [5, 6]. The LMM ABAQUS user subroutines have been consolidated 
by the R5 research programme [10] of EDF energy to the commercial standard, and are counted to 
be the method most amenable to practical engineering applications involving complicated 
thermomechanical load history.  
 
In this paper, the latest extension of the LMM [6] is summarised for directly predicting the steady 
state cyclic behaviour of component subjected to cyclic thermal and mechanical loads with creep 
effects. The efficiency and effectiveness of the method was validated in [6] through benchmark 
examples of Bree problem and a holed plate. In this paper, the developed method is further applied 
to more practical engineering applications, where two types of weldments subjected to different 
reverse bending moments with various creep dwell periods are simulated by the proposed method 
considering a Ramberg-Osgood model for plastic strains under saturated cyclic conditions and a 
power-law model in “time hardening” form for creep strains during the dwell period. The obtained 
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steady state cyclic stress strain solutions are then used to calculate the number of cycles to failure 
due to the creep fatigue damage, where the numerical lifetime results are validated by the existing 
experimental solutions [11, 12] for the Type 2 cruciform weldment. 
 
2. Numerical Procedures 
 
2.1. Asymptotic cyclic solution 
 
We consider a structure subjected to a cyclic history of varying temperature λθθ(xk,t) within the 
volume of the structure and varying surface loads λpP(xk,t) acting over part of the structure’s surface 
ST. The variation is considered over a typical cycle tt 0 in a cyclic state. Here λθ and λp denote 
the load parameters, allowing a whole class of loading histories to be considered. On the remainder 
of the surface S, denoted by Su, the displacement uk=0. 
 
Corresponding to these loading histories there exists a linear elastic stress history: 
                         ̂ ij

e(xk, t)  ̂ ij
 (xk, t) p̂ ij

p (xk, t)   (1) 

where  ijˆ and p
iĵ

 
denotes the varying elastic stresses due to θ(xk,t) and P(xk,t), respectively. The 

asymptotic cyclic solution may be expressed in terms of three components, the elastic solution, a 
transient solution accumulated up to the beginning of the cycle and a residual solution that 
represents the remaining changes within the cycle. The general form of the stress solution for the 
cyclic problems involving changing and constant residual stress fields is given by 
                          ij (xk, t)  ̂ ij

e (xk, t) ij (xi ) ij
r (xk, t)  (2) 

where ij  
denotes a constant residual stress field in equilibrium with zero surface traction on ST 

and corresponds to the residual state of stress at the beginning and end of the cycle. The history ij
r  

is the change in the residual stress during the cycle and satisfies: 
                         ij

r (xk, 0)  ij
r (xk,t)  0  (3) 

For the cyclic problem defined above, the stresses and strain rates will become asymptotic to a 
cyclic state where: 
                   ij (xk, t)  ij (xk, t t) ij (xk, t) ij (xk, t t)   (4) 

It is worth noting that the above asymptotic cyclic solutions are common to all cyclic states 
associated with inelastic material behaviour including both the plasticity and creep. 
 
2.2. Numerical procedure for the varying residual stress, creep strain and plastic strain range 
 
Adopting the same minimum theorem for cyclic steady state solution and the same Linear Matching 
condition as described in [5, 6] for each iteration, we assume that plastic or creep strains occur at N 
instants, 1t , t2...... tN , where tn  corresponds to a sequence of points in the cyclic history. Hence the 

accumulation of inelastic strain over the cycle is 
1

( )
N

T
ij ij n

n

t 


    where ij (tn ) 
is the increment of 

plastic or creep strain that occurs at time nt . Define the shear modulus by linear matching 

                            0 2 ( ( ))n ij nt      (5) 

where σ0
 
is the von Mises yield stress or creep flow stress and n is the iterative shear modulus. 

The von Mises yield stress σ0 will be replaced by creep flow stress if the creep relaxation occurs at 
the load instance. 
 
The Linear Matching Method procedure for the assessment of residual stress history and the 
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associated plastic or creep strain range due to the cyclic load history is described below. The entire 
iterative procedure includes a number of iteration cycles, where each cycle contains N iterations 
associated with N load instances. The first iteration is to evaluate the changing residual stress 1

1ij  

for the action of the elastic solution )(ˆ 1t
e
ij

 
at the first load instance. We define n

mij  as the 

evaluated changing residual stress for nth load instance at mth cycle of iterations, where n 1, 2, ... 
N and m 1, 2, ... M. At each iteration, the above changing residual stress n

mij  for nth load 

instance at mth cycle of iteration is calculated for the combined action of applied elastic stress at the 
nth load instance and previously calculated accumulation of residual stresses 

1 1

1 1 1

ˆ ( )
m N nl l

e
ij n

k mk l l

t ij ij  
 

  

     . When the convergence occurs at the Mth cycle of iterations, the 

summation of changing residual stresses at N time points must approach to zero ( 0
1




N

n

n

Mij ) 

according to the condition of the steady state cyclic response. Hence the constant element of the 
residual stress for the cyclic loading history must be determined by 

                       1 2 1
1 1 1

N N N
n n n

ij ij ij ij M
n n n

    
  

          (6) 

The corresponding increment of plastic strain occurring at time nt  is calculated by  

                       
1

ˆ( ) ( ) ( )
2

p e
ij n ij n ij n

n

t t t  


        (7) 

where notation ( ' ) refers to the deviator component of ˆ e
ij  and ij . )( nij t  is the converged 

accumulated residual stress at the time instant nt , i.e. 

                         
1

( )
n

k
ij n ij ij M

k

t  


     (8) 

 
In this paper, the Ramberg-Osgood type is adopted for the cyclic stress and strain range 
relationship:                                      

                           

1

2 2 2E B

        
 

 (9) 

where   is the true stress range,   is the true strain range, E is the elastic modulus, B and β 
are the Ramberg-Osgood plastic hardening constants. The first term on the right-hand side of the 
above equation represents the elastic strain amplitude and the second term corresponds to the plastic 
strain amplitude. Then the plastic strain range from Eq. (9) can be written as: 

                            

1

2( )
2p B

 
   (10) 

If we define yield stress σ0 in Eq. (5) as half stress range: 

                            0 ( )
2 2

pB 


   (11) 

then the iterative von-Mises yield stress 0 ( )nt  from Ramberg-Osgood material model can be 

obtained from Eq. (7) as: 

                            
0

( ( ))
( ) ( )

2

p
ij n

n

t
t B  




  (12) 

For the calculation of creep strain and stress relaxation during a creep dwell period, the relevant 
numerical scheme and theoretical formulations are summarized below.  
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2.3. Numerical procedure for the creep strain and flow stress 
 
When calculating the creep strain during the dwell period, 0 in equation (5) equals to creep flow 

stress c 0 , which is an implicit function of creep strain c and residual stress c during the 

creep dwell period. 
 

Adopting a time hardening creep constitutive relation: 

                                
c n mB t   (13) 

where c is the effective creep strain rate,  is the effective von Mises stress, t is the dwell time, 
and B, m and n are the creep constants of the material. When m=0, the time hardening constitutive 
equation becomes the Norton’s law. During the relaxation process there exists an elastic follow up 
factor Z, i.e. 

                                c Z

E
       (14)          

where , E is the Young's modulus and ( )ij    .  

 
Combining (13) and (14) and integrating over the dwell time, we have 

                        
1

1 1

1 1 1

( 1) 1 ( ) ( )

m

n n
c s

BE t

Z m n  



 

 
     

  (15) 

where s is the effective value of the start of dwell stress, c  is the effective value of the creep 

flow stress at dwell time t, and ( )c sij cij     . Integrating (14) gives the effective creep 

strain during the dwell period t  as, 

                          ( )c s

Z

E
        (16) 

Combining (15) and (16) and eliminating  gives 

                         
1

1 1

( 1) ( )
1 1

( )( 1)

m
c s c

n n
c s

B n t

m

 

 



 

  
 

 
  (17) 

For the pure creep where s c  , the creep strain becomes: 

                          
1

1

n m
c sB t

m




 


  (18) 

The creep strain rate F at the end of dwell time t  is calculated by Eq. (15) and (17): 

              1 1

( 1) 1 1
( )

( 1) ( )

nc
F n m c

c n n
s c c s

m
B t

t n

 
    

  
        


  (19) 

For the pure creep where s c  , the creep strain rate 
F becomes:  

                           nF m
sB t     (20) 

Hence in the iterative process, we begin with current estimated i
s , i

c  and use Eq. (17), (19) or 

(20) to compute a new value of the creep stress c  from Eq. (21) to replace 0  
in the linear 

matching condition (5): 

)1(2/3  EE

EZ /
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1
F n

c mB t


 

   


  (21) 

 
To validate the efficiency and effectiveness of the numerical scheme, the proposed method was 
applied to benchmark examples of Bree problem and a holed plate [6]. In the next session of this 
paper, two types of weldments subjected to different reverse bending moments with various creep 
dwell periods are evaluated by the proposed method. 
 
3. Numerical application: welded joints under high temperature–creep fatigue 
conditions    
 
3.1. Problem Description 
 
In this paper, the proposed LMM is applied to evaluate the creep fatigue lifetime of both Type 1 and 
Type 2 weldments [13] subjected to cyclic bending moment under creep condition. Fig. 2 shows the 
dimensions and configurations of the considered Type 1 and 2 welded joints, and the applied 2D 
symmetric FE model of the specimen assuming a plane strain condition with designation of 
different materials (parent, weld materials and heat-affected zone), boundary conditions and loading. 
A cyclic linear distribution of normal pressure P is applied to the end face of the parent material 
(Fig. 2) to simulate the reverse pure bending moment M, and a schematic bending moment loading 
history with a dwell period t considered for the creep-fatigue analysis is given in Fig.3. In addition 
to the pure fatigue case, one hour and 5 hours dwell periods are considered to investigate the effect 
of dwell period on the creep fatigue behavior. Five variants of reverse bending moment are analyzed, 
which correspond to 1.0%, 0.6%, 0.4%, 0.3% and 0.25% of total strain range at remote parent 
material. 

     
 

Figure 2. Dimensions and Finite Element models for Type 1 and Type 2 weldments, according to [13] 

 
Figure 3. Schematic bending moment loading history for creep-fatigue analysis using the LMM 
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A Ramberg-Osgood formulation was adopted to simulate cyclic stress strain relationship, and a time 
hardening creep constitutive model was used to characterize creep behavior. The detailed material 
properties adopted are given in Table 1. In this creep fatigue damage assessment, the LMM was 
used to evaluate a steady-state cyclic behavior and to construct a saturated hysteresis loop. Then 
obtained total strain range during the cycle was used to assess fatigue damage combining R66 
fatigue endurance curves [1]. The evaluated creep strain and stress relaxation data were adopted to 
evaluate creep damage considering time fraction rule and using the experimental creep rupture data. 
The final lifetime of the cruciform weldment was then obtained based on the calculated fatigue and 
creep damage under creep-fatigue interaction conditions. 
                       

Table 1. Material constants in Ramberg-Osgood model (Eq. 9) and creep time hardening model (Eq. 13)  

Zone E(MPa) B(MPa) β σy(MPa) A(MPa-n/h) n m 
Parent 160000 1741.96 0.2996 270.7 6.604e-19 5.769 -0.55
Weld 122000 578.99 0.1016 307.9 6.597e-23 7.596 -0.5 
HAZ 154000 1632.31 0.2530 338.7 6.6e-21 6.683 -0.525

 
3.2. Numerical results and verifications 
 

 

Figure 4. Results of creep-fatigue assessment in application to Type 2 cruciform weldment with experimental 

comparisons [11, 12] 

The creep fatigue lifetime of Type 2 cruciform weldment assessed by the LMM and its experimental 
comparisons [11, 12] are presented in Fig. 4. Visual comparison of the observed and predicted 
number of cycles to failure in Fig. 4 for 3 variants of dwell period Δt (Δt=0 for pure fatigue) shows 
that 9 of the 11 simulations accurately predict the experimental results. Therefore, it can be used for 
the formulation of an analytic assessment model suitable for the fast estimation of lifetime for a 
variety of loading conditions. The low computational effort required by the LMM compared to 
other computational techniques makes it possible and relatively easy to extrapolate numerical 
predictions for loading conditions not captured by the available experiments. 

The contour plots of LMM solutions including total strain range, creep strain, creep stresses at the 
beginning and end of dwell period, and the outputs of creep fatigue assessment procedure including  
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Figure 5. Contour plots of LMM results for type 1 weldment corresponding to εtot = 1% on the outer fiber 
of plate and  t = 5 hours of dwell period 

 

 

Figure 6. Contour plots of LMM results for type 2 weldment corresponding to  εtot = 1% on the outer fiber 
of plate and  t = 5 hours of dwell period 
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pure creep damage, pure fatigue damage, creep-fatigue damage and number of cycles to failure are 
presented in Fig. 5 and 6 for Types 1 and 2 weldments corresponding to εtot = 1% on the outer 
fiber of remote parent material and  t = 5 hours of dwell period. It can be seen that both Types 1 
and 2 weldments have the same critical location in the weld toe adjacent to HAZ. In terms of the 
accumulated total damage at failure, Type 1 weldment has less residual life (N* =142) than Type 2 
weldment (N* =223) due to the increased values of parameters characterising hysteresis loop (e.g. 
total strain range and creep strain, see Figs. 5 and 6). 
 

 

Figure 7. Design contour plot for creep-fatigue durability based on extrapolation of cycles to failure N* and 
residual life L* 

 
The key engineering parameters including the numbers of cycle to failure N* and the residual life L* 
characterising creep-fatigue durability of the weldment have the principal importance for the design 
and assessment applications. For the purpose of usability, both parameters N* and L* obtained by 
LMM calculations and assessments can be represented in the form of design contour plot, shown in 
Fig. 7 for the Type 2 cruciform weldment. The contour lines (dashed for N* and solid for L*) allows 
a design engineer to define approximately and rapidly the level of reverse bending moment 
acceptable for the required service life and assumed average value of dwell period. For a given 
reverse bending moment and creep dwell period, the numbers of cycle to failure N* and the residual 
life L* of the cruciform weldment can be approximately estimated from Fig.7.   
 
A full discussion of the solutions and further parametric studies are given by Gorash and Chen [14, 
15], which demonstrate that, for such complex industrial problems, the LMM is capable of 
providing lifetime related solutions that are much more illuminating than conventional analysis. 
 
4. Conclusions 
 
This paper presents the latest development of the LMM on evaluation of the steady state behavior of 
an elastic plastic creep body subjected to cyclic loading under high temperature – creep fatigue 
conditions. The proposed LMM successfully calculates the plastic strain range, the creep stress and 
accumulated creep strain over a dwell period for a steady state load cycle by an iterative process 
using a general cyclic minimum theorem. Combining with the experimentally defined creep and 
fatigue damage data, the final lifetime of the component can then be obtained based on the 
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calculated fatigue and creep damage under creep-fatigue interaction conditions within the LMM 
framework. 
 
By the application of the LMM to both Types 1 and 2 weldment subjected to reverse bending 
moment at creep fatigue condition with experimental comparisons, it confirms the efficiency and 
effectiveness of the proposed method for the creep fatigue damage assessment and demonstrates 
that LMM may be applied to complicated engineering applications with a much wider range of 
circumstances. 
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Abstract  W added high Cr ferritic heat-resistant steels have been developed as a boiler material. Most of 
boiler component structures are mainly fabricated by welding which are likely to the regions of crack 
initiation and propagation. However, the method of predicting the life of creep crack initiation and growth 
have not been clearly established for weldments of high Cr ferritic heat resistant material due to many factors 
such as the variation in micro-structures and the residual stress caused by welding and thermal cycles. In the 
present study, the experiments of creep crack growth using a circular notched round bar specimen with 
variation of notch location in HAZ were conducted and the characteristics of creep crack growth rate and 
creep crack initiation life were summarized in terms of Q* parameter, which has been proposed as fracture 
mechanics parameter to describe creep crack growth rate. 
 
Keywords  Creep crack initiation, Creep crack growth, Weldment, High Cr steel, C* parameter, Q* 
parameter. 
 
1. Introduction 
 
The W added high Cr ferritic heat-resistant steels have been developed as a boiler material. Most of 
boiler component structures are mainly fabricated by welding which are likely to the regions of 
crack initiation and propagation. However, the method of predicting the life of creep crack initiation 
and growth have not been clearly established for weldments of high Cr ferritic heat resistant 
material due to many factors such as the variation in micro-structures and the residual stresses 
caused by welding and thermal cycles. 
In the previous work, we have reported that creep crack grows initially in the oblique direction to 
the direction of initial notch with 45 degree as it approaches the site of minimum hardness region 
near the boundary between base metal (BM) and heat affected zone (HAZ) [1-3], as shown in Fig. 1, 
by conducting the tests using a C(T) specimen for P92 weldment. Correspondingly, the site of 
maximum value of stress multiaxiality shifts to the site of minimum hardness. This process was 
defined as the incubation process of creep crack growth. Therefore, we suggested that in order to 
predict the fracture life for weldment, it is important to clarify the incubation process and path on a 
structural mechanical basis in order correctly determine the incubation time of creep crack growth. 
In the present study, more detailed experiments of creep crack growth using a circular notched 
round bar specimen with variation of notch location in HAZ were conducted and the characteristics 
of creep crack growth rate and creep crack initiation life were summarized in terms of Q* parameter, 
which has been proposed as fracture mechanics parameter to describe creep crack growth rate. 
The present work is closely concerned with the Japanese result for the VAMAS Project and JSPS 
129 Committee. 
 
2. Creep crack growth test procedures 
 

The material used is W-added 9%Cr ferritic heat-resistant steel (ASME Code Case 2179, ASTM 
A335 P92) and its plate of 31 mm thickness, which was subjected to normalizing at 1343K for 2hr 
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Figure 1. Comparison of creep crack growth path, Vickers hardness and stress tri-axiality 
 for weldment of P92 

 
and tempering for 2hr, was prepared as a base metal (BM). The chemical composition is shown in 
Table 1. The welded joint (WM) was fabricated using multi-layer gas tungsten arc (GTA) welding 
with single bevel of 20° [4]. Welding consumable used for GTA welding was matching filler wire 
developed recently for welding this class of steel [5]. Finally, the post weld heat treatment (PWHT) 
was carried out at 1013K for 4hr. The process parameters of multi-layer GTA welding are given in 
Table 2 [4].  
The specimen used was manufactured into a circular notched round bar specimen, as shown in Fig. 
2. For the welded joint specimen, two kinds of specimen with variation in the notch location such as 
one located in the middle part of HAZ and the other in the interface of fine-grained HAZ and base 
metal in the region of HAZ were prepared, as shown in Fig. 2.  
Creep crack growth tests were performed using a lever arm creep testing machine of Type RT-30 
manufactured by TOSHIN KOGYO. The test temperatures were kept at a specified temperature 
with the precision of ±2°C. The experimental conditions are shown in figures of experimental 
results. The crack length was measured by electrical potential method [6-8]. The creep crack growth 
tests were conducted based on ASTM E1457-07 [9] and JSPS standards [10]. 

 
3. Characteristics of creep crack length and deformation 
 
The relationship between creep crack length Δa and non-dimensional time t/tf of each specimen for 
weldment is shown in Fig. 3. The relationship between load line displacement Δδ and 
non-dimensional time t/tf of them is shown in Fig. 4, where t and tf are the current time of load 
application and the life of creep crack growth for each specimen. 
From the creep crack initiation and growth tests, fracture lives for both specimens such as one 
located in the middle part of HAZ and the other in the interface of BM and fine-grained HAZ in the 
region of HAZ are the same and the characteristics of creep crack growth show the similar, as 
shown in Fig. 3. From these results mentioned above, even though notch was located in the lower 
hardness region, creep crack growth was found not to be immediately accelerated. This shows the 
possible presence of an incubation time of creep crack growth even if the notch was located in the 
interface between base metal and fine-grained HAZ in the region of HAZ, which corresponds to the 
region of minimum hardness. 
However, specimen with the notch located in the interface between base metal and fine-grained 
HAZ in the region of HAZ shows the ability to deform. 
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Table 1. Chemical composition of P92 steel in wt. % Table 2. Process parameters of multi-layer 
GTA welding 

C Si Mn P S Cr
0.09 0.16 0.47 0.01 0.001 8.72
Mo W V Nb B N
0.45 1.87 0.21 0.06 0.002 0.05  

 

groove single bevel 20o

preheating >373K
welding current 200～250A

arc voltage 10～10.5V
welding speed 1.2～1.5mm/s

multi-layer 33～37pass  

 
(a) The geometry and size of a circular notched specimen for weldment 

  
(b) Circular notch located in the middle  

part of HAZ 
(c) Circular notch located in the interface between 

base metal and fine-grained HAZ 
Figure 2. The geometry and size of a circular notched specimen for weldment and variation in the notch 

location in HAZ 
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4. Creep crack growth rate characteristics 
 
C* [11-14], dδ/dt [15-17] and Q* [18-19] have been proposed as the fracture mechanics parameter to 
describe the creep crack growth rate. The C* parameter for a circular notched specimen is given by 
Eq. (1). 

dt
d

n
nC net

δσ
12
12*

−
+

= ,                                (1) 

where n is creep exponent, σnet is the net section stress (MPa). 
The creep crack growth data for both base metals and weldmens (indication data are for the 
specimen with notch located in the middle part of HAZ) estimated by C* and dδ/dt are shown in 
Figs. 5 and 6, respectively. The characteristics of creep crack growth rate estimated by C* and dδ/dt 
show typical dual behavior which takes major portion of total crack growth life, approximately 
60-70% of total life. An example of dual behavior on C* is shown in Fig. 7. 
By the way, Q* concept enables crack growth in the steady state regions, which correspond to the 
circular region in Fig. 7, to be characterized uniquely [18-19].  
The creep crack growth rate for creep-brittle materials is represented by the Q* parameter as follow 
[19], 

( ) ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ Δ
−==

RT
H

KAQA
dt
da gn

in expexp ** ,                        (2) 

where A and A* are constant, Kin is the initial stress intensity factor (MPam1/2), n is the exponent of 
initial stress intensity factor, ΔHg is an activation energy (kJ/mol), R is the gas constant 
(=8.3145J/Kmol), T is the absolute temperature (K). 
By taking logarithms of both sides of Eq. (2), Eq. (3) is obtained. 

⎥
⎦

⎤
⎢
⎣

⎡ Δ
−+=

RT
H

KnA
dt
da g

inlogloglog * .                        (3) 

The bracket portion of Eq. (3) corresponds to the Q* parameter which has been proposed as an 
estimation parameter of creep crack growth rate [18]. 
On the basis of Q* concept, creep crack growth rate in this region is well predicted for base metals 
and weldments including the data for specimen with the notch located in the fine-grained HAZ, as 
shown in Fig. 8, regardless of the life of creep crack growth are different between them. 
 
5. Characteristic of creep crack growth life 
 
In the section 3, the possible presence of an incubation time of creep crack growth, regardless of 
variation in notch location, was shown and we suggested that in order to predict the fracture life for 
weldment, it is important to clarify the incubation process in order correctly determine the 
incubation time of creep crack growth. The comparison of creep crack growth behavior for 
weldment with that for base metal under the same condition (T=625°C, Kin=12MPam1/2) is shown in 
Fig. 9. In Fig. 9, in spite of the fact that the creep crack growth rate in the constant region of creep 
crack growth both for weldment and base metal are the same, the life of creep crack growth for WM 
was shorter than that for BM. This will be due to the occurrence of the rapidly acceleration of creep 
crack growth for WM. In Fig. 9, the region of restrained creep crack growth rate due to the HAZ 
will correspond to the crack length of 100 μm. Therefore, this region is considered to be within an 
incubation region of creep crack growth which can be termed creep crack initiation for circular 
notched round bar specimen.  
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Figure 5. Characterization of creep crack 
growth rate estimated by C* parameter 

Figure 6. Characterization of creep crack growth 
rate estimated by dδ/dt parameter 
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Figure 7. Example of creep crack growth data of 
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Figure 8. Characterization of creep crack growth rate 
estimated by Q* parameter 
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Figure 9. Comparison of creep crack growth 

behavior for base metal with that for weldment 
Figure 10. Creep crack initiation life estimated by Q* 

parameter 
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The creep crack initiation times were estimated by Q* parameter, as show in Fig. 10. In Fig. 10, Q* 
was found to correlate uniquely creep crack initiation for weldment of P92 steel, including of the 
data for specimen with the notch located in the fine-grained HAZ. 
 
6. Conclusions 
 
By conducting more detailed experiments of creep crack growth using a circular notched round bar 
specimen with variation of notch location in HAZ, the possible presence of an incubation time of 
creep crack growth was shown, regardless of variation in notch location. We suggested that in order 
to predict the fracture life for weldment, it is important to clarify the incubation process in order 
correctly determine the incubation time of creep crack growth. Additionally, the characteristics of 
creep crack growth rate and creep crack initiation life were summarized in terms of Q* parameter. 
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Abstract  In this study, interrupted creep crack growth tests were conducted using C(T) specimens with 
side-grooves of P92 steel. After the interrupted tests, to investigate the creep crack growth behavior of P92 
steel under the multi-axial stress field, the creep crack growth path of the center of the thickness direction 
and near the side-groove were observed. From observational results, it was indicated that the creep crack 
preferentially grew near the side-groove. Additionally, creep crack growth forms were different between the 
center of the thickness direction and near the side-groove. For the center of the thickness direction, the creep 
crack growth behavior showed the periodic convexo-concave manner. On the other hand, the creep crack 
grew in a linear manner near the side-groove. To mechanically clarify the difference of creep crack growth 
forms, three-dimensional diffusion analysis of vacancies which related to the void formation and crack 
growth was conducted. From analytical results, vacancies accumulated at the corner of the bottoms of notch 
and side-groove. This result is in good agreement with the experimental result. 
 
Keywords  P92 steel, C(T) specimen, Interrupted test, Creep crack growth, Three-dimensional stress 
induced vacancy diffusion analysis 
 
1. Introduction 
 
The W-strengthened 9%Cr ferritic heat-resistant steel (ASME code case 2179, ASTM A335 P92) 
has been developed as a boiler material for the ultra-supercritical power plant. When a component is 
used in the actual plant, the multi-axial stress field is caused due to the complicated 
three-dimensional structure. It is known that the ductility of materials decrease with increasing the 
multi-axial stress and this phenomenon is called “structural brittleness” [1, 2]. The reduction of 
ductility makes the lifetime-prediction difficult. Therefore, it is important to clarify the creep 
damage progression behavior of P92 steel under the multi-axial stress field. 
It is reported that the initiation and growth of creep voids are accelerated due to the multi-axial 
stress field [3-6]. Additionally, the initiation and growth of creep voids were caused by the diffusion 
and accumulation of vacancies. Thus, it is necessary to clarify the diffusion behavior of vacancies 
under the multi-axial stress field. Actually, some authors proposed the numerical analytical method 
of two-dimensional stress induced vacancy diffusion [7-10]. 
In this study, interrupted creep crack growth (CCG) tests were conducted using C(T) specimens 
with side-grooves of P92 steel. After the interrupted tests, to investigate the CCG behavior of P92 
steel under the multi-axial stress field, the CCG path of the center of the thickness direction and 
near the side-groove were observed. Then, three-dimensional stress induced vacancy diffusion 
analysis was conducted to clarify the diffusion behavior of vacancies for C(T) specimen with 
side-grooves. 
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2. Experimental Procedures 
 
2.1. Material and Specimen 
 
The material used is P92 steel. The chemical composition of P92 steel is shown in Table 1. The 
specimen used is a C(T) specimen with side-grooves of 25% of specimen thickness. The geometry 
and size of the C(T) specimen is shown in Fig. 1. 
 

Table 1. Chemical composition of P92 steel in wt.% 

 
 

 
Figure 1. The geometry and size of a C(T) specimen (Unit: mm) 

 
2.2. CCG Tests Procedures and Experimental Conditions 
 
The interrupted CCG tests were conducted by lever-arm high temperature creep testing machine 
(Type RT-30) manufactured by TOSHIN KOGYO. The creep crack length was measured by direct 
current potential drop (DCPD) method [11, 12]. Load line displacement (LLD) was measured by 
displacement sensing bars and linear gauges. A schematic illustration of measurement methods of 
creep crack length and LLD is shown in Fig. 2. The interrupted CCG tests were carried out under 
the conditions of 600 °C and initial stress intensity factor Kin = 42 MPam1/2. These tests were 
interrupted at different times, as shown in Table 2. 
 

 
Figure 2. Measurement methods of 

creep crack length and LLD 

Table 2. Experimental conditions of interrupted CCG tests 
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3. Three-dimensional Vacancy Diffusion Analysis 
 
The numerical analytical method of stress induced particle diffusion was proposed by Yokobori, et 
al. [13-15]. In this method, the stress distribution is calculated by finite element analysis (FEA) and 
stress induced particle migration is calculated by finite difference analysis (FDA). This analytical 
method was applied to the problems of hydrogen embrittlement [13, 14, 16], stressmigration and 
electromigration of LSI interconnect [8-10, 17] and high-temperature creep of heat-resistant steels 
[7]. All of these analyses were conducted in two dimensions. However, the actual plant has a 
complicated three-dimensional structure. Therefore, to apply this analytical method to the actual 
components, it is important to conduct the three-dimensional vacancy diffusion analysis. Thus, in 
this paper, the numerical analytical method of three-dimensional vacancy diffusion was developed 
and applied to the high-temperature creep of C(T) specimen. 
 
3.1. Basic Equation of Vacancy Diffusion 
 
Based on a multiplication concept [13-15], the basic equation of three-dimensional vacancy 
diffusion is given by Eq. (1). 
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where C is concentration of vacancies, t is time, D is the self diffusion coefficient of P92 steel, ΔV is 
a volume change due to accommodation of a vacancy, R is gas constant, T is absolute temperature, 
σp is hydrostatic stress, and αi are the weight coefficients. The self diffusion coefficient D is given 
by Eq. (2). 

⎟
⎠
⎞

⎜
⎝
⎛−=

RT
QDD exp0  (2) 

where D0 and Q are diffusion constant and activation energy of P92 steel, respectively. 
 
3.2. Analytical Methods and Conditions 
 
Distribution of hydrostatic stress for C(T) specimen was calculated by three-dimensional FEA. This 
analysis was performed by MSC Marc / MSC Marc Mentat ver. 2009 (Cyber Science Center, 
Tohoku University). A finite element model of C(T) specimen is shown in Fig. 3. Due to symmetry, 
only one quarter of the specimen is meshed. The material properties of P92 steel used in the FEA 
were shown in Table 3. Work hardening due to the plastic deformation is given by Eq. (3). 

pcεσ =  (3) 
where, σ  is equivalent (Mises) stress, and pε  is equivalent plastic strain. 
The distributions of vacancy concentration were obtained by solving Eq. (1) using three 
-dimensional FDA. Figure 4 shows a model of three-dimensional vacancy diffusion analysis. To 
match the finite difference lattice and finite element mesh, unequally-spaced finite difference lattice 
was used in the FDA. Equation (1) was converted into the non-dimensional equation using the 
non-dimensional values given by Eq. (4).  
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The non-dimensional equation is discretized by the Crank–Nicolson implicit method and Eq. (5) 
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(6)

The obtained simultaneous equations were solved by the successive over relaxation (SOR) method. 
The material properties of P92 steel used in the FDA were shown in Table 4. It is known that 
vacancies were generated with the progress of the plastic deformation [18]. Therefore, distribution 
of initial vacancy concentration C0 was set based on the distribution of equivalent plastic strain 
obtained by 3D-FEA as follows. 

pbC ε+= 0.10  (7) 
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notch tip side groove
Figure 3. Three-dimensional finite element 

model (1/4 C(T) specimen) Figure 4. Three-dimensional finite difference model 

 
Table 3. Material properties of P92 

steel used in the FEA (600°C) Table 4. Material properties of P92 steel used in the FDA 

 
 
4. Results and Discussions 
 
4.1. Characteristics of CCG and LLD 
 
The relationship between creep crack length Δa measured by DCPD method and creep life fraction 
t/tf is shown in Fig. 5. The relationship between LLD Δδ and creep life fraction t/tf is shown in Fig. 
6. Where, t and tf are the current time of load application and the life of CCG. From Fig. 5, creep 
crack was gradually accelerated from about 20% of CCG life. And the characteristic of CCG did not 
show the steady-state CCG rate region. On the other hand, the characteristic of LLD showed the 
steady-state creep deformation and it occupied approximately 50% of total life as shown in Fig. 6. 
 

Creep life fraction  t/tf

C
re

ep
 c

ra
ck

 le
ng

th
  Δ

a,
 m

m Interrupted time  52.5hr, t/tf=0.17
Interrupted time  150hr,  t/tf=0.50
Interrupted time  226hr,  t/tf=0.75
Interrupted time  301hr,  t/tf=0.99

P92, C(T), 600oC, Kin=42MPam1/2

Time  t, hr

0 0.5 1

2

40 100 200 300

 Creep life fraction  t/tf

L
oa

d 
lin

e 
di

sp
la

ce
m

en
t  
Δ
δ,

 m
m

Interrupted time  52.5hr, t/tf=0.17
Interrupted time  150hr,  t/tf=0.50
Interrupted time  226hr,  t/tf=0.75
Interrupted time  301hr,  t/tf=0.99

P92, C(T), 600oC, Kin=42MPam1/2

Time  t, hr

0 0.5 1

2

40 100 200 300

 
Figure 5. Characteristic of CCG Figure 6. Characteristic of LLD 
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4.2. Observations of CCG Path 
 
To investigate the three-dimensional CCG behavior for C(T) specimen of P92 steel, the CCG path 
at the center of the thickness direction (hereinafter referred to as “center”) and near the side-groove 
(hereinafter referred to as “side”) were observed using laser microscope. The observational results 
of the center and the side are shown in Fig. 7 and Fig. 8, respectively. From Fig. 7, the CCG 
behavior showed the periodic convexo-concave manner at the center. This crack path is called 
“fracture unit area (FA) cracking” [19-21]. On the other hand, the creep crack grew in a linear 
manner at the side as shown in Fig. 8. 
Creep crack length of each interrupted times were measured. At 52.5h (t/tf = 0.17), the creep crack 
did not initiate both at the center and at the side. After the middle of total life (t/tf > 0.50), the creep 
crack has already initiated both at the center and at the side. And the creep crack length of the side 
was longer than that of the center. This tendency became marked at 226h (t/tf = 0.75). This result 
indicates that the creep crack was preferential growth at the side from 50% to 75% of total life and 
accelerated at the center after 75% of total life. Therefore, it seems that the creep crack of C(T) 
specimen with side-grooves grew as shown in Fig. 9. The characteristic of CCG without the 
steady-state CCG rate region is thought to be due to the preferential CCG at the side. 
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Figure 9. Schematic illustrations of CCG process on the xz-plane 
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4.3. Analytical Results 
 
Figure 10 (a) and (b) represent the distributions of vacancy concentration at 0h (initial) and 100h in 
a shaded area shown in Fig. 11, respectively. From these figures, vacancies remarkably accumulated 
at the corner of the bottoms of notch and side-groove. And vacancies also accumulated at the 
bottom of side-groove near the notch tip. These results are in good agreement with the experimental 
result of the preferential CCG at the side. Figure 12 (a)-(c) show the distributions of vacancy 
concentration along line segment oa, bc and ob shown in Fig. 11, respectively. From Fig. 12 (b), the 
vacancy concentration at the bottom of side-groove increased within about 3 mm from the notch tip 
and this length correspond to the creep crack length of 226h and 301h at the side. These results 
indicate that the creep crack preferentially grows in the region of high vacancy concentration. 
Therefore, it seems that the three-dimensional vacancy diffusion analysis is useful to predict the 
behavior of creep damage such as creep voids and cracks. 
From the experimental results, it was clarified that the creep crack of C(T) specimen with 
side-grooves of 25% of specimen thickness preferentially grew near the side-groove. On the other 
hand, the creep crack of C(T) specimen without side-grooves preferentially grows at the center and 
this is crack tunneling. Three-dimensional vacancy diffusion analysis enables us to predict the most 
appropriate depth of side-grooves which cause the uniform creep crack growth in the thickness 
direction. 
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Figure 10. Distributions of vacancy concentration at a shaded area shown in Fig. 10 
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Figure 11. A Schematic illustration of 1/4 C(T) specimen 

 
 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-8- 
 

V
ac

an
cy

 c
on

ce
nt

ra
tio

n 
 C

x, mm

0 hr (Initial)
100 hr

0 2 4 60.8

1

1.2

1.4

1.6

1.8

2

2.2

 
V

ac
an

cy
 c

on
ce

nt
ra

tio
n 

 C
x, mm

0 hr (Initial)
100 hr

0 2 4 60.8

1

1.2

1.4

1.6

1.8

2

2.2

V
ac

an
cy

 c
on

ce
nt

ra
tio

n 
 C

z, mm

0 hr (Initial)
100 hr

0 2 4 6 80.8

1

1.2

1.4

1.6

1.8

2

2.2

(a) Line segment oa (center) (b) Line segment bc (side) (c) Line segment ob (notch) 
Figure 12. Distributions of vacancy concentration along each line segment 

 
5. Conclusions 
 
Interrupted CCG tests were conducted using C(T) specimens with side-grooves of P92 steel. Then, 
the creep crack growth path of each interrupted specimen was observed and the creep crack growth 
behavior of P92 steel was investigated. Furthermore, the three-dimensional vacancy diffusion 
analysis was conducted to clarify the three-dimensional diffusion behavior of vacancies which 
related to the void formation and crack growth. Following results were obtained: 
(1) The creep crack growth forms were different between the center of the thickness direction and 

near the side-groove. For the center of the thickness direction, the creep crack growth behavior 
showed the periodic convexo-concave manner. On the other hand, the creep crack grew in a 
linear manner near the side-groove. 

(2) The creep crack of C(T) specimen with side-grooves of 25% of specimen thickness 
preferentially grew near the side-groove. 

(3) Vacancies remarkably accumulated at the corner of the bottoms of notch and side-groove. The 
vacancy concentration at the bottom of side-groove increased within about 3 mm from the notch 
tip and this length correspond to the creep crack length of 226h and 301h near the side-groove. 

(4) The three-dimensional vacancy diffusion analysis is useful to predict the behavior of creep 
damage such as creep voids and cracks. 
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Abstract  Creep strength of high Cr ferritic steel welds decreases than base metals due to Type-IV creep 
damages formed in the heat affected zone (HAZ) during long-term use at elevated temperatures. In the 
present study, microstructural changes and damage evolution behaviors in HAZ during creep were 
investigated for the ASME Gr.91 and Gr.122 steel weld joints. Creep voids formed at an early stage of life 
and coalesced to form a macro crack at 0.8 of life for the Gr.91 steel weld. On the other hand, for the high 
strengthened Gr.122 steel weld, small amounts of Type-IV creep voids formed at 0.5 of life, increased 
slightly until 0.9 of life and rapid crack growth occurred after that. KAM and grain boundary length of 
fine-grained HAZ obtained by EBSD decreased and saturated till 0.2 of life in the Gr.91 steel weld, whereas 
they decreased after 0.5 of life in the Gr.122 steel weld. It was found that the recovery of dislocation 
structures in HAZ was completed at early stage of life for the Gr.91 steel weld, whereas it occurred after 
recrystallization at the later stage of life for the Gr.122 steel weld. These differences of microstructural 
changes was considered to relate to the differences of Type-IV creep damage behavior; early initiation of 
creep voids at 0.2 of life in the Gr.91 steel weld and later damage evolution after 0.5 of life in the Gr.122 
steel weld. From these results the methods for remaining life assessment of high Cr steel welds were 
discussed. 
 
Keywords  High Cr ferritic steel, Welded joint, Creep, Type-IV creep damage, EBSD 
 
1. Introduction 
 
In order to improve the efficiency of power generation, the pressure and temperature conditions of 
steam in thermal plant have been continuously increased. In 1990s, the high Cr ferritic heat resisting 
steels were applied to the boiler components in 600 ˚C class ultra super critical (USC) thermal 
power plants in Japan. The base metals of these steels with tempered martensite structures have 
excellent high temperature strength; however, fine-grained structures without lath-martensite are 
formed in the heat-affected zone (HAZ) during weld thermal-cycle and the creep strength of welds 
decreases than the base metals. The Type-IV failure along the inter-critical and fine-grained HAZ of 
weld joints is caused through the nucleation and growth of creep voids and cracks during long-term 
services at high temperatures [1-8]. Recently, it was recommended to take the weld strength 
reduction factor (WSRF) into account for the high temperature design using high Cr steels [9, 10]. It 
is important to understand the microstructural changes and damage evolutions in HAZ during creep 
for the remaining life assessment of weld components. 
 
In the present paper, aiming to elucidate the Type-IV failure mechanisms of Gr.91 and Gr.122 steel 
welds, we have evaluated the Type-IV creep damage evolutions and microstructural degradations 
through interrupting creep tests of the large-scale welded joint specimens. Remaining life 
assessment methods of high Cr steel welds were discussed based on the experimental results. 
 
2. Experimental procedure 
 
The materials investigated are the Gr.91 steel (9Cr-1Mo-VNb steel) plate with a thickness of 25mm 
and the Gr.122 steel (11Cr-0.4Mo-2W-CuVNb steel) plate with a thickness of 30mm. The plates 
were welded by gas tungsten arc (GTA) welding using a double U groove. After welding, a 
post-weld heat treatment (PWHT) was conducted at 745 ˚C for 60 min for the Gr.91 steel weld and 
for 75 min for the Gr.122 steel weld. 
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The simulated fine-grained HAZ (f-HAZ) specimens were produced using a weld simulator (a 
Gleeble testing machine) by rapid heating to a peak temperature of 900 ˚C for the Gr.91 steel and 
950 ˚C for the Gr.122 steel, respectively. Creep tests of the base metal and simulated f-HAZ were 
conducted using smooth bar specimens and those of the welded joints were conducted using smooth 
plate type specimens of 17.5 × 5 mm2 in cross-section and 100 mm in gauge length (S-welded joint) 
at 550, 600 and 650 ˚C [7].  
 
Creep interruption tests were conducted using a large-scale thick plate type specimen (L-welded 
joint) of 21 × 21 mm2 in cross-section and 100 mm in gauge length for the Gr.91 steel weld and of 
24.5 × 24.5 mm2 in cross-section and 120 mm in gauge length for the Gr.122 steel weld, which 
included the full original plate thickness close to the structural components [7, 8]. Creep tests were 
conducted using several L-welded joint specimens at 600 ˚C and interrupted at several time steps. 
Because creep voids formed inside the specimen, we cut the specimens in the center of width after 
interruption of creep tests, and observed the creep voids in HAZ using SEM or laser-microscope. 
The area and number of creep voids were measured using the image processing software. Changes 
of microstructures in fine-grained HAZ were investigated by measuring KAM (Kernel average 
misorientation) and grain boundary length using EBSD (Electron backscatter diffraction).  
 
3. Results and discussion 
 
3.1. Creep strength of welded joints 
 
Figure 1 and 2 show the creep test results for the base metal, simulated f-HAZ and welded joints of 
the Gr.91 steel and Gr.122 steel, respectively. The failure locations of the welded joint specimens 
are indicated with the subscripts attached to the plots, where BM means failure in base metal and 
HAZ means Type-IV failure in the fine-grained HAZ. In the Gr.91 steel weld, the Type-IV failure 
occurred after 10,000h at 550 ˚C and 1,000h at 600 ˚C. The differences in creep rupture times 
between welded joint and base metal tended to widen with decreasing stress. The creep rupture 
times of the simulated f-HAZ were more than one order shorter than those of the base metal for the 
same stresses at all temperatures. The creep rupture times of the welded joint approached those of 
the simulated f-HAZ for low stresses at all temperatures.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. Creep rupture times of the base metal, simulated f-HAZ and welded joints 
of the Gr.91 steel. 
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Figure 2. Creep rupture times of the base metal, simulated f-HAZ and welded joints 
of the Gr.122 steel. 

 
For the Gr.122 steel welds, Type-IV failure did not occur at 550 ˚C within this test stress. It was 
observed after 5,000 h at 600 ˚C. The creep rupture times of the simulated f-HAZ were nearly the 
same as the base metal at 550 ˚C; they decreased than the base metal after 5,000 h at 600 ˚C. The 
differences in creep rupture times between base metal and simulated f-HAZ were more than one 
order at all test conditions for the Gr.91 steel, whereas they appeared at lower stresses than 140 MPa 
at 600 ˚C for the Gr.122 steel. At these test conditions, the simulated f-HAZ of the Gr.122 steel 
revealed void- type inter-granular failure and its creep ductility decreased. 
 
3.2. Evolution of Type-IV creep damage 
 
Creep rupture times of the L-welded joints were 8,853 h at 600 ˚C and 90 MPa for the Gr.91 steel 
and 16,340 h at 600 ˚C and 100 MPa for the Gr.122 steel; they also showed the Type-IV failure and 
their rupture times were slightly longer than the S-welded joints as shown in Figs. 1 and 2. We have 
conducted the creep interruption tests using the L-welded joints for both steels at these test 
conditions and investigated the processes of Type-IV damage and fracture. Figure 3 shows the 
binary images of creep voids and cracks observed in HAZ of the central cross-section of the 
L-welded joints of the Gr.91 steel creep-interrupted at 600 ˚C and 90 MPa. It was found that a small 
number of creep voids formed at about 0.2 of creep rupture life, and the number of voids increased 
with time, and then coalesced to form a crack at 0.8 of life. Creep voids and cracks were mostly 
observed in the area about 20% below the plate surfaces. 
 
The area fraction of creep voids in the HAZ of the Gr.91 and Gr.122 steel welds are plotted against 
the life ratio (t/tr) in Fig. 4. In this figure, the area fraction of creep voids in the area about 20% 
below the plate surfaces where it shows the highest value is plotted. It was found that the Type-IV 
damage behavior and amounts of creep voids were considerably different for both steel welds. In 
the Gr.91 steel weld, Type-IV creep voids formed at the early stage 0.2 of creep life and increased 
gradually with elapse of time. On the other hand, in the Gr.122 steel weld, only a small amount of 
creep voids formed at 0.5 of creep life and slightly increased till 0.9 of life. Type-IV crack was not 
observed till 0.92 of life; it was observed in the specimen interrupted at 0.98 of life as shown in Fig. 
4. The formation and growth of creep voids were suppressed during steady-state condition; 
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Figure 3. Binary images of creep voids and cracks observed in the HAZ of a central cross-section 
of the L-welded joints for the Gr.91 steel crept at 600 ˚C and 90 MPa. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4. Changes of the area fraction of creep voids in HAZ during creep 
of the Gr.91 and Gr.122 steel welds at 600 ˚C. 

 
 
however, the crack growth rate in the accelerated stage was high for the high strengthened Gr.122 
steel. The lower creep ductility of the Gr.122 steel is related to these damage behavior. 
 
3.3. Micro-structural changes in HAZ 
 
Changes of microstructures of HAZ in the creep-interrupted L-welded joints was observed and 
KAM and grain boundary length were measured using EBSD. Figure 5 shows the changes in the 
grain boundary length in the fine-grained HAZ during creep for both steel welds. Here, length of 
grain boundaries with misorientation from 5˚ to 65˚ is plotted as prior austenitic boundaries. For the 
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f-HAZ in the Gr.91 steel weld, the grain boundary length decreased till 0.2 of life and saturated after 
that. On the other hand, for the f-HAZ in the Gr.122 steel weld, the grain boundary length increased 
till 0.5 of life, and then decreased after that. The decrease of grain boundary length occurs due to 
the recovery of microstructures during creep. 
 
Figure 6 shows the changes in the micro-hardness and KAM of fine-grained HAZ during creep for 
both steel welds. Here, average value of KAM is plotted excluding the points whose misorientation 
is larger than 5˚ in order to investigate the changes of dislocation structures. For the f-HAZ in the 
Gr.91 steel weld, hardness and KAM decreased till 0.2 of life and saturated to constant value, 
whereas they did not change till 0.5 of life and then decreased after that for the Gr.122 steel weld. 
The decrease of KAM and hardness occurs due to the recovery of dislocation structures. Because 
the grain boundary length increased without changing KAM and hardness till 0.5 of life, dynamic 
recrystallization was considered to be occurred in the fine-grained HAZ of the Gr.122 steel.  
 
These differences of microstructural changes are considered to relate to the differences of creep 
damage behavior between two steels. In the Gr.91 steel weld, the recovery of dislocation structures 
of f-HAZ occurs at early stage of life, and then early initiation and evolution of Type-IV creep voids 
occur. In the Gr.122 steel weld, the recovery of dislocation structures occurs after the 
recrystallization of f-HAZ, and then damage evolution occurs at later stage of life. 
 
From these experimental results, we consider about the methods for the residual life assessment of 
weld components as follows. For the Gr.91 steel weld, ultrasonic nondestructive testing is available 
for residual life assessment because creep voids and cracks increase gradually inside the plate 
thickness. Hardness measurement and microstructural observation are not available because their 
changes saturate in the early stage of life. Local necking on the specimen surface in HAZ is also 
available because the creep ductility is high for the Gr.91 steel. For the Gr.122 steel weld, ultrasonic 
testing may be difficult to detect Type-IV creep damages because the amount of voids are small and 
crack grows rapidly after 0.9 of life. Evaluation of hardness and dislocation structures (KAM) are 
available because they change largely in the latter half of life. Local necking on the specimen 
surface was scarcely observed for the Gr.122 steel weld with low creep ductility. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5. Changes in the grain boundary length in the fine-grained HAZ during creep 
for the Gr.91 and Gr.122 steel welds measured by EBSD. 
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Figure 6. Changes in the micro hardness and KAM in the fine-grained HAZ during creep 
for the Gr.91 and Gr.122 steel welds measured by EBSD. 

 
 
4. Conclusions 
 
In the present paper, creep strength, Type-IV damage evolution and microstructural change during 
creep in the Gr.91 and Gr.122 steel welds were investigated quantitatively using the large-scale 
welded joint specimens. The results are summarized as follows: 
(1) In the Gr.91 steel weld, the Type-IV failure occurred after 10,000h at 550 ˚C and 1,000h at 600 

˚C. In the Gr.122 steel weld, Type-IV failure did not occur at 550 ˚C; it occurred after 5,000 h 
at 600 ˚C. 

(2) Type-IV creep voids in the Gr.91 steel weld formed at the early stage 0.2 of creep life, 
increased with elapse of time, and then coalesced to form a macro crack after 0.8 of life. 

(3) In the Gr.122 steel weld, a small number of Type-IV creep voids formed at 0.5 of life, increased 
slightly until 0.9 of life, and then rapid crack growth occurred after that. The area fraction of 
creep voids in the Gr.122 steel weld was much smaller than that in the Gr.91 steel weld. 

(4) In the Gr.91 steel weld, the recovery of dislocation structures of fine-grained HAZ occurred at 
early stage 0.2 of life, and was followed by early initiation and evolution of Type-IV creep 
voids. In the Gr.122 steel weld, the recovery of dislocation structures occurred after 
recrystallization of fine-grained HAZ, and then damage evolution occurred at later stage of life. 

(5) Form the above experimental results, for the Gr.91 steel weld; it is considered that ultrasonic 
nondestructive testing etc. is available for the residual life assessment because creep voids and 
cracks increase gradually inside the plate thickness. Hardness measurement and microstructural 
observation of fine-grained HAZ are not available because their changes saturate in the early 
stage of life.  

(6) For the Gr.122 steel weld, ultrasonic testing is considered to be difficult to detect Type-IV creep 
damages because the amount of voids are small and crack grows rapidly after 0.9 of life. 
Evaluation of hardness and dislocation structures (KAM) are available for the residual life 
assessment because they change largely after 0.5 of life. 
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Abstract  Fracture mechanics based methodologies are an important area of research that benefit life 
assessment techniques in components operating at elevated temperatures. There are many factors which 
determine a successful methodology for remaining life assessment of engineering components. Important 
elements are good testing techniques, the development of appropriate and accurate correlating parameters to 
treat the results in a the unified and verifiable manner in order to produce ‘benchmark’ material crack growth 
properties and developing accurate modelling procedures for life assessment methods. This presentation 
considers the first two aspects and identifies future trends and improvements in the developments of 
standardisations in creep and creep/fatigue crack growth testing of weldments containing residual stress. The 
paper highlights the important points in these pre-standardisation collaborative efforts by presenting the 
methods of analyses and example of their application to feature type components. 
. 
 
Keywords  Creep Damage; Damage Mechanics; Life Assessment; crack growth; fatigue 
 

1. Introduction 
 

 The power generation industry is striving to meet criteria for clean and sustainable energy 
production by increasing efficiency while simultaneously decreasing levels of chemical emissions 
and pollutants. The efficiency of conventional steam and gas turbine power plant can be 
significantly improved by increasing the operating temperature, leading to reduced fuel 
consumption and lower levels of harmful emissions. With the trend towards higher operating 
temperatures and the competing need to extend the life of existing power plant, more accurate and 
reliable experimental data for use in improved predictions of component lifetimes at elevated 
temperatures are needed. 

In recent years a number of European and International collaborative programmes [1-78] have 
developed the testing and analysis methodologies as well as a number of databases of laboratory 
crack growth data base on homogenous parent material. More recently work on crack growth of 
weldments has been initiated under the auspices of VAMAS TWA31 to address the problems 
relating to specimens containing welds.  

The main objective is to establish accurate and reliable testing methods and a unified procedure for 
assessing creep crack growth at elevated temperatures in industrial specimens, which contain 
defects. Determination of procedures for analysing the test data using fracture mechanics concepts 
is important and therefore the validated correlating parameters are made available in the Code of 
Practice (CoP) [1]. Validation of results against measurements on standard Compact Tension C(T) 
laboratory specimens using ASTM E1457 has been also been carried out as it indicates the effects 
of constraint on specimen geometry and size. There are a number of parameters such as K, linear 
elastic fracture mechanics, Q* based on the thermally activated process and Kcmat based on creep 
toughness properties that are included in the CoP [1].  However recommendations are only made 
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on the basis that they are validated with experimental data. In this paper an outline of geometries 
that have been tested in a number of EU programmes  are identified and the differences in method 
of analysis using the fracture mechanics parameter C* in laboratory and components will be 
highlighted and compared for a pipe and plate component. 

 

1.1  Background to life assessment codes 

Components in the power generation and petrochemical industry operating at high temperatures are 
almost invariably submitted to static and/or combined cycle loading. The alloys used can vary 
between low carbon steels to high chrome superalloys with various alloying contents. In addition 
these components have welded parts which will have different alloying and microstructural 
properties.  The failures can be due to large deformations, creep rupture and/or crack growth. The 
development of codes in different countries has moved in very similar direction and in many cases 
the methodology has been borrowed from a previously available code in another country. Early 
approaches to high temperature life assessment have used methodologies based on defect-free 
assessment codes. For example ASME Code Case N-47 [9] and the French RCC-MR [10], which 
have many similarities, are based on lifetime assessment of un-cracked structures. More recent 
methods make life assessments based on the presence of defects in the component. The more 
advanced codes dealing with defects over the range of creep and creep/fatigue interaction in 
initiation and growth of defects are the BS 7910 [11], British R5/R6 [12,13], the API RP 579 [14] 
and the French A16 [15] which have clear similarities in terms of methodology. It is also obvious 
from these assessment methods that the correct evaluation of the relevant fracture mechanics 
parameters, for which the lifetime prediction times are dependent upon, are extremely important.  

It is also evident therefore that the detailed calculation steps, which are proposed in these 
documents alone, do not improve the accuracy of the life prediction results. In any event as these 
procedures have been validated for limited sets of geometries and ‘Benchmark’ material data, their 
use in other operating conditions will need careful judgment. These aspects have been considered in 
this paper in order to produce validated fracture mechanics parameters form different geometries for 
this purpose. The paper highlights recommendations for improved test methods so that verifiable 
material properties are collected. This allows the modelling methods using standard laboratory and 
feature component data to be used with increased confidence in life estimation codes. This 
pre-standardisation work is of relevance to ASTM, ISO, ASME, API (American Petroleum 
Institute) and PVRC (Pressure Vessels Research Council (USA)) as well as to allow further 
improvements to life assessment CoP such as R5, BS7910 and A16. Clearly the recommendations 
resulting from this CoP will be useful for increasing confidence in defect assessment codes.  

 

2 Parameters for Analysing High Temperature Cracking 
 
Typically, fracture mechanics concepts are used to characterise crack initiation and growth at high 
temperatures. Usually at short times the stress intensity factor K, or the elastic-plastic parameter J, 
is employed to describe the stress and strain distributions at a crack tip whereas at long times, when 
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steady state conditions have been reached, the creep fracture mechanics term C* is used [8,16-20]. 
During the intervening stage damage formation and stress redistribution is occurring at the crack tip. 
The parameters are validated by the right usage of parameters to describe creep brittle and creep 
ductile crack growth [8]. 

2.1. Steady state CCG analysis 

Creep crack growth rate under steady state for a creep ductile material is usually analysed using the 
fracture mechanics parameter C* [16-20]. The derivation for C* which is analogous to J is well 
documented [16,17] and will not be detailed in this paper. Once a steady-state distribution of stress 
and creep damage has been developed ahead of a crack tip, it is usually found that creep crack 
growth rate a ˙ can be described by an expression of form [16-20]: 

*CDa   

 
(1) 

 

where D and  are material constants. 

Where creep dominates most often the constants in Eqn. (1) are obtained from tests that are carried 
out on compact tension (C(T)) specimens based on the recommendations of ASTM E1457 [8] 
standard and hence, C* is estimated experimentally from measurements of creep load-line 
displacement according to the experimentally determined value of C*  given by 
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where c  is the load line displacement rate due to creep alone, Bn, W and a are the specimen net 

thickness (accounting for side-grooves), width and crack length, respectively, n is the creep stress 

exponent. The geometry function  from [16,21-22] is given as  
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Where m is a function of collapse load of the cracked body [22]. Solutions for the  functions, in 
different geometries, based on analytical solutions (limit load analyses) and finite element 
calculations are available [22]. From Eqn. (2) therefore providing that the displacement rates can be 
measured it is possible to simply derive C* experimentally [23,24] for subsequent use in Eqn. (1). 

 

 

2.2. Reference stress method of estimating C* 

The data obtained from C(T) specimens using Eqn. (1) is considered as ‘benchmark’ material data 
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for creep crack growth properties of the materials in the same way as creep strain rate and rupture 
for uniaxial creep tests. These data can be employed directly in crack initiation and growth models 
described in the different codes [11-15] to estimate residual lives in components. For components 
such as pipes and plates, on the other hand, C* must be determined from finite element analysis or 
reference stress methods. For this the reference stress procedure is adopted in line with that used in 
the defect assessment codes [11-15]. With this approach C* is expressed approximately as [16]: 
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where ε ˙ref is the creep strain rate at the appropriate σref  for the component and K is the stress 
intensity factor corresponding to the applied loading. When the creep strain rate ε ˙ at an applied 
stress σ can be described in terms of the Norton creep law [16]: 
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where A and n are material constants at constant temperature. Thus, Eqn. (4) can be rewritten as: 
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The typical value for n is between 5 and 12 for most metals. In addition, the concept of the average 
creep rate, ε ˙Ave, obtained directly from rupture data, has been used to account for all three stages of 
creep as an approximate method for estimating the average creep rate ε ˙Ave as shown and defined 
by 
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where σ is the applied stress,  εf is the uniaxial failure strain, tR is the time-to-rupture and AAve, nAve, 
σo and ε ˙0 are material constants. 

 

2.3.  Creep Crack Initiation (CCI) analysis 

When a structure containing a defect is first loaded the stress distribution is given by the elastic 
K-field or the elastic-plastic J-field. Therefore, time is required for the stresses to redistribute to the 
steady-state creep stress distribution controlled by C*. During this period, transient conditions exist 
which are not uniquely defined by C*. In addition, a period of time is needed for creep damage to 
develop around the crack tip [16]. Furthermore due to the practical limitations of crack detection 
equipment, the initiation of crack growth is difficult to determine precisely. Typically, this ranges 
between an extension Δa of between about 0.1 and 0.5 mm depending on component and crack 
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dimensions. For laboratory specimen such as CT, ASTM E1457 [8] identifies an extension of 0.2 
mm to cover the entire transition time to steady state conditions and this distance also takes into 
account the resolution of crack monitoring equipment. However, in order to increase the confidence 
in the crack measurement of the different components, it has been determined, in this present work, 
that Δa = 0.5 mm was the best value to choose to compare both the CT data and the semi-elliptical 
defects in the pipes and plates.  

From Eqn. (1) it may be expected that the time, ti, to initiate a crack extension of a  can be 
expressed by:  

iCDt ii
*  

 
(8) 

 

where Di and i are material constants. For steady-state cracking Di is expected to be given 
approximately by Δa /D with i = - and hence Eqn. (8) can be re-written as follows [23,24]: 

iC
D

a
ti

 *
Δ

 

 
(9) 

 

This equation assumes that the entire initiation period is governed by steady-state C*. This cannot 
be expected to be true during at least part of the initiation period ti. The applicability of the equation 
has been examined for the pipes and plates [1] in the same as has been done for crack growth. 

 

2.4.  Fatigue crack growth ( FCG)  rates 

For fatigue crack growth it is assumed that the mechanism is time and temperature independent and 
K or J dominates at the crack tip. At room temperature under cyclic loading conditions, crack 
propagation usually occurs by a fatigue mechanism where the Paris Law can describe crack 

growth/cycle (da/dN)f in terms of stress intensity factor range K by 

  'm
f K'CdNda   

 
(10) 

 

Where da/dN is fatigue crack growth rate per cycle, C’ and m’ are material dependent parameters, 
which may be sensitive to the minimum to maximum load ratio R of the cycle. The procedure for 
fatigue crack growth testing is well known [25]. However for low frequency dwell periods where 
creep dominates the parameter of choice would be the same as for static creep testing such as 
C*[16,26]. 

 

2.5.  Analysis of creep/fatigue crack growth (CFCG)  rates 

At elevated temperatures combined creep and fatigue crack growth may take place. However in 
most cases fatigue dominates at higher frequencies (f>1Hz) and creep dominates at lower 
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frequencies and dwell periods (f<0.1Hz) [26].  In most cases the total crack growth crack growth 
calculations under cyclic loading can be described as                

(da/dN) = (da/dN)c + (da/dN)f 

 
(11) 

 

Where this linear summation combines creep and fatigue components. This can be refined using the 
method given in the British Energy’s R5 Procedure [12].  

Total crack growth per cycle, (da/dN), can be described by Eqns. (1,(10). It can be shown that a 
simple cumulative damage law can be applied to describe creep/fatigue interactions [26]. Fatigue 
analysis is usually conducted by using the linear elastic K parameter [1,8] and the creep portion can 
be described by C* [26].  

 

1. GEOMETRIES USED IN CRACK GROWTH TESTS 

The VAMAS procedure covers a range of geometries for testing at high temperatures. These are 
placed in two categories. The first are the recommended standard fracture mechanics specimens and 
the second are the ‘feature specimens’ which cover all non-standard test specimens which could 
resemble components. These are described in brief in the following sections. 

Table 1: Specimen names and abbreviations 

C(T) Compact Tension 

CS(T) C-Shaped Tension 

SEN(T) Single Edge Notched Tension geometry 

SEN(B) Single Edged Notched Bending geometry  

DEN(T) Double Edge Notched Tension geometry 

M(T) or CC(T) Middle Tension or Centre (through) Cracked Panel in Tension
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Figure 1: Schematic drawings for the fracture mechanics geometries showing the loading directions, 

and the load-line LLD and crack Mouth opening CMOD
   measuring positions. 

 

 

 

2.6. Fracture mechanics  specimens 

As a result of EU collaborative programmes [2-7] especially in HIDA [3], LICON [4] and CRETE [5] 
tests were performed on a number of fracture mechanics geometries. The VAMAS procedure [1] uses 
the information provided by these programmes to identify and catalogue six specimen geometries, as 
given in Table 1, that have been verified for the purpose of creep and creep/fatigue crack growth and 
initiation testing and are comparable to C(T) test data [23].  Abbreviations denoting the specimen 
geometries are also given in Table 1. The choice of specific specimens does not mean that other 
geometries should not be used for testing but that they would need validation before their inclusion in 
the procedure. Detailed dimensions, machining instructions methods of setting up and limits of testing 
accuracies are described in the procedure. Figure 1 shows the schematic drawings of the six fracture 

mechanics geometries showing the loading directions, and the load-line LLD and crack Mouth 
opening CMOD

   measuring positions.  
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a) b)

Figure 2: a)Example of normalised crack length versus time data and b) Comparison of the 

creep crack growth rates with C* for different geometries with the C(T)  databand, for a 
≥ 0.2 mm, in 316H stainless steel at 550 oC. 

An example of data obtained and analysed from these specimens are shown in Fig. 2. Fig. 2a shows 
the normalised crack length versus time for the different geometries and Fig. 3b shows the 
correlation of the data when compared to a C(T) databand of the same 316 type stainless steel 
material. This suggests that for the range of sizes and geometries used the crack growth data 
obtained is comparable to within the inherent scatter of data. 

 

2.7. Feature Specimens 

Feature type specimens, which can represent component related geometries, were also tested for 
verification and validation in different collaborative programme [3]. These consist of pipes, plates 
and notched bar cracked specimens. The testing of such specimens is costly and difficult and is not 
recommended as a routine procedure for deriving data but they can be used to validate the 
laboratory data in comparison to components.  

Analysis of component or feature component testing was an important part of VAMAS TWA25 
procedure [1]. It has been shown previously that although different codes employ Eqns. (5-7), often 
different formulae are used to evaluate K and σref. Greater sensitivity of C* and cracking rate to 

reference stress than to K is expected from Eqn. (5) since  in Eqn. (1) is close to one, and typically 
n>>1 and evidence of this has been demonstrated previously [28]. It has also been previously 
demonstrated that ‘global’ collapse solution represent best the cracking behaviour in pipe 
components [1]. Some examples of the comparisons of data for the plate and pipe with C(T) 
specimens are given in the next section to highlight the analysis and the difficulties that exist in 
producing and treating the data from feature test. Furthermore since it has been shown [28] that 
there is no absolute correct solution for reference stress in components and that in order to get an 
overall agreed definition compromises have to be made. It may be possible by using detailed FE 
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analysis of the geometry in 3D and the right boundary conditions and material properties to improve 
the solutions in the future.  

For plates there exist several reference stress solutions [11-15] which use Eqns. (4),(6) to derive C*. 
However in the VAMAS procedure [1] one reference stress solution is chosen. It has been shown 
that for small partially penetrating defects in plates subjected to combined tension and bending 
loading, these reference stresses can significantly over-estimate creep crack growth rates. Therefore 
a recommended reference stress, which is based on a global collapse mechanism is expressed as 
follows: 

 
         

    








213

21933
2

2
1

22

 
mmbmb

 Plateref
 

 
(12) 

 

where γ = (a·c) / (W·l) and α = a / W. In these equations, a is crack depth, c is half crack length at 
the surface, W is the thickness of the plate and l is the half-width of the plate, respectively.  

a) b)

Figure 3: Effect of static and cyclic loading on crack growth rate, for 316LN at 650°C for a) 
C(T) specimens [3] showing the range of data scatter and b) comparison of plate crack 
growth data at different frequencies  with the same C(T) databand as in Fig. 5(a)  

Fig. 4 gives an example of comparing the effects of frequency and the plate geometry for a 316LN 
type stainless steel tested at 650 oC [3]. Fig. 5a highlights that for low frequencies the crack growth 
data for this steels lies within the scatter of the static load data, suggesting that the cracking is time 
dependent and due to creep at low frequencies. Fig. 5b compared the same databand with data from 
plate tests. In this case there is a clear difference between negative R ratios and the rest of the cyclic 
test data of the plate lying at the upper and lower bounds of the C(T) databand respectively. This 
suggests that caution would be needed in using standard laboratory tests to predict component 
behaviour where negative R-ratios are present.  

 
2.8. Geometry definitions for pipe components  

In the same way as the plates Eqns. (4),(6) are used to derive C* for pipe geometries. Equations For 
a range of pipes also exist to derive K and reference stress. It has been shown that solutions for K 
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due to Raju and Newman [27] and the ‘global’ collapse solution for the reference stress are best to 
estimate C* in the analysis for pipes. ‘Global’ solutions of reference stress are based on the collapse 
of the entire cross-section at the site of a defect.  For a semi-elliptical axial defect in a pipe 
subjected to an internal pressure p, R6 [13] gives the reference stress as: 
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where bate(a, c) is given by :  

  aaR
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(14) 

 

where bate(a, c) function of dimensions, a is crack depth, c is half crack length at the surface and Ri 
and Re are the internal and external radii of the pipe, respectively. 
 
Figure 5 gives an example of comparison of crack growth analysis of the C(T) and pipes geometries 
in both parent and weld P22 steel tested at 565 oC. Fig. 6a shows little difference between parent 
and heat affected zone (HAZ) region tests for the C(T) P22 specimens. On the other hand Fig. 6b, 
for the pipe test whilst not showing a noticeable difference between parent and HAZ cracking it 
does show an effect due to geometry when compared with the databand of Fig. 6a. This could be 
due to constraint as well as the fact that derivation of data from pipe test are much more difficult 
than for standard C(T) specimen [8,28]. This highlights the fact that more tests would be needed to 
improve the validation of laboratory data with component data. 

a) b)

Figure 4:  a) Comparison of welded and parent crack growth rate for P22 steel tested at 
565 oC, and b) Comparison of crack growth versus C* for P22 CT and pipe specimens with 
C(T) data band (Fig. 6a) showing the effects of geometry constraint on crack growth [3]. 

 

2. CONCLUSIONS 

Creep and fatigue crack growth models as well as residual defect assessment codes need reliable 
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and verifiable material properties data and validated fracture mechanics parameters for use in their 
predictive methodologies. The paper has incorporated the results from the research in a number of 
EU collaborative projects [2-6] to develop an overall methodology for deriving acceptable data and 
validated parameters for life assessment analysis. The results are also compatible with ASTM 
E1457 [8] standard for testing C(T) specimens. In addition the newly developed ASTM E2670 [29] 
on creep/fatigue crack growth testing identifies the problems associated with creep/fatigue 
interaction and presents an analysis method for a range of frequencies. 

In addition the similarities of the approaches in the various codes do not necessarily imply that 
calculations by the different methods will give the same predictions. It may be possible that under 
certain controlled and validated circumstance the predictions can be optimised. It is clear that a 
critical comparison is only possible when the same method is used on another material and 
condition or the same test cases are examined by the different codes. 
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Abstract  The integrity management and the lifetime assessment of different engineering structures and 
structural elements is one of the important technical-economic problems nowadays. The aim of the paper is 
to present the role of the external and internal reinforcing on the structural integrity of transporting steel 
pipelines, based on own experimental investigations. On the one hand, external and internal reinforcement 
technologies were developed using carbon fibre reinforced polymer matrix composite (CFR PMC) and glass 
fibre reinforced polymer matrix composite (GFR PMC), respectively. On the other hand, known external 
technology was used for the reinforcing of girth welds. Fatigue and burst tests were performed on large 
pipeline sections containing natural and artificial metal loss defects, and girth welds including weld defects 
(passed and not passed quality). Burst tests were executed after fatigue tests, using 20.000 or 100.000 cycles. 
Different corrosion defects were tested as natural defects, and longitudinal and circumferential gouges as 
well as holes and through holes were investigated as artificial defects. Both unreinforced and reinforced 
pipeline sections were examined. The applicability of the hybrid structures (steel + polymer matrix 
composites) were demonstrated by means of the experimental results and defined safety factor. 
 
Keywords  pipeline, reinforcing, structural integrity, PMC, burst test 
 
1. Introduction 
 
The treatment of the degradation and failure of different engineering structures, structural elements 
and equipment, the management of their lifetime is one of the important technical and economic 
problems of nowadays [1]. The cause of it is unambiguous: on the one hand, significant part of the 
structures have already reached or exceeded their originally planned lifetime [2], accordingly their 
following operation is a general interest; on the other hand, the safe and economic operation of the 
new structures is a key-question. The experiences of the operation [3], the frequency data of 
fractures, and the different failure statistics [4-6] of the engineering structures having great 
importance show, that the significance of cyclic loadings, fatigue and fatigue crack propagation is 
emphasized in general. 
 
Among the engineering structures, hydro-carbon transporting pipelines fill an important part. 
Approximately, the half of the total length of the Hungarian gas transporting system is over 30 years. 
In the technical requirements for the pipelines, the estimated lifetime was 30 years in the 1970’s [7]. 
However, as the pipeline age is over 30 years, a sharp increase can be experienced in the probability 
of failures, according to the “bath tub” failure curve [8]. Therefore, the first global aim of our 
research work is to improving the integrity of the Hungarian natural gas transmission system. 
 
Material databases play important role both on the integrity management and on the Engineering 
Critical Assessment (ECA) of the pipeline systems. Therefore, the second global aim of our research 
work is to establish a Pipeline Integrity Management System (PIMS) with different data, frequently 
with experimental data. Material databases collected for general or special purposes and the synergy 
among the databases can be used to increase the efficiency of the user decisions and the reliability 
of the lifetime estimation. Different databases were developed for managing different pipeline 
systems. Data found in standards, in rules, in prescriptions and measured values were integrated in 
the databases. Additional databases were developed for design calculations and numerical analysis, 
including physical and plasticity constants of steels, polymers and Polymer Matrix Composites 
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(PMCs), such as potential reinforcing materials. Accordingly, material databases contain data of 
steel pipe materials, mechanical properties, geometrical dimensions; polymer matrix composite 
materials, mechanical properties; physical properties of steels and PMCs [6]. 
 
The most frequently joining technology in the field of steel pipes is the welding, numerous girth 
welds can be found on the pipelines. The girth welds, as separated parts of the pipeline, have own 
integrity [9] and the girth weld integrity has influence on the pipeline integrity. The girth weld 
integrity depends on many factors – Y/T ratio, weld metal yield strength (YS) mismatch, continuous 
or discontinuous yielding, elastic or non-elastic design, inspection level (x-ray or ultrasonic), failure 
mode (brittle vs. ductile) – interacting with each other [6, 9, 10]. 
 
Based on the above mentioned facts, the direct purpose of the paper is to present the role of the 
external and internal reinforcing on the fatigue and burst behaviour of transporting steel pipelines, 
reviewing our full-scale examinations. External and internal reinforcement was developed using 
carbon fibre (CF) and glass fibre (GF) polymer matrix composites (PMC), respectively [6, 11]. 
Known external reinforcing technology (Clock Spring) was used, too [12]. Fatigue and burst tests 
were performed on full scale pipeline sections containing natural and artificial metal loss defects, 
and girth welds including weld defects. Both unreinforced and reinforced pipeline sections were 
examined. Safety factor, burst pressure divided by Maximum Allowable Operating Pressure 
(MAOP), was defined and their calculated values demonstrate both the reserves of steel pipes and 
the usefulness of the reinforcing materials and technologies. 
 
2. Testing circumstances 
 
Full-scale, seamless (SMLS), seam welded (SW and SW/HFW) and spiral welded (SPW) steel 
pipeline sections were examined. Pipeline sections with and without girth welds were investigated, 
too, in order to study the influence of the girth weld quality and integrity on the pipeline integrity. 
Manual metal arc welding (111) and tungsten inert gas welding combined with manual metal arc 
welding (141/111) technologies were used for the making of the girth welds. The main 
characteristics of the investigated pipeline sections are summarized in Table 1, where DN is the 
diameter nominal of the steel pipe, dk is the external/outside diameter of the steel pipe (OD) and ta is 
the wall thickness of the steel pipe. 
 

Table 1. The main characteristics of the investigated pipeline sections 
Mark DN dk, mm ta, mm Pipe Material Pipe Type Girth Weld 
A_e 100 108,0 4,5 L360NB SMLS 111 
B_a 200 219,1 5,0 L360MB SW/HFW no or 111 or 141/111 
B_b 200 219,1 5,0 L360MB SW/HFW no or 111 or 141/111 
C_d 300 323,9 7,1 L360MB SW/HFW no 
CS_a 400 410,4 7,2-8,0 A35K SMLS 111 
CS_b 400 405-412 7,7-8,3 DX42 SPW 111 
D_c 600 609,0 7,92 DX52 SW no 
E_o 200 219,1 5,0 L360MB SW/HFW no 

 
The investigated pipeline sections are divided into testing sections, as follows: 
 burst test of base (unwelded) pipeline; 
 fatigue test (105 cycles) + burst test of base (unwelded) pipeline; 
 burst test of operated (fatigued and replaced) pipeline containing girth weld with „NOT 

PASSED” quality; 
 fatigue test (2*104 cycles) + burst test of pipeline containing girth weld with „PASSED” quality; 
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 fatigue test (2*104 or 105 cycles) + burst test of pipeline containing girth weld or seam weld or 
artificial discontinuity with „NOT PASSED” quality; 

 burst test of operated (fatigued and replaced), externally reinforced pipeline containing girth 
weld with „NOT PASSED” quality; 

 fatigue test (105 cycles) + burst test of externally or internally reinforced pipeline containing 
girth weld or artificial discontinuity with „NOT PASSED” quality. 

 
Clock Spring glass fibre reinforced PMC (CS), and own developed carbon fibre reinforced PMC 
(CFRPMC) were used for external reinforcing. The application of the Clock Spring composite 
sleeve reinforcing system can be found in the literature [13]. The installation of the own developed 
external reinforcing consists of five steps: cleaning and drying of the pipe; preparation of the 
reinforced area with resin; reinforcing with carbon fibre (tape); covering with polymer film; 
hardening using heat treatment. Own developed glass fibre reinforced PMC (GFRPMC) was used 
for internal reinforcing. The applied reinforcing technology was as follows: cleaning and drying of 
the pipe; proofing of the shell material; reeling up of the proofed shell onto packet; setting of the 
packet into the pipe; reinforcing using internal pressure; hardening. 
 
One pipeline section was prepared for strain-gage measurements in order to investigate the 
behaviour of artificial failures under internal pressure and to establish basic data for finite element 
(FEM) calculations. Fig. 1 shows the detail of this pipeline section (B_b8) with artificial 
longitudinal gouge, strain-gages and an extensometer (see Table 2 and Table 3, too). 
 

 
 

Figure 1. Pipeline section (B_b8) with artificial longitudinal gouge, strain-gages and an extensometer 
 
The important characteristics (girth or seam welds and the quality of the welding, types and 
measurements of the failures, reinforcing) of the investigated pipeline sections are summarized in 
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Table 2; where hk and hb are the longitudinal dimension, mk and mb are the depth of the external and 
internal failures (gouges and holes), respectively, furthermore d is the diameter of the artificial holes 
(holes and through holes). 
 

Table 2. The important characteristics of the investigated pipeline sections 
Mark Details of Pipeline Section Reinforcing 

Groups of externally reinforced pipeline sections 
A_e1 111 girth weld, „NOT PASSED” quality – 
A_e2 111 girth weld, „NOT PASSED” quality CFRPMC 
B_a1 base (unwelded) pipe – 
B_a3 141/111 and 111 girth welds, „PASSED” quality – 
B_a4 111 girth weld, „NOT PASSED” quality – 
B_b1 base (unwelded) pipe – 
B_b2 141/111 girth weld, “NOT PASSED” quality – 
B_b3 114/111 girth weld, “NOT PASSED” quality CFRPMC 
B_b4 114/111 girth weld, “NOT PASSED” quality CFRPMC 
B_b5 114/111 girth weld, “NOT PASSED” quality CFRPMC 
B_b6 artificial longitudinal gouge (hk = 75 mm, mk = 2 mm), circumferential 

gouge (hk = 85 mm, mk = 4,1 mm and interacting circumferential gouges 
(hk = 2*75 mm, mk = 3,2 mm) 

– 

B_b7 artificial longitudinal gouge (hk = 75 mm, mk = 2 mm), circumferential 
gouge (hk = 100 mm, mk = 2,9 mm and interacting circumferential 
gouges (hk = 2*75 mm, mk = 3,2 mm) 

CFRPMC 

B_b8 artificial failure: longitudinal gouge (hk = 70 mm, mk = 2 mm) – 
C_d1 artificial longitudinal gouge (hk = 100 mm, mk = 3 mm), circumferential 

gouge (hk = 150 mm, mk = 4,7 mm and interacting circumferential 
gouges (hk = 2*130 mm, mk = 4 mm) 

– 

 artificial longitudinal gouge (hk = 100 mm, mk = 3 mm) – 
 new artificial longitudinal gouge (hk = 100 mm, mk = 3,1 mm) – 
C_d2 artificial longitudinal gouge (hk = 100 mm, mk = 3 mm), circumferential 

gouge (hk = 150 mm, mk = 4,7 mm and interacting circumferential 
gouges (hk = 2*130 mm, mk = 4 mm) 

CFRPMC 

 artificial longitudinal gouge (hk = 100 mm, mk = 3 mm) CFRPMC 
CS_a1 111 girth weld, „NOT PASSED” quality CS 
CS_b1 111 girth weld, „NOT PASSED” quality – 
CS_b2 111 girth weld, „NOT PASSED” quality CS 
CS_b3 111 girth weld, „NOT PASSED” quality CS 
CS_b4 111 girth weld, „NOT PASSED” quality CS 
D_c1 seam weld, “NOT PASSED” quality – 

Group of internally reinforced pipeline sections 
E_o4 artificial holes (d = 4, 8, 10, 12, 16 and 20 mm, mb = 4 mm) – 
E_o1 artificial longitudinal gouge (hb = 70 mm, mb = 3,2 mm) GFRPMC 
E_o2 artificial through holes (d = 4, 8, 10, 12, 16 and 20 mm) GFRPMC 
E_o3 artificial holes (d = 4, 8, 10, 12, 16 and 20 mm, mb = 4 mm) GFRPMC 

 
3. Results of the full-scale investigations 
 
Fig. 1 demonstrates the internal pressure vs. time diagrams of the investigated DN 200 pipeline 
sections in the B_a and B_bi testing groups (see Table 1 and Table 2) during their burst tests. Fig.1 
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displays the average pressure growth rate range (0,15 – 0,52 MPa/s) at the initial stage of the burst 
tests, which can be evaluated as quasi-static value range. 
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Figure 2. Internal pressure vs. time diagrams during the burst tests of the pipeline sections 

in the B_a and the B_b testing groups 
 
Fig. 2 demonstrates the internal pressure vs. time diagrams of the investigated DN 400 pipeline 
sections in the CS_b testing group (see also Table 1 and Table 2) during their burst tests.  
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Figure 2. Internal pressure vs. time diagrams during the burst tests of the pipeline sections 

in the CS_b testing group 
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Fig. 2 shows the loading history of the pipeline sections, which consists of three parts: rising the 
pressure up to the operating pressure (6,4 MPa), holding the pressure (3 min = 180 sec), and rising 
the pressure up to the final damage. Fig. 1 and Fig 2 show the volume growth of the pipeline 
sections through the pressure growth, too. 
 
Fig. 3 and Fig 4 show the externally reinforced pipeline section CS_a1 (reinforced girth weld) using 
Clock Spring repair system before and after the burst test, respectively. 
 

 
 

Figure 3. Externally reinforced pipeline section (girth weld) CS_a1 before the burst test 
 

 
 

Figure 4. Externally reinforced pipeline section (girth weld) CS_a1 after the burst test 
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Fig. 5 and Fig. 6 show the externally reinforced pipeline section CS_b3 (reinforced girth weld) 
using Clock Spring repair system and the failured area after the burst test, respectively. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5. Externally reinforced pipeline section (girth weld) CS_b3 after the burst test 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 6. The failured area of the externally reinforced pipeline section (girth weld) CS_b3 after the burst test 
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Fig. 4 and Fig. 6 demonstrate that in these cases, the failed area located far from the girth weld area, 
and the reinforcing material has riven through the deformation of the unreinforced pipe body. 
 
The results of the investigations executed on the unreinforced and externally or internally reinforced 
pipeline sections, furthermore the calculated safety factors are summarized in Table 3.  
 

Table 3. Results of the executed full-scale investigations 
Mark Examination Cycles Failure location Burst pressure, Safety factor, 
    bar – 

Groups of externally reinforced pipeline sections 
A_e1 fatigue + burst 105 pipe body 464,6 7,26 
A_e2 fatigue + burst 105 pipe body 472,3 7,38 
B_a1 burst – pipe-end seam > 261,7 > 4,09 
B_a3 fatigue + burst 2*104 pipe body 275,3 4,30 
B_a4 fatigue + burst 2*104 pipe body 253,5 3,96 
B_b1 fatigue + burst 105 pipe body 276,6 4,32 
B_b2 fatigue + burst 105 pipe body 274,0 4,28 
B_b3 fatigue + burst 105 pipe body 285,6 4,46 
B_b4 fatigue + burst 105 pipe body 287,2 4,49 
B_b5 fatigue + burst 105 pipe body 284,7 4,45 
B_b6 fatigue + burst 105 pipe body 268,1 4,19 
B_b7 fatigue + burst 105 pipe body 262,9 4,11 
B_b8 strain-gage 

measurements 
– pipe body not relevant not relevant 

C_d1 fatigue 0,795*105 circumferential gouge not relevant not relevant 
 fatigue 0,936*105 longitudinal gouge not relevant not relevant 
 burst  – new longitudinal gouge 233,5 3,65 
C_d2 fatigue + burst 105 circumferential gouge 264,6 4,13 
 fatigue + burst 105 longitudinal gouge 273,2 4,27 
CS_a1 burst operated pipe body 245,0 3,83 
CS_b1 burst operated girth weld 220,0 3,44 
CS_b2 burst operated pipe body 270,0 4,22 
CS_b3 burst operated pipe body 220,0 3,44 
CS_b4 burst operated pipe body 250,0 3,91 
D_c1 fatigue 105 – – – 

Group of internally reinforced pipeline sections 
E_o4 fatigue + burst 105 hole (d = 12 mm) 255,7 4,00 
E_o1 fatigue + burst 105 longitudinal gouge 241,6 3,78 
E_o2 fatigue + burst 0,447*105 through hole (d = 20 mm) 242,9 3,80 
E_o3 fatigue + burst 105 hole (d = 20 mm) 268,5 4,20 

 
4. Conclusions 
 
Based on the results of our full-scale examinations and the calculated safety factors, the following 
conclusions can be drawn. 
 
The reinforcing materials (carbon fibre reinforced PMC and glass fibre reinforced PMC) and the 
own developed external and internal reinforcing technology can be used 
 for transporting and industrial steel pipelines; 
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 for wide variety of pipe diameters and length (e.g. for casings); 
 for both quasi-static and cyclic loaded pipeline sections or pipelines; 
 for both workshop-work and field-work. 
 
Beside the Clock Spring (CS) repair system, the developed external technology is suitable for the 
reinforcing of girth welds, frequently “NOT PASSED” quality girth welds, too. 
 
The usability of the own developed external reinforcing technology and the effectiveness of the 
external reinforcing for “NOT PASSED” quality seam welds (D_c pipe section) require further 
investigations. 
 
The defined safety factor and their calculated values demonstrate both the reserves of the steel pipes 
and the usefulness of the reinforcing materials and technologies. 
 
Results of full-scale tests correspond with results of numerical investigations [14-17] in case of 
externally and internally reinforced damaged pipelines. 
 
Databases and especially experimental data have a determinant role in the integrity assurance of 
different structures, like pipeline systems [18]. With the help of these databases and frequently with 
the using of the experimental data, integrity management tasks can be solved [1]. 
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Abstract  According to the low cycle fatigue strain damage, a unit average damage parameter over the 
cyclic plastic zone along the crack extending direction is defined, and a new fatigue crack growth rate 
prediction model (LCF-FCGM) is established. Then combined with Newman-Raju formula, simulation of 
the fatigue crack growth problem of a half elliptic surface crack in tension plate under cyclic loading is 
fulfilled. The fatigue crack growth rate curve of Al 7075-T6 alloy predicted by LCF-FCGM agrees well with 
that obtained from the corresponding test. Assuming that the shape of the surface crack front keeps elliptic 
and is controlled by two critical points: the deepest point and the surface point, a numerical approach based 
on material’s low cycle fatigue properties is developed to analyze the configuration evolution of surface 
cracks during fatigue crack growth. The new approach is well applied to Al 7075-T6 alloy surface cracked 
plate, and six different initiate crack shapes are discussed and all reflect the same phenomenon of round first 
to oval again, which are consistent with the test results. 
Keywords  fatigue crack propagation; low-cycle fatigue damage; Newman-Raju formula; elliptic surface 
crack; Al 7075-T6 alloy 
 
1. Introduction 
 
In engineering the crack is always in three-dimensional stress status, especially for the surface crack 
in pressure vessel pipe. So study on the surface crack growth problem has great importance. 
Because of the uncertainty of the crack front shape, it brings much difficulty on solving these 
nonpenetrating crack problems. Nowadays, there are three methods have been proposed: 
conservative estimate method, shape assuming method and crack shape tracking method. ASME 
X1(1997) assumed the crack shape parameter α=a/c is constant. And BSI PD6493（1980）assumed 
that the crack width c keeps still until the shape changes to round and the round shape kept till the 
end. Known as the representative of crack shape assuming method, Newman-Raju formula[1] 
(Newman and Raju, 1981) has been wildly used in solving the surface crack problem, in which the 
crack shape parameter α is assumed to be changeable. By using the crack shape tracking method, 
the simulation of nonpenetrating crack is fulfilled with 3D finite element method[2] (Smith and 
Copper, 1989), the 3D crack propagation problem is studied by boundary element method[3] (Deng 
Jiangang et al., 2003 ). Based on the continuum damage mechanics method the fatigue crack growth 
behavior of surface crack is discussed[4] (Feng Xiqiao and He Shuyan, 1997), and by using 
S-version FEM the process of surface crack growth under mixed mode cyclic loading condition is 
simulated[5] (Masanori et al., 2011). What’s more, many researchers have proposed different 
approaches in mathematic way to predict the growth behavior of surface crack. Take energy 
approach for example, Song, Sheu and Shieh[6] (2002) have well applied it to predict the surface 
crack growth in 2024-T4 aluminium alloy. And, an approach with data obtained from the testing of 
through-thickness cracks was established to predict surface crack growth, in which the effects of 
crack closure[7] was considered (Liu Yanping et al., 2010). Therefore, the study on surface crack 
growth behavior is still hot to solve the fatigue fracture problem in engineering like the pressure 
vessels and pipes. However, the past researches on the crack growth behavior of surface crack are 
all based on the Paris formula[8] (Paris and Erdogan, 1963). As we know, the fatigue crack growth 
rate behavior and the low cycle fatigue behavior are just different way to describe material’s fatigue 
properties, so there should be a connection to each other[9] (Cui Weicheng, 2002). And many 
theoretical models have been proposed based on material’s fatigue properties[10-12] (Castro J.T.P., 
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2005 & Li D.M, et al., 1998 & Ramsamooj D.V., 2003), but they are still involved with some 
human debugs. Therefore, combined Newman-Raju formula, a fatigue crack growth prediction 
model based on the material’s low cyclic fatigue properties (LCF-FCGM) is proposed to predict the 
extending process of the surface crack. The proposed LCF-FCGM has been well discussed in 
author’s previous studies[13-14] (Chen Long et al., 2012). Notice that the influence of the 
extending direction on the fatigue crack growth properties is ignored. 
 
2. Analysis Theory of Elliptic Surface Crack Growth 
 
2.1. The Proposed LCF-FCGM Theory 
 
Based on the HRR field, the stress-strain field near the crack tip was modified to describe the cyclic 
crack tip stress-strain field[15] (Schwalbe, 1974), 
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in which E is Young’s modulus, σyc is cyclic yield stress, k is cyclic hardening coefficient, n is 
cyclic hardening exponent, r is the distance to the crack tip, and PZc is the cyclic plastic zone size 
that can be calculated as follows. 
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In fact, according to amount of FEA analyses, the curvature of the crack tip is non-zero, and the 
plastic strain of the crack tip is finite. So, a fatigue blunting factor x1 is introduced into (1), and the 
cyclic plastic strain amplitude can be further described as follows. 
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Informed researches show that material near the crack tip can be considered as a serial of fatigue 
elements under cyclic loading[15] (Schwalbe, 1974). According to the fatigue theory, the 
relationship between fatigue life Nf and the cyclic plastic strain amplitude Δεp can be described as 
follows. 
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Where, ε’f and c are plastic hardening coefficient and plastic hardening exponent, respectively. 
According to the Miner accumulative damage theory, combined (3) and (4), the damage D of the 
material per one cycle is defined as 1/Nf, where Nf is associated with the plastic strain amplitude. 
Therefore the distribution of the plastic strain damage along the crack growth direction in the cyclic 
plastic zone can be described as follows.  
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According to the fatigue striations phenomenon of the fatigue fracture image, assuming that each 
step of the crack advancement size equals to the cyclic plastic zone size (PZc-x1) along the growth 
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direction. The plastic strain amplitude is much bigger than the elastic strain amplitude in the cyclic 
plastic zone, so the damage of elastic strain can be ignored. Then, a unit average damage parameter 

over the cyclic plastic zone along the crack extending direction is defined as 
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According to the Miner accumulative damage theory, when 1=D  the crack will grow forward one 

step. Therefore, the life and the rate of each step can be calculated as follows. 
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From (6), it is found that the fatigue crack growth equals to the sum of the nodes’ damages in the 
cyclic plastic zone. Combined (5) and (6), a new FCG prediction model based on the mean plastic 
strain in the cyclic plastic zone can be given as (7). 
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As known to all, in the initiation stage of the FCG curve, where the stress intensity factor 
amplitude ΔK=ΔKth, no crack growth occurs approximately. So, the fatigue blunting factor x1 can be 
calculated through (8). 
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From (8), the fatigue blunting factor equals the cyclic plastic zone size corresponding to ΔKth. Then 
a zero range of cyclic plastic strain damage is obtained from (8) and (5) nearby the crack initiation, 
which means there is no damage accumulated under this condition. Then the LCF-FCGM can be 
further developed as (9), 
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where i is the serial number.  
 
2.2. Simulation of Surface Crack Growth Theory 
 
As for the surface crack front, the crack growth behavior can not be described as one point, which 

must be considered as a whole curve, two controller points are defined: the crack deepest point B 

and the crack surface point A, shown in Fig. 1. Follow the assumption on surface crack by Newman 

and Raju, during the extending process, the crack front shape always can be described with ellipse 

function. Therefore, the prediction of the surface crack front shape can be achieved by applying the 

LCF-FCGM at the two controller points A and B. The maximum average plastic strain damage 

{ BA , DD }max decides the main controller point, and the corresponding minimum growth life {NfA , 
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NfB }min is chose as the crack growth life. What’s over, the corresponding extending steps of the 

two controller points A and B have the following relationship. 
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               (10) 

 
Fig. 1.  scheme of flat surface crack under tension loading 

The famous Newman-Raju formula[1] (Newman and Raju, 1981) is applied to obtain the stress 

intensity amplitude along the surface crack front, as Eq..11, 
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where E(κ) can be approximated by 
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and the load combination factor H can be calculated through 
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The geometry modifying factor Fs is obtained by FEA as 
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The function fφ, an angular function from the embedded elliptical-crack solution[16] (Green and 
John, 1965), is 

( )[ ] 25.0222 cossin/ ϕϕϕ += caf                           (19)  
 

The function fW, a finite-width correction from reference[17] (Newman, 1976), is 

( )( )[ ] 5.0
/2/sec taWcfW π=                           (20) 

so, the corresponding stress intensity amplitude can described as △K=(1-R)K. The specific 
prediction approach is given in Fig. 2. 

3 Results and Discussion 
3.1 Comparable Analysis of The Proposed Model 

 
The crack growth behavior of the Al 7075-T6 alloy elliptic surface crack in tension plate was 
tested[18] (Putra and Schijve, 1992), and the shape change of the crack front had been obtained, 
shown in Fig. 4. A literature [19] (Noroozi,  2005 ) had studied the fatigue properties of Al 
7075-T6 alloy, and the specific fatigue data are shown in Table. 1, and the feasibility of LCF-FCGM 
is tested as shown in Fig. 3. It is found that the prediction result by LCG-FACGM is consistent with 
the reference result [19](Noroozi et al., 2005). 

Based on the proposed prediction theory, the shape change of the elliptic crack front with different 
initiate crack shape is predicted by following the prediction process, which has been compared with 
the reference paper in Fig. 4. The geometry scale and the material properties are the same as the 
reference paper, in which the initiate crack depth a0 is fixed as 0.2 mm. Seen from Fig. 4, the 
prediction results for different initiate crack shape are consistent with the test results, especially for 
the initiate shape parameter α0 equals 0.8,0.4 and 0.2. 

Table. 1. Geometry size and low cycle fatigue properties  

Material 
E 

 /GPa 

σyc 

/MPa
n εf' c R 

△Kth  

/MPa.m1/2 

71 469 0.0865 0.19 -0.52 0.1 1.45 

H /mm α0  W /mm t /mm 
Al 7075-T6 

65 
2.5,1,0.8 

,0.6,0.4,0.2 
20 10 
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Fig. 3. Comparison of FCG result of Al 7075-T6 alloy 
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Fig. 2. the specific simulation approach of 
surface crack
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3.2 Prediction Results of Different Initiate Crack Shape 

 
Taking the Al 7075-T6 alloy for example, the crack front change of the elliptic surface crack with 
different shape parameters is simulated. The initiate geometry parameters are: thickness d equals 10 
mm, width W equals 20 mm, and the shape parameters α0 are 2.5, 1, 0.8, 0.6, 0.4 and 0.2 
respectively. The prediction results of shape change of the crack front during the extending process 
are shown in Fig. 5. Meanwhile, the relationship curves between the shape parameter α and the 
depth ratio β=a/t are also shown in Fig. 6. Seen from Fig. 6, when initiate shape parameter α0<1, the 
maximum damage is found in the controller point A, which defines the corresponding crack growth 
life of the whole surface crack. Otherwise, the maximum damage turns to the deepest point B. 
Combined with Fig. 4, it shows that the same crack growing trend is found with different initiate 
crack shape parameter, the crack front shape all become oval after getting round, which is consistent 
with results in some recent reports[20-21] (Wu zhixue, 2007; Brennan et al., 2008). What’s more, 
every two parameters of the three initiate factors: shape parameter α0, crack depth a0 and crack 
width c0 control the change of the surface crack front. 

0.0
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0.0 0.3 0.5 0.8 1.0
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c
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α0=0.4(test)
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α0=0.8(test)
α0=1(test)

 
Fig. 4. Comparison of the shape change of the elliptic crack front  

4 Conclusions 
 
From the point of low cycle fatigue strain damage, this paper proposed a new fatigue crack growth 
rate prediction model. It has been well testified with Al 7075-T6 alloy. Meanwhile, combined with 
the famous Newman-Raju formula used to solve the stress intensity along the surface crack front, a 
numerical approach is obtained to predict the fatigue crack growth behavior of elliptic surface crack. 
The prediction results of different initiate crack shape are all consistent with the reference test, and 
they all present a conversion process of rounding first to oval again. And every two parameters of 
the three initiate factors: shape parameter α0, crack depth a0 and crack width c0 control the change 
of the surface crack front. 
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Fig. 5. the prediction shape change of crack front 
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Fig. 6. α~β curve during the crack growth process 
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Abstract  A slight pitch difference is considered between the bolt and nut in this study. Here, the pitch of 
nut is α µm larger than the pitch of bolt. In the first place, the distance δ, of nut screwed onto bolt without 
any prevailing torque, is experimentally and analytically obtained for each level of α. Then, the relationship 
between axial force and prevailing torque during tightening process is tested. According to the obtained 
torque-axial force relationship, for four different levels of α, the loosening experiment based on NAS3350 
(National Aerospace Standard) is performed, and the loosening and dropping status of the nuts are 
investigated. Considering both the anti-loosening ability and the clamping ability of the nut, the desirable 
range of α is discussed. After that, according to the loosening experiment results, three levels of α are 
selected to make a further study about the effect of the pitch difference on the fatigue life of bolt. The fatigue 
experiment is performed and the S-N curves are obtained. Finally, the finite element method is used to make 
a simulation of the fatigue experiment and the mean stress and stress amplitude at each thread bottom of bolt 
are analyzed. 
 
Keywords  Bolted Joint, Pitch Difference, Anti-loosening Performance, Fatigue Life 
 

1. Introduction 
 
The bolts and nuts are important joining elements disassembled easily for maintenance and widely 
used because of low cost. To ensure the structure safety, the anti-loosening performance and high 
fatigue strength have been always requested, and therefore, several special nuts were invented in 
order to prevent self-loosening [1-3]. The previous experimental results showed that the fatigue 
strength may be improved under suitable pitch error existing between bolt and nut [4]. The tapered 
bolt named CD bolt proposed by Nishida, indicated higher fatigue strength experimentally and 
being widely used in structures [5].  
 
The authors previously analyzed the anti-loosening effect and stress reduction effect for the bolt and 
nut having slightly pitch difference by applying the finite element method [6-7]. However, the 
previous studies are limited to theoretical investigations. Therefore, the effect of pitch difference on 
anti-loosening performance has not been experimentally verified yet, and an experimental analysis 
for the effect of pitch difference on the fatigue life is also necessary.  
 
In this paper, the M16 (JIS) bolt and nuts are employed and designed with a slight pitch difference. 
The standard M16 bolt and nut usually have the same pitch of 2000µm. Here, we assume that the 
nut pitch is equal or slightly larger than the bolt pitch, and we will consider four types of pitch 
difference, that is, α=0, α=αsmall, α=αmiddle and α=αlarge. The clearance between bolt and nut is 
assumed as a common dimension of 125µm. At the first place, the position where the prevailing 
torque appears will be discussed towards four different levels of pitch difference. Then, the 
relationship between axial force and prevailing torque will be experimentally obtained. To 
investigate the effect of pitch difference on the anti-loosening performance, the loosening 
experiment will be performed by using the four groups of bolt joint specimens. Considering the 
clamping force and loosening status of bolts and nuts during the loosening experiment, the desirable 
pitch difference will be discussed. Next, according to the loosening experiment results, then the 
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fatigue experiment will be performed to obtain the S-N curves. After that, the finite element method 
will be applied to simulate the fatigue experiment, and then the endurance limit diagrams will be 
discussed.  
 
2. Relationship between prevailing torque and axial force 
 
For the normal bolt and nut, the nut can be screwed onto the bolt without torque until touching the 
clamped member. When a slightly pitch difference α is introduced on each nut pitch, the height of 
the nut increases accordingly, and therefore, during the screwing process, the contact status will also 
changes between the bolt threads and nut threads. It can be imagined that the nut threads may get 
stuck in the bolt threads if the pitch difference α is large enough, and in that case, a prevailing 
torque is necessary to continue screwing the nut to the requested position. Figure 1 shows a 
schematic illustration of a screwing status appeared until which the nut becomes immovable 
without any prevailing torque. Actually, as the nut is screwed onto the bolt, the pitch difference will 
be accumulated between the bolt threads. Finally, the two ends threads of nut contact with the bolt 
threads at the same time as shown in Figure 1. Theoretically, when a pitch difference is added on 
each nut pitch, the distance δ which nut be screwed onto bolt without any torque, can be obtained 
by formula (1).  

                           ynCδα
 =

P 2tanθ
  , y

x

C
C =

tanθ
                             (1) 

 
where δ is the distance where the prevailing torque appears, α is the pitch difference, n is the thread 
number of nut, θ is the thread angle, P is the pitch of bolt, Cx and Cy are the clearance between bolt 
and nut (see Figure 1). To clarify the mechanism, four sets specimens of bolts and nuts with 
different levels of α are investigated. The four levels of α has a relationship of 
α=0<αsmall<αmiddle<αlarge, where α=0 represents the normal bolt and nut. As seen in Figure 2 (a), the 
thread length of bolt is of 42mm and the height of nut is 16mm. The clamped plate, shown in Figure 
2 (b), has a width of 34.5mm. It is known that without clamped plate, the normal nut (α=0) can be 
screwed onto the blot until δ equals 42mm. However, with increasing the pitch difference, the 
fitting distance δ without any prevailing torque will decrease. The relationship between δ and the 
pitch difference are investigated. Table 1 shows the measured value of fitting distance δ for four 
levels of α.  
 
 
 

 
Figure 1. Schematic illustration for bolt and nut which have slight pitch difference   
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Table 1. Fitting distance δ without any prevailing torque 

  

(a) Without clamped plate   (b) With clamped plate  

     Figure 2. Fitting status [mm] 

 
When α=αsmall, the nut can be screwed to the requested position for clamped plate (δ=25.5mm) 
without any prevailing torque. For the cases of α=αmiddle and α=αlarge, a prevailing torque is 
necessary to carry the nut touching the clamped plate. 
 
Next, we will focus on the relationship between axial force and prevailing torque of the bolt in the 
tightening process. Figure 3 shows the experimentally obtained torque-axial relationship of the bolt 
during the tightening process until the nut reaches the position in Figure 2(b). Whether the 
prevailing torque is needed or not, for all the nuts, the final tightening torque is set as the same 
value of 70 N·m. For the normal bolt and nut, the axial force produces just after the torque is 
applied on the nut. At the point of torque equals 70 N·m, the axial force, in other words, the 
clamping force of the bolt, reaches 24 kN. The case of α=αsmall has the same torque-axial force 
relationship with α=0. When α increases to αmiddle, a prevailing torque of 40 N·m is needed before 
the nut becomes contacting with the clamped plate. Under the same tightening torque of 70 N·m, 
the axial force of bolt is reduced by 4 kN compared with the normal case. When α=αlarge, the 
prevailing torque increases accordingly, on the other hand, the axial force decreased significantly to 
8 kN. 

 
 

 

Figure 3. Relationship between torque and axial force 
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3. Effect of pitch difference on anti-loosening performance 
 
Based on the torque-axial force relationship obtained above, the loosening experiment is performed 
to investigate pitch difference effect on the anti-loosening performance. The same specimens are 
used in the torque-axial force and loosening experiments for α=0, α=αsmall, α=αmiddle and α=αlarge. 
Two specimens are investigated together for the loosening experiment. The experimental device is 
impact-vibration testing machine based on NAS3350 (National Aerospace Standard) whose 
vibration frequency is 1,800 cycles per minute, and vibration acceleration is 20G. If the vibration 
cycles are over 30000, we may judge the anti-loosening performance is enough. The specimens are 
fixed on the experimental device under the same torque of 70 N·m before the vibration starts. The 
experiment device is shown in Figure 4. When the device starts vibrating, a counter connected with 
the experiment device shows the cycles of vibrations. Table 2 shows the cycles of vibrations when 
dropping happens and when loosening happens.  

              

                    Figure 4. Loosening experimental device based on NAS3350 

 
For α=0 and α=αsmall, the nuts drops when the vibration number is nearly 1000 cycles. For α=αmiddle, 
the nuts does not drop before 30,000 cycles of vibration, but the loosening is observed for one 
specimen. Moreover, the axial force decreases to 20 kN in this case. For α=αlarge, neither dropping 
nor loosening happens, however, the clamping ability of the bolt and nut decreases significantly to 
F=8 kN, which is not acceptable for actual application. It is found that, on the one hand, when α is 
 
 

   Table 2. Experimental result for anti-loosening performance 

Pitch 
difference α 

Sample 
Nut 
drop 

Cycles for 
dropping 

Cycles for start 
loosening 

Prevailing 
torque (N·m) 

Axial force 
(kN) 

No.1 751 - 
0 

No.2 876 - 
0 24 

No.3 813 - 
αsmall 

No.4 

Yes 

1528 - 
0 24 

No.5 30000 21000 
αmiddle 

No.6 30000 30000 
30 20 

No.7 30000 30000 67 
αlarge 

No.8 

No 

30000 30000 57 
8 

Vibration stroke 

    11mm 

Nut 

Bolt 

Impact stroke 

   19mm 

Mark line 
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too small, the expected anti-loosening performance cannot be realized. On the other hand, when α is 
too large, the clamping ability will decrease significantly because large deformation takes place on 
the bolt thread. Therefore, considering both the anti-loosening ability and the clamping ability, 
α=αmiddle can be selected as the most suitable pitch difference. 
 
From the loosening experiment results we can see that, a proper pitch difference has a positive 
effect on the anti-loosening performance of bolt and nut. Next, we will focus on the effect of pitch 
difference on fatigue strength of bolt, considering three types of pitch difference of α=0, α=αsmall 
and α=αmiddle.    
 
4. Effect of pitch difference on fatigue strength of bolt 
 
4.1. Fatigue experiment 
 
The M16 (JIS) blots and nuts, strength grade 8.8, are employed in the fatigue experiment. The 
specimens are subjected to a mean force of 30 kN. Since the cross sectional area AR of the bolt is 
141 mm2, the corresponding mean stress of the specimens is 213 MPa. For normal M16 bolt, it is 
known that the fatigue strength is about 50 MPa. Here, the stress amplitude is ranged from 50 MPa 
to 160 MPa in this experiment. The 392kN (40tonf) Servo Fatigue Testing Machine is used with 
cycling frequency 8Hz. The assembly drawing is illustrated in Figure 5 and the experimental device 
is shown in Figure 6. Three groups of bolt joint specimens of α=0, α=αsmall and α=αmiddle are 
investigated. 
 
 
 

 

 
Figure 5.  Schematic illustration of fatigue experiment [mm] 

Nut M16 

Washer 
Φ 17×95×15t 

Washer 
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Bolt M16×30 
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Figure 6. Fatigue experimental device 

 
4.2. S-N curves 
 
The S-N curves with fatigue limit at N=2×106 are obtained as shown in Figure 7. It is found that 
the fatigue lives are different clearly depending on the three levels of pitch difference. Table 3 
shows the comparison between the fatigue life normalized by the results of α=0. When the stress 
amplitude is above 80 MPa, the fatigue life for α=αsmall is about 1.4 times larger and the fatigue life 
for α=αmiddle is about 1.2 times larger than the one of the normal bolt and nut of α=0. 
 
 

 
 

  
   Figure 7. S-N curves 

 
   Table 3. Comparison between the fatigue life for α=0, α=αsmall and α=αmiddle (Mean stress σm=213MPa) 

Stress amplitude σa (MPa) Pitch 
difference α 160 130 100 80 70 

0 1 1 1 1 1 

αsmall 1.49 1.60 1.53 1.61 1.21 

αmiddle 1.26 1.22 1.20 1.21 1.02 
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However, near the fatigue limit, the fatigue life of three group specimens is not very different, and 
the fatigue limit remains the same value of 60 MPa for three cases of pitch difference.  
 
4.3. Investigation of the fractured specimens 
 
Figure 8 shows the examples of fractured specimens (σa＝130MPa). For the normal bolts and nuts, it 
is confirmed that the fracture is always happened at the first thread bottom as shown in Figure 8(a). 
For the specimens of α=αsmall, the fracture position is between the No.1 thread and No.3 thread of 
bolt. It should be noted that the fracture surfaces have the different characteristic compared with the  
 
 

                 
  (a) α=0  (fatigue life 151,860 cycles)   

 

                 
   (b) α=αsmall  (fatigue life 242,810 cycles)   

 

            
       (c) α=αmiddle  (fatigue life 184,770 cycles)  

 
      Figure 8. Fractured specimens (σa=130MPa) 
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case of α=0. For the specimens of α=αmiddle, the fracture position of bolt and the fracture surface are 
nearly same with the case of α=αsmall.   
 
4.4. FEM analysis  
 
For the normal bolt and nut, it is known that the largest stress concentration appears at the No.1 
thread of bolt. However, when α is introduced, the contact status between bolt and nut is changed, 
and therefore, the stress distribution along the bolt threads should be reconsidered. To analyze the 
stress status of the bolt threads, the finite element models are created by using FEM code 
MSC.Marc/Mentat 2007. Three models have the different pitch difference of α=0, α=αsmall and 
α=αmiddle in according with the experiment. As shown in Figure 9, the axisymmetric model of bolt 
and nut is created. The fixed component is assumed as a cylindrical clamped plate with an inner 
diameter 17.5mm, outer diameter 50mm and thickness 35mm. The Young’s modulus is 206GPa and 
the Poisson’s ratio is 0.3 for all the materials for bolt, nut and clamped plate. In the experiment, the 
bolt axial force F=(30±8.5)kN─(30±22.6)kN was studied. In the analysis, the bolt axial force F=30
±14.1kN is considered as an example. The assumed amplitude Fa=14.1kN is corresponding to the 
stress amplitude σa=100 MPa at the minimum section of the bolt. The elastic calculation is 
performed as the first step, but the results show that the stress is over the yield stress σs=800 MPa of 
the material SCM435 for the wide region. Then, the elastic-plastic calculation is performed again. 
Based on the mean stress and the stress amplitude at each root of bolt thread, the endurance limit 
diagrams are obtained as shown in Figure 10 to Figure12. The fatigue limit σN of the material 
SCM435 is 420 MPa. The mean stress σm and stress amplitude σa are explained as following: 

                           max min
m

σ +σ
σ =

2
,  max min

a

σ -σ
σ =

2
                         (2) 

 
where σmax is the maximum stress of each thread bottom under the maximum load of F=30+14.1KN 
and σmin is the maximum stress of each thread bottom under the minimum load of F=30-14.1KN. 
The endurance limit diagrams show the dangerous level of each bolt thread. From Figure 10, we can 
see that the No.1 thread bottom has the high stress amplitude and mean stress, which is 
corresponding to the fracture position in the experiment as shown in the section 4.3. In Figure 11, 
when a pitch difference of αsmall is introduced, the stress amplitude decreases at the No.1 thread 
bottom. On the other hand, plastic deformation happens mainly at the bottoms of No.7 and No.8 
threads. However, the difference among the stress status at each thread is not very large compared  
 
 

        
Figure 9. Axisymmetric finite element model 
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  Figure 10. Endurance limit diagram for α=0 

  

   
    Figure11. Endurance limit diagram for α=αsmall 

 

 
     Figure 12. Endurance limit diagram for α=αmiddle 
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to the normal bolt. For the case of α=αmiddle, as Figure 12 shows, because of the large pitch 
difference, it is seen that the mean stress values for most threads is over the yield stress the material.  
 
Conclusions 
 
In this study, a slightly pitch difference is designed between bolt and nut. Four different levels of 
pitch difference α=0, α=αsmall, α=αmiddle and α=αlarge are experimentally considered. The relationship 
between prevailing torque and axial force for each case of α has been analyzed as the first step. 
Next, the loosening experiment and the fatigue experiment have been performed successively to 
study the anti-loosening performance and the fatigue strength of bolt. Finally, by using the finite 
element method, the effect of pitch difference on the stress status of the bolt thread bottom has been 
numerically analyzed. The conclusions can be summarized as follows: 
(1)  It is found that α=αmiddle is the most desirable pitch difference to realize both the anti-loosening 

and clamping abilities. 
(2)  It is found that α=αsmall is the most desirable pitch difference to extend the fatigue life of the 

bolt and nut. Compared with the normal bolt and nut, the fatigue life for α=αsmall can be 
extended by about 1.4 times and the fatigue life for α=αmiddle can be extend ed by about 1.2 
times. 

(3)  According to the FEM analysis, it is found that the stress amplitude at the No.1 thread bottom 
decreases significantly for α=αsmall, and due to the large plastic deformation at No.7 and No.8 
thread bottoms, the stress amplitude here is almost the same as other thread bottoms. 
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Abstract: Power plant boiler economizer pipe tend to crack rapidly due to the erosion of high temperature 
flue gas. In this paper, the power plant boiler economizer pipe (annealing 20 steel) was chosen as the 
research materials, three new formulations of self-protective paste in which quartz powder, fly ash and coal 
gangue were as the main ingredients were investigated,what’s more,the low temperature self-protective paste 
boronizing technology with the rare earth added was studied. The experimental results show that the quartz 
powder, fly ash and coal gangue protective layer sintered at the boride temperature have the virtues of high 
strength, good sealing and easier peeling off, and these protective layers also brought good boronizing effect. 
9wt% rare earth addition can bring good boronizing effect, when the boronizing temperature down to 700 , ℃
the rare earth added self-protection paste boronizing process can still achieve boronizing layer. The 
wear-resisting and corrosion resistant performance of the economizer pipe after boronizing process obviously 
improved.  
 
Keywords Self-protective paste boronizing, Protective coating, rare earth, economizer pipe, low temperature 
 
1 Introduction 
Economizer is an important heat-absorbing surface in the power plant boiler. It is usually equipped 
in the flue and absorbs the quantity of heat of flue gas in order to heat the boiler. But the existence 
of the large number of solid particles and corrosive gases in flue gas will cause the high temperature 
erosion wear and hot corrosion to the economizer tube and even leads to abnormal tube wall 
thinning and premature failure, frequent detonation tube leakage thus become serious threat to the 
safe and economic operation of boilers [1]. In coal-fired power plants, boiler accidents accounted 
for more than half of the power plant accident, while economizer of boiler tube blasting accidents 
accounted for 45% ~ 50%, among those economizer abrasions leakage is a main reason [2, 3]. So 
the improvement on the operational process of economizer pipe outer surface erosion and hot 
corrosion resistance is of great significance to improve the service life of the power plant boiler 
economizer, boost the reliability of boiler and prolong average trouble-free operation time of the 
boiler. 
Boronizing is a kind of important chemical heat treatment technology. Take steel material for an 
example, after dealing with boron, its wear resistance, corrosion resistance, and the rigid and high 
oxidation resistance can be improved. Paste boronizing is a technological method in which the 
boron agent, activator, and filler are mixed through the use of the binder paste to be applied to the 
clean metal surface, and then sealed, packed, heated and preserved heat to achieve the boronizing 
layer [4,5]. Self-protection paste boron which overcomes the shortcomings that the traditional 
medicinal extract boron needs seal packing or the protection of the atmosphere, adapts the paste 
outer take cover [6,7],then in boronizing temperature a glaze shell generates on the paste coating 
surface to achieve self protection in the process of boronizing. The technology has the 
characteristics of simple process, fast boron permeability speed, good effect and low cost [8-10], 
which is suitable various shapes of the workpiece. It is a promising surface treatment technology [8]. 
The paste boronizing temperature of boron treatment is commonly in 800 ~ 1000 , ℃ in such a high 
temperature, the traditional boronizing agent generates active boron atom which is essential to the 
boronizing process. But generally such a high temperature may reach to the austenitic temperature 
of steel tube. what’s more, considerable changes in the organization of the original material took 
place, affected the performance of the matrix, then restricted the development and application of 



self-protection paste boronizing technology. Therefore, the research and development of new 
low-temperature self-protection paste boronizing technology is of important engineering application 
value.  
2 Experimental details 
Thermal power plant boiler economizer tube blasting operation pipe (20 steel annealing states) was 
used as boron material. CB4  、 4KBF 、 the activated carbon,、SiC 、 2 3Al O  (filler), sodium silicate 
solution (adhesive) and a certain amount of lanthanum rare earth were prepared for boron paste, 
then the prepared cream boron paste was evenly coated on the surface of the sample, thickness is 3 
~ 5 mm, as is shown in Fig.1. The coated boron sample was dried in the drying oven at 160℃, and 
then moved into carbon silicon rod furnace to be heated for boronizing. The boronizing experiments 
were made in a series of set temperature. After a certain period of boron heat preservation time, 
electric power supply were turned off. When the samples in the furnace were cooled to 100 ~ 200 
℃, they were removed to cool in the air. Then the protective layer and paste layer were removed to 
prepare metallographic specimen which was to be corroded with nitric acid of 5% alcohol. Then the 
200 MAT inverted metallographic microscopes was used to observe the microstructure of the boron 
samples, and the HBRV 187.5 hardness tester was used to test the hardness of the boron samples.  

 

Fig.1 Schematic diagram of the specimen surface coating 
3 Results and discussion 
3.1 Temperature’s influence on the boron effect without the rare earth 
With no rare earth added, the microstructures of the self-protective paste boron sample are shown in 
Fig.2. 
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Fig.2 Microstructures of self-protective paste boronizing specimens at different boronizing temperature with 

no rare earth added  (a) 960℃, (b) 900℃, (c) 850℃,(d) 800℃ 
It can be seen from Fig.2 that with the increase of boronizing temperature, boronizing layer 
thickness has a trend of increase. When the temperature is at 850 , ℃ the boronizing layer of the 
sample is very thin, and discontinuous, the leading end of the sample has the trend of expansion 
along the steel matrix grain boundary; when the temperature is at 900 , the ideal ℃ boronizing layer 
which was closely integrated like fingers and continuous on the surface of the whole sample can be 
obtained; when the temperature is at 960 , the hardness of the boron sample increased, the ℃
appearance also changed, and fragmentation occurred in the boronizing layer which was in block or 
granular form. The main reason is related to boron carbide of nucleation characteristics and the 
obstacles that boron carbide suffered in the process of growing up. When the crystal nucleus formed 
on the surface grain boundary grew up, the distortion of the crystal nucleus formed in the crystal 
lattice lead to the increase of local stress which may cause the slight deviation of the growth of 
boride. 20G steel has the characteristics of small austenitic grain size, multi-grain boundary, 
multi-crystal nucleus formed on the surface grain boundary, all sorts of oblique nucleation. As for 
the economizer, the steel pipe carbon content is low and diffusion resistance is not big, which 
results in the irregular tooth structure.  
When the temperature is decreased to 850 , the℃  boronizing layer was very shallow and boron 
effect was not obvious; when the temperature is at 800 , no boron boronizing layer was found (as ℃
shown in Fig.2 (d)). Therefore, in the experiment, self-protective paste boronizing process can only 
be achieved when the temperature is over 800 .℃  
3.2 The influence of adding rare earth on the boron temperature 
For the study of the influence of the addition of rare earth on the boron temperature in low 
temperature, protective paste in which fly ash and coal gangue are the main components was 
adopted. 7wt% rare earth was added into the original Boronizing agent formula, and then the same 
self-protective paste boronizing was employed. Heat preservation boron were adopted at 850℃、

800℃、750℃、700  and 680  respectivel℃ ℃ y, then it could be seen that the protective layer showed 
brick-red and on the surface there was a thin enamel layer, boron paste and sample were bonded but 
easy to clean up. Parts of boron sample microstructures at boronizing temperature are shown in 
Fig.3. The experiment results showed that when the temperature was over 700 , boroni℃ zing layer 
could be achieved effectively; when the temperature was decreased to 680 ,  no boron boronizing ℃
layer was found(as shown in Fig.3(c)).With higher boron temperature, the boronizing layer was 
deeper and the boron effects were better(as shown in Fig.3(a)). 
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Fig.3 Microstructures of self-protective paste boronizing specimens at different boronizing temperature with 

rare earth added （a）850℃,（b）700℃,（c）680℃ 
3.3 The influence of the amount of rare earth added on the boron effect 
To study the influence of the amount of rare earth added on the boron effect, 7wt%、8wt%、9wt% 
and 10wt% rare earth were chosen to add into the boron paste respectively, the addition of the 
amount of KBF4 and that of B4C were the same in each boron experiment, the same self-protective 
paste and the same boronizing processes were adopted, when the boron temperature was at 800 , ℃
the microstructures of the self-protective paste boron samples with different amount of rare earth 
added were shown in Fig.4. 
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Fig.4 Microstructures of self-protective paste boronizing specimens with different rare earth addition  
(a) 7wt%,  (a) 7wt%,  (b) 8wt%,  (c) 9wt%,  (d) 10wt% 

It can be seen from Fig.4 that on the surface of the self-protective paste boron samples with rare 
earth added, a certain boronizing layer occurred. Under the circumstances of 8% rare earth addition 
and 9wt% rare earth respectively, boronizing layer was regular and closely integrated, which 
brought good boron effect. However, with the increase of the amount of rare earth added (as shown 
in Fig.4(d)), boronizing layer expanded further towards the sample, and the structure of which was 
irregular and its uniformity fell. From the hardness data of the boron samples (as shown in Fig.5), it 
can be seen that the hardness achieved the maxi value when the rare earth addition was 9wt%. 
Therefore, it can be drawn that in the current boronizing conditions and in the process of 
low-temperature boronisation, the optimum amount of rare earth added is 9wt%. 
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Fig.5 Hardness of self-protective paste boronizing specimens at different rare earth addition 
3.4 Discussion 
In the process of boronisation, the boron agent supplier in the paste had reaction and generated 
activate B atoms which had been absorbed by the iron and steel sample surface and were segregated 
and enriched on crystal defects such as grain boundary and the surface phase boundary and space 
[11], Then had a short-range diffusion in the direction of the internal lattice and matrix. With the 
continuous migration of B atoms, in the lattice when the conditions of concentration and fluctuation 
of energy were ready, Fe2B crystal nucleus formed. Then with the crystal grain’s growing up, 
Fe2B-γ  phase boundary propeled toward the inner matrix [12]. The protective paste in which 
quartz powder, the covering layer of fly ash and coal gangue were as the main ingredients, has the 
characteristics of high strength, good sealing and easy peeling in boronizing temperature, could 
achieve good boron effect.  

20μm 

(d)(c) 
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Due to the intro protection layer, in the process of the self-protective paste boronizing,parts local 
boronisation can be achieved. When the boron temperature decreased effectively, the economizer 
steel pipe’s online instant boronisation could be achieved and this technology can be applied to the 
strengthening treatment of the surface of other boiler heat pipes and other high- temperature 
resistant and corrosion resistant parts.  
4 conclusion 
With no rare earth added, self-protective paste boronizing can only be carried out when the 
temperature was over 800 . Within a certain range, rare earth could speed up the boronisation and ℃
make the boronizing layer be well-distributed and closely integrated. Therefore, the binding force 
between the boronizing layer and matrix was increased and the performance of the steel pipe was 
improved. Rare earth was used to assist boron, when the boriding technology was properly handled, 
the temperature of the economizer self-protective paste borinisation can be decreased to 700 , the ℃
addition of 9wt％ rare earth could achieve good boron effect. The protective paste in which quartz 
powder, the covering layer of fly ash and coal gangue were as the main ingredients, has the 
characteristics of high strength, good sealing and easy peeling in boronizing temperature, could also 
achieve good boron effect.  
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Abstract  Based on the author and co-worker’s systemically experimental investigation on 

low cycle fatigue (LCF) of directionally solidified (DS) Ni-based superalloy DZ125 at 850 

and 980℃, LCF behavior analysis and life modeling are carried out here, where the influence 

of temperature, strain ratio, stress concentration, dwell types and dwell times on fatigue 

resistance is considered. (1) The steady cyclic stress/strain response is captured based on the 

transversely isotropic continuum elastic-viscoplasticity model. (2) For the coherent face 

centered cubic (FCC) structure of DS Ni-based superalloy DZ125, it is physically motivated 

to consider slip planes as critical plane under fatigue load, the mean stress modified 

Smith-Watson-Topper (SWTM) parameter ∆γmax∙(τmax+τm)/2 on the discrete crystallographic 

slip planes is evaluated. The combination of the theory of critical distance and critical plane 

method exhibits acceptable predicted LCF life affected by stress concentration. (3) Based on 

SWTM parameter, Miner’s linear cumulative damage theory and Larson-Miller plots, 

accurate life prediction on smooth LCF with complicated dwell forms is gotten. However, to 

predict the LCF life affected by dwells and stress concentration, the critical distance concept 

and the average processed creep stress is introduced, which shows acceptable accuracy of 

predicted LCF life. 

Keywords  Low cycle fatigue, Dwell times, Stress concentration, Theory of critical distance, 

Critical plane method 

 

1 Introduction 

Ni-based DS superalloy is increasingly being applied for turbine blades in high 

performance aircraft engines for superior creep and fatigue  strength at high 

temperatures [1]. Turbine components work in harsh and vibration environments, such 

as increased operating temperatures, existed cooling holes on blades and vanes; dwell 

effects is also introduced by start-up, operation, and shut-down sequences. So life 

modeling of hot sections components of gas turbines is complicated by the presence 

of stress concentration, dwell times, elevated temperature. However, much more 

interest has been still precipitated in developing models to obtain accurate predicted 

service life for costly inspecting, servicing, and replacing of damaged components [2].  

 

According to the literature survey, critical plane based life models and theory of 

critical distance are typical methods developed for predicting continuous smooth and 

notched LCF life of DS superalloy. Critical plane methods are originally developed 

for multi-axial fatigue; this method could predict not only the fatigue life but also the 
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location and direction of the crack. With well-defined crystallographic slip planes of 

DS superalloy, the plastic flow takes place along the slip planes and eventually 

persistent slip bands start to appear, which might act as fatigue crack initiation 

location. So it is physical based to consider crystallographic slip planes as critical 

planes. Up to now, lots of critical plane approaches, such as stress based, strain based 

or energy based models, have been proposed [3]. Arakere and Swanson [4], Naik [5] 

considered the octahedral and cube slip planes as critical planes, and then correlated 

damage parameters on these planes with LCF behavior of PW1480/1493 and HCF 

behavior of PW1484. The results showed that damage parameters on critical plane 

were partly promising. Moreover, life prediction using the maximum peak stress or 

strain is often conservative for characterizing the fatigue life affected by stress 

concentration. The theory of critical distance is proposed by Neuber [6] and Peterson 

[7], who assumes that fatigue damage cannot be correctly estimated except the entire 

stress or strain field damaging the fatigue fracture process zone is taken into account, 

this method has been successfully applied to predict the fatigue life with different load 

conditions from the LCF to HCF region. However, lots of work still needs to be done 

on evaluating the accuracy and reliability of more materials systematically. For the 

FCC structure of DS and single crystal (SC) superalloy, when the notched component 

is subjected to cyclic load condition, the combination of critical plane and critical 

distance method is an interesting attempt. Up to now, lots of work following this 

combined theory has been carried out. Based on the elastic-plastic finite element 

analysis (FEA), Zhang Li et al [8] obtained the stress/strain condition at notch root, 

but just the critical plane method and isotropic material is evaluated；Zhufeng Yue et 

al [9] considered the slip planes as critical planes and assumed the mean stress 

modified resolved shear stress range as fatigue damage parameter, this method shows 

good prediction ability of SC superalloy DD3, but critical distance concept was not 

evaluated. Especially, Leidermark et al [10] carried out notch fatigue investigation on 

SC superalloy MD2, they found that conservative predicted life will be obtained if 

only the slip systems based critical plane method was adopted, but obvious 

improvement could be seen when the critical distance concept is introduced.  

 

Meanwhile, when considering the influence of dwell times, not only the individual 

effects of fatigue and creep damages, but also effect of their interaction should be 

considered. Continuum damage mechanics (CDM) method [11] is a traditional one for 

fatigue life prediction affected by dwells. However, a simply and efficient approach is 

Miner’s linear cumulative damage theory [12], where the creep damage could be 

determined by the classic Larson-Miller plots [13]. 

 

DZ125 is DS superalloy exhibits excellent high temperature thermo-mechanical 

properties. For the typical load condition of turbine blades, much more interest of our 

research group on DZ125 has been precipitated on experimental investigation, 

constitutive modeling and life prediction, which mainly consider the influence of 

temperature, strain ratio, stress concentration, dwell types and dwell times. Although 

lots of research of DZ125 has been carried out [14, 15], life modeling of LCF on 
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smooth and notch components with and without dwells are still needed. Therefore, 

based on the experimental investigation of DZ125 [16-18] at high temperatures, one 

purpose of this study is focused on LCF behavior analysis. The other purpose seeks to 

develop acceptable approaches for predicting the LCF life under complicated load 

condition. The slip systems based critical plane method, combined with critical 

distance concept and Miner’s linear cumulative damage theory are adopted to evaluate 

their feasibility on those complicate load condition. 

2 LCF behavior of DZ125 at elevated temperatures 

The chemical compositions (wt %) of DZ125 are 0.07-0.12C, 8.4-9.4Cr, 9.5-10.5Co, 

6.5-7.5W, 1.5-2.5Mo, 4.8-5.4Al, 0.7-1.2Ti, 3.5-4.1Ta, 0.01-0.02B, 1.2-1.8Hf and 

balanced Ni. The alloy roughcast is melted in vacuum induction furnace, the solution 

and aging heat treatment procedure is as follows: 1180℃/2h +1230℃/3h/AC 

+1100℃/4h/AC +879℃/20h/AC (AC means air cooling). As shown in Fig. 1, the 

microstructure of DZ125 superalloy mainly contains γ-matrix and γ’-reinforced 

phase. Up to now, the author and co-worker have carried out systemically 

experimental investigation work on low cycle fatigue (LCF) tests of DZ125 at high 

temperatures. As is shown in Table 1, the experimental work is focused on exhibiting 

the influence of temperature, strain ratio, stress concentration, dwell types and dwell 

times on fatigue resistance. It is worth notice that the expression of dwell forms, such 

as Tt/Tc, means holding Tt seconds at tensile peak and Tc seconds at compressive peak. 

Smooth round bar, U-type and O-type notched plate specimens were adopted, their 

geometries are shown in Fig. 2. Corresponding experimental results is shown as 

follows. 

2.0 Cyclic stress response 

Cyclic stress response at 850 and 980℃ at longitudinal (L) orientation is shown in Fig. 

3, the cyclic stress range changes obviously at the early cycles for each strain range, 

and then tends to be stable soon. The strain range related cyclic hardening behavior is 

observed at 850℃，the larger the strain range is, the more obvious cyclic hardening 

phenomenon happened. However, this material also seems to be strain range 

independent slight cyclic softening at 980℃. Those cyclic behaviors observed above 

are similar to that of Ni-based superalloy CM247LC [2]. 
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Fig. 2 Geometries and dimensions of specimens 
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Table 1 LCF test matrix of DZ125 at high temperature 
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Fig. 3 The cyclic stress response curves, (a) 850℃, (b) 980℃ 

2.1 Effect of temperature and stress ratio on LCF 
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Fig. 4 The influence of temperature and load orientation on LCF 

LCF results at 850 and 980℃ are shown in Fig. 4. Generally, fatigue life at 850℃ is 

larger than that at 980℃, the fatigue resistance at transverse and 45° orientation is 

much lower than longitudinal orientation. However, there existing an obvious 

transition life at short life region, the potential reason may be due to the different 

cyclic stress response at 850 and 980℃. Although slight cyclic softening phenomenon 

is happened at 980℃, obvious cyclic hardening phenomenon is happened at 850℃, 

especially at high strain range (short life region), so maybe the competition between 

the cyclic hardening induced increased stress and temperature leads to the transition 
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life. All the solid lines in figures are fitted by a power fitting function, f(N)=aNb. 
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Fig. 5 The effect of stress ratio on LCF 
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LCF results at 980℃ with different strain ratio are shown in Fig. 5. It is interesting to 

found that little difference could be found at short life region, on the contrary, better 

fatigue life are obtained with strain ratio Rε=0 at long life region where obvious mean 

stress existed. The potential reason for the slight difference may be due to the similar 

area of steady-state hysteresis loop at 980℃ shown in Fig. 6, which also exhibits 

similar mean stress. 

2.2 Effect of dwell types and dwell times on LCF 

2.2.1 Dwell types 

LCF life with and without dwell times at 980℃ are shown in Fig. 7. Compared with 

continuous fatigue, all the three dwell types with the same dwell times lead to obvious 

life degradation. Roughly, no obvious difference of these three dwell types could be 

found except that the balanced dwell type gets the entirely shortest life, the bigger 

area of simulated hysteresis loop of balanced dwell type 30/30 in second paragraph is 

much more big than the other ones, which maybe the potential reasons; the tensile 

dwell type with reduced mean stress shows predominant fatigue property at low strain 

range but bad fatigue resistance at high strain range, the possible reason is the 

competition between mean stress related fatigue damage and creep damage. 

 

2.2.2 Dwell times 

Fig. 8 shows the evolution curves of cyclic peak stress with different dwell times at 

850℃. As the mentioned cyclic stress response before, cyclic hardening behavior 

could be observed with no dwell times, but it turns to be cyclic softening behavior 

with dwell times. Especially the relaxation of cyclic peak stress is also associated with 

dwell times. Firstly, with the increased dwell times from 0s to 60s, increased stress 

relaxation is obtained. However, with the increased dwell times reach up to 120s and 

300s, similar relaxation curves are exhibited.  

 

Compared with the fatigue life with no dwell times, the introduction of increased 

dwell times leads to an obvious gradually life degradation with strain ratio equals to 

-1 at both 850 and 980℃ shown in Fig. 9, except for the abnormal fatigue life with 

300s dwells at 980℃; however, when Rε=0, no obvious fatigue life degradation could 

be distinguished at 850℃ but not for 980℃. The observed dwell- times-related cyclic 
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peak stress relaxation behavior in Fig. 3 maybe could explain the similar fatigue life 

with 120s and 300s dwell times at 850℃. The potential reason for the influence of 

strain dwell times may be due to the competition between fatigue and creep damage, 

where the fatigue damage is decreased with the relaxed peak stress but creep damage 

increases with added dwell times. 

 

Meanwhile, based on the similar fatigue life between Rε=0 and -1 with no dwell times 

at both 850 and 980℃ shown in Fig. 9, we can conclude that, compared with zero 

strain ratio, the continuous fatigue with Rε=-1 is more sensitive to dwell times and 

exhibits low fatigue life, this difference is more visible at 980℃. 
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Fig. 7 The influence of dwell types on LCF  
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Fig. 9 The influence of strain dwells at different strain ratio on LCF, (a) 850℃; (b) 980℃ 

LCF results under different stress tensile dwell times at 850 and 980℃ are shown in 

Fig. 10, all the introduced dwells lead to a degradation of fatigue life; persistent 

degradation is obtained under the increased dwells, which is more obvious at 980℃. 

0 60 120 180 240
10

2

10
3

10
4

10
5

10
6

240s120s

60s

850
o
C,DZ125,L 

R=0,560MPa

 

 

C
y
c
le

s
 t

o
 F

a
ilu

re

Dwell time/ s

1s
0s (a)

 
0 60 120 180 240

10
2

10
3

10
4

10
5

10
6

(b)
0s

1s

60s

120s 240s

980
o
C,DZ125,L 

R=0,260Mpa

 

 

C
y
c
le

s
 t

o
 F

a
ilu

re

Dwell time/s  

Fig. 10 The influence of stress dwell times on LCF life, (a) 850℃; (b) 980℃ 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

 

 

Except for the above mentioned influence of dwell times on fatigue life, a contrary 

attempt is considering the influence of cyclic load on creep life. As is shown in Fig. 

11, at the first stage, the total fracture time is decreased with increased dwell times, 

but the minimum fracture time is obtained with dwell times equals to 120s at both 850 

and 980℃. Then the fracture time is gradually increased as the increased dwell times, 

at last the static creep life is obtained.  
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Fig. 11 The influence of stress dwell times on fracture time, (a) 850℃; (b) 980℃ 

2.3 Effect of dwell times and stress concentration on LCF 
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Fig. 12 The relationship between amplitude of net stress and fatigue life 

Compared with the continuous fatigue life of smooth round bar specimens at 850℃ 

shown in Fig. 12, obvious life degradation is induced by stress concentration of 

notched U-type and O-type plates. Furthermore life degradation is still happened for 

the stress dwell times at peak tensile stress. 

 

2.4 Cyclic stress/strain response 

In this paper, the cyclic stress/strain response of smooth and notched DZ125 

components affected by dwell times at high temperatures, based on the modified 

Chaboche constitutive model [19], is carried out. This constitutive model is 

implemented as an ABAQUS user material (UMAT) subroutine. Totally 22 material 

parameters existed in this model, the Levenberg-Marquardt optimization method is 

employed and the material parameters are fitted by experimental curves of isothermal 

tension and creep load at high temperature. Moreover, it is necessary to note that the 

11-22 plane of symmetry and 33 normal are represented by transverse and  

longitudinal orientations. 
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Compared with the experiment curves, this elastic-viscoplastic constitutive model 

shows acceptable accuracy on predicting stress/strain response of continuous fatigue, 

which is shown in Fig. 13. The simulated strain/stress response with three strain dwell 

types is shown in Fig. 14, obvious dwell-time- induced mean stress could be found, the 

hysteresis loop area of the dwell type 30/30 is bigger than the other two, and this is 

the potential reason for shorter fatigue life of dwell type 30/30 shown in Fig. 7. As 

shown in Fig. 15, the strain/stress response with stress dwells, which could reveals 

dwell time’s effect on deformation, the hysteresis loop area is also increased with the 

increased dwell times, which is the possible reasons for gradually life degradation 

with increased stress dwells shown in Fig. 10. 
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Fig. 13 Simulated hysteresis loop of continuous fatigue 
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Fig. 14 The strain/stress response with strain 

dwells 
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Fig. 15 The strain/stress response with stress 

dwells 

The evolution of tensile stress and deformation at notch tip with 120s dwell time is 

shown in Figs. 16 and 17, where we can see obvious stress relaxation with the peak 

stress decreased from 850 to 725 MPa, especially the location of the maximum tensile 

stress is changed from notch surface to inner surface, and obvious creep deformation 

is happened near the notch tip. 

4 Life modeling 

A physical based method considering crystallographic slip planes as critical planes 

and corresponding damage parameters is evaluated here on LCF life prediction；The 

critical distance concept is introduced for the load condition with stress concentration. 

Furthermore, the Larson-Miller plots and Miner’s linear accumulative damage 

accumulative theory are adopted for life prediction affect by dwell times; The life 

prediction affected by stress concentration and dwell times is also carried out here. 
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4.1 SWTM Parameters 

Critical plane based methods are originally developed for multi-axial fatigue, with 

well defined crystallographic slip planes and corresponding plastic flow mechanism 

of DS superalloy, a physical based method is considering crystallographic slip planes 

as critical planes. The mean stress modified SWT parameter ∆γmax∙(τmax+τm)/2 on the 

discrete crystallographic slip planes are evaluated, which could consider the influence 

of anisotropic properties and mean stress. In this paper, the slip systems both on the 

octahedral and cube planes including totally 30 slip systems are utilized, i.e. 12 

primary and 12 secondary slip systems come from the octahedral planes, the rest 6 

slip systems are located on cube planes. The analytical procedure of obtaining the 

resolved shear stress/strain on these slip systems is referenced to Arakere and 

Swanson’s literature [4]. The life model is shown in Eq. 1： 
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Where a and b are model parameters fitted by experimental data from smooth 

specimens, Nf is fatigue failure life. Although few experimental data is carried out at T 

and 45° orientations, the model parameter at 850 and 980℃ is well fitted shown in Fig. 

18, the influence of anisotropic properties and mean stress are well considered and Eq. 

2 is obtained.  
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Fig. 18 The SWTM parameter versus LCF lives, (a) 850℃; (b) 980℃ 
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4.2 Life prediction 

4.2.1 Life prediction under stress and strain dwelsl 

LCF life prediction with strain and stress dwells is carried out based on Miner’s linear 

cumulative damage theory shown in Eq. 3, where the pure fatigue life Nf is 

determined by the above-mentioned SWTM parameter. The static creep fracture time 

is determined by traditional Larson-Miller plots shown in Eq. 4, where θ is 

temperature with units ℃, σ is the tensile stress, b0, b1, b2, b3, b4 are four material 

parameters confirmed by materials engineering manual [20]. 
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As is shown in Fig. 19(a), the LCF life at 850℃ with tensile strain dwell and tensile 

stress dwell at different strain and stress ratio is predicted, a factor of three is still 

obtained in spite of the complicated tensile dwell forms. Moreover, life prediction 

with tensile, compressive and balanced strain dwells at 980℃ are further investigated, 

a factor of three is also obtained shown in Fig. 19(b). So we can conclude that, based 

on SWTM parameter, Miner’s linear cumulative damage theory and Larson-Miller 

plots, acceptable predicting accuracy of fatigue life affected by dwell times is 

obtained. 
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Fig. 19 Experimental life under dwell times versus predicted life, (a) 850℃; (b) 980℃ 

 

4.2.2 Life prediction under stress concentration 

To predict a more appropriate fatigue behavior, combined with the slip systems based 

SWTM parameter, the critical distances concept is used; concretely the Point Method 

(PM) is used here. The critical distance is determined as following: the experimental 

fatigue life should be inserted into Eq. 2 to obtain the SWTM parameter, and then 

based on the resolved shear strain/stress at the middle line of notched plate, the 

experimental critical distance could be determined with the solved SWTM parameter. 

The experimental critical distance is shown in Fig. 20. 

A method for determining the critical distance is proposed by Susmel and Taylor [21], 
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who assumes that the critical distance is dependent on the number of cycles to failure, 

which is successfully applied to LCF issues. The relationship between critical distance 

DPM(Nf) and failure life Nf is shown in Eq. 5，the fitted curve is shown in Fig. 20 and 

Fig. 21 shows a factor of two in life prediction. 
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Fig. 21 Experimental life with stress 

concentration versus predicted life 

4.2.3 Life prediction under both stress concentration and dwells 

Based on SWTM parameter, Miner’s linear cumulative damage theory and 

Larson-Miller plots, acceptable life prediction on LCF with dwell times could be 

gotten. However, to predict LCF life affected by both stress concentration and dwell 

times, firstly the fatigue damage is calculated based on the critical distance concept in 

obtained Eq. 5, then the concentrated stress should be average processed for 

determining creep damage; the equivalent stress is confirmed by the tensile strain 

weighted correction shown in Eq. 6, where the integration interval is on the middle 

line of notched plate. As is shown in Table 2, this method shows acceptable accuracy 

for LCF life affected by both dwell times and stress concentration.  

 , 33 33
33

/creep eq d d       （6） 

Table 2 Experimental life with concentrated stress and dwells at 850℃ versus predicted life 

∆σnet/

MPa 

Predicted 

DPM/mm 

Predicted pure 

fatigue life/Cycles 

Equivalent 

stress/MPa 

Predicted creep 

life/hour 

Hold 

time/s 

Predicted 

life/Cycles 

Experimental 

life/Cycles 

25-321 0.1235 83964.85 560.825 46.6051 120 1375.3 1150 

25-375 0.1348 28696.96 636.728 14.5199 120 429.1 609 

25-412 0.1431 13822.23 689.174 6.8279 120 201.8 355 

5 Conclusion 

Based on the author and co-worker’s systemically experimental investigation work on 

smooth and notch fatigue behavior of DZ125 at high temperatures with and without 

dwell times, LCF behavior analysis and life modeling considering the influence of 

temperature, dwells and stress concentration is carried out. The main conclusions are 

summarized as follows: 

(1) The influence of temperature, strain ratio, stress concentration, dwell types and 
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dwell times on fatigue resistance is obvious. ① The cyclic stress response of DZ125 

is temperature dependent. At 850℃ it is cyclic hardening, but it seems to be slight 

cyclic softening at 980℃. ② The fatigue resistance at 850℃ is better than 980℃ in 

long life region, but worse fatigue strength is obtained at 850℃ in short life regime. 

③ Roughly, the introduction of compressive, tensile and balanced strain dwell times 

can all lead to obvious fatigue life degradation, but the balanced dwell type gets the 

entirely shortest life, the tensile dwell type with reduced mean stress shows 

predominant fatigue property at low strain range but bad fatigue resistance at high 

strain range. ④ The cyclic hardening behavior could be observed with no strain 

dwell times, but it turns to be cyclic softening behavior with dwell times. Especially 

the relaxation of cyclic peak stress is also closely associated with dwell times. ⑤ 

Based on the similar fatigue life between Rε=0 and -1 with no dwell times at both 850 

and 980℃, the continuous fatigue with strain ratio equals to -1 is more sensitive to 

dwell times. Compared with smooth fatigue life at 850℃, obvious life degradation is 

induced by stress concentration. Furthermore life degradation is happened with added 

stress dwell times. 

(2) The critical method is used and damage parameters on critical plane is the 

modified SWT parameter; Moreover, the failure cycles related critical distance 

concept is combined for predicting fatigue life affected by stress concentration where 

a factor of two is obtained. Based on SWTM parameter, Miner’s linear cumulative 

damage theory and Larson-Miller plots, a factor of three is obtained in spite of the 

complicated dwell forms on smooth specimens. Furthermore, with added critical 

distance concept and confirmed creep equivalent stress, the prediction LCF life 

affected by both dwell times and stress concentration is successfully carried out. 
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Abstract  
Fatigue crack growth (FCG) and closure mechanisms in spray-formed Al-7Si alloy matrix 

composites reinforced with two different sizes of SiC particles has been studied. The 
experimental dates demonstrate that the composite containing 4.5μm SiC particles exhibits 

lower FCG rate and higher threshold stress intensity factor range ΔKth (3.878 ma •ΜΡ ) 

than the 20μm SiC particles  composite(3.630 ma •ΜΡ ) and the unreinforced alloy 

(3.605 ma •ΜΡ ). The SEM crack path observations show that the extent of micoracking 

inside in the 4.5μm SiC particles induces higher level of fatigue crack closure, which 
effectively reduces the crack growth driving force to slow down fatigue crack growth. Crack 
deflection caused by the SiC particles attributes the lower FCG rate in the 20μm SiC 
composite to the high levels of roughness-induced crack closure at the low ΔK, then the 
propensity for the fracture of large SiC particles increased with increasing ΔK resulted in a 
higher FCG rate in the fast fracture state. 
 
Keywords Fatigue crack growth, spray-formed, SiC particulate-reinforced Al-Si alloy 
composites, closure mechanism, size  
1. Introduction 

The outstanding mechanical, physical, and casting properties of Al-Si–Mg alloys, 
on the other hand, make them attractive for use in cheaper and lighter engineering 
components[1]. These composites are produced by several processing methods, such 
as stir casting, squeeze casting [2], powder metallurgy [3] and spray forming, etc. 
Amongst these methods, spray forming technique has drawn considerable research 
interest due to its scope of forming near-net shape product with a reduced number of 
process steps compared to the powder metallurgy. Apart from this, the process offers 
advantage of rapid solidification, such as refined equiaxed structure with negligible 
segregation, extension of the solid solubility limit [4], and wider compositional 
flexibility. With the engineering application of metal matrix composites (MMCs), the 
fatigue crack growth behavior will become critical in design, life-prediction and 
reliability analysis of the components made of these materials. 

The fatigue crack growth behavior in particle MMCs is very much dependent on a 
variety of factors, including reinforcement particle volume fraction, particle size, 
matrix and interfacial microstructure, the presence of inclusions and testing 



 

 

environment [5-7]. Of these variables, particle size is one of microstructural 
parameters influencing the fatigue crack growth behavior [8, 9]. Sugimura et al. [10] 
have reported that increasing the volume fraction of SiC particulates in cast Al-Si 
alloy promotes higher FCG rate. The effects of SiC volume fraction and particle size 
on the fatigue behavior of powder metallurgy 2080 Al alloy have been investigated by 
Chawla et al. [11]. They find that increasing volume fraction (from 10% to 30%) and 
decreasing particle size (from 23μm down to 5 μm) result in an increase in fatigue 
resistance. Xu et al. [12] have pointed out that the retardation of FCG was found when crack 
propagated from low volume fraction of SiC to high volume fraction of SiC. The crack deflection 
and branching decreased FCG rates. 
  Although a number of studies on fatigue resistance and fatigue crack growth (FCG) 
in SiCp/Al composites and Al-Si-Mg alloys have been done , the effect of particle size 
on fatigue crack growth behavior of this kind of composites produced by spray 
deposition has been limited. Thus it is necessary to carry out a fundamental research 
work in this respect. The purpose of the present study is to understand the effect of 
particle size on fatigue crack growth behavior and closure mechanism of 
spray-deposited SiCp/Al composites. 
 

2. Experimental  
2.1 Material and microstructure 

 Al-7Si-Mg alloy fabricated by spray deposition was used in the unreinforced 
condition and with 15 vol.% SiCp reinforcement. The chemical composition (mass. %) 
is Si 7, Mg 0.3, Mn 0.01, Cu 0.01, balance Al. Extrusion at 450℃ was used to 
produce plates with dimensions of 10×120mm2. 

Fig. 1 shows the microstructures of the sections parallel (L-plane) to the extrusion 
direction in the unreinforced alloy and the composites. It can be seen that SiC 
particles tend to be partially aligned along the extrusion direction. Some clustering 
tendency observed in the 4.5μm SiCp/Al-7Si composite decreases as the size of the 
particulates increases. 

  

 



 

 

     
       Figure 1. Optical micrographs of longitudinal planes of the (a) 4.5μm SiCp/Al-7Si 

composite (b) 20μm Al-7Si/ SiCp composite 
 

2.2 Specimen preparation 
All specimens were solution treated at 535℃for 2.5h, quenched in eater and then 

aged at 160℃ to achieve peak-aged condition. The aging time was 7h for the Al-7Si 
alloy and 4.5μm SiCp/Al-7Si composite, 11h for 20μm SiCp/Al-7Si composite. 
Compact tension (CT) specimens, of width W=48mm, height H=57.6mm, thickness 
B=10mm, were machined from the extruded plates of the materials with the loading 
axis parallel to the extrusion direction and with the plane of the notch perpendicular to 
the loading axis. 

2.3 Mechanical properties 
The room temperature tensile properties of the two kinds of the composites and 

the Al-7Si alloy are listed in Table 1. Incorporation of the reinforcing particles 
promotes the elastic modulus 15.84~18.94%. The composite containing large 
reinforcing particles is higher in yield strength, defined as the stress corresponding to 
a plastic strain of 0.2%, but lower in elastic modulus than that containing small 
particles. The composites display a slight decrease of the ultimate tensile strength and 
elongation with respect to the matrix alloy. 

 
Table 1. Mechanical properties of the Al-7Si alloy and composite at room temperature 

SiC 

content  

(vol. %) 

SiC  

Size 

（μm） 

Elastic modulus, 

E (GPa) 

0.2% proof  

strength,  

σ0.2 (MPa)  

Ultimate  

tensile strength,  

σb (MPa) 

Elongation, 

A (%) 

0 0 72.3 242.5 336.2 11.2 

15 4.5 86.0 240.5 328.8 9.0 

15 20.0 83.7 270.9 321.3 8.6 

2.4 Procedure 
The tests according to ASTM E647 were conducted in laboratory air at room 

temperature (298K) and relative humidity 40-50% at constant stress ratio of 0.1, using 
a sinusoidal waveform signal at 25Hz.Region Ⅰdata were obtained following the 
guidelines for near-threshold testing. A computer controlled load shedding technique 



 

 

(normalized K gradient set at -0.10mm-1) was used to gradually decrease crack growth 
rates to the near-threshold level. The fatigue threshold stress-intensity range (ΔKth) 
was defined at a maximum growth rate of 10-10 m/cycle. For determine the Paris’ 

constants c and m in Paris’ equation (da/dN=mΔKc). Constant amplitude technique (Δ

K-decreasing) had been used. Data recorded during the tests were analyzed to obtain 

da/dN-ΔK curves. 

3. Results 
3.1 Fatigue crack growth  

Fig. 2 shows the variation of the fatigue crack growth rates, da/dN, as a function of 
the stress intensity factor range, ΔK, for the unreinforced alloy and the two composites. 
It is obvious that the curve for the 4.5μm SiC reinforcement composite is below the 
other two curves for the 20μm and the Al-7Si alloy. Therefore, the 4.5μm SiC/Al-7Si 
composite has the best fatigue crack growth resistance. The threshold stress intensity 

factor range ΔKth of 3.878 ma •ΜΡ for the 4.5μm SiC reinforcement composite is 

larger than the 20μm(3.630 ma •ΜΡ ) and the Al-7Si alloy (3.605 ma •ΜΡ ). The 

20μm SiC particulates reinforced composite shows lower FCG rate than the 

unreinforced alloy at ΔK < 14.88 ma •ΜΡ , but exhibits lower fatigue crack growth 

rate at ΔK > 14.88 ma •ΜΡ . This is to say, the values of the FCG rate for the 20μm 

are lower than the matrix alloy in the near-threshold regime and Paris regime, 
however, it become higher than those of Al-7Si alloy at the fast fracture state. 

 Comparison of the FCG curve of the 4.5μm SiC with 20μm gives a clear 
indication that the increase in particle size results in an obvious higher FCG rate in the 
near-threshold regime and the fast fracture state. However, in the Paris regime, i.e. 
between 10-6 and 10-4 mm/cycle, the composite reinforced with 20μm SiC particulates 
exhibits a slighter smaller slope than the 4.5μm SiC. The results depicted in Fig.2 for 
the particulate-reinforced spray-formed aluminum-matrix composite are similar to 
that reported of composite [10], where reinforcements cause marker improvements in 
resistance to fatigue fracture, especially in the near-threshold regime. In general, in 
the Paris region, there is almost no effect of SiC particle size on fatigue crack growth, 
while in the near-threshold regime and fast fracture state, the SiC particle size has 
great influence. This is possibly attributed to the different failure mechanism of crack 
growth caused by the actions of SiC size, shape and distribution.  



 

 

 
 Figure 2. Fatigue crack growth rate as a function of ΔK in the Al-7Si-Mg alloy reinforced 

with 4.5μm and 20μm SiC particles 
The extent of crack closure that developed in the three materials during tension 

fatigue crack growth is plotted in Fig. 3. This figure shows the variation of the 
experimentally measured closure stress intensity factor Kcl, normalized with 
maximum stress intensity factor Kmax, as a function of the stress intensity range, ΔK. It 
can be seen that the small particulates-reinforced composite exhibits a significantly 
higher level of crack closure than the two materials over the entire range of fatigue 
crack growth. The 20 μm SiC reinforcement exhibits higher closure level than the 

matrix alloy in the ΔK < 7.4 ma •ΜΡ region, but shows lower closure level than the 

matrix alloy in the ΔK >7.4 ma •ΜΡ region.  

 
Figure 3. Variation of stress intensity factor at crack closure, Kcl/Kmax, as a function of ΔK in 

the unreinforced alloy and the reinforced alloys 

 

3.2 Crack path analysis 
The relationship between fatigue crack propagation and SiC particle morphology is 

followed by carefully observing the propagation of the crack tip on well-polished 
surfaces of CT specimens processing different microstructures and tested at different 
values of ΔK. Figures 4 through 6 are SEM micrographs of fatigue surface cracks 
formed in CT specimens of the three materials, tested at various ΔK values, 



 

 

respectively. The direction of crack propagation for all surface cracks is from left to 
right in the micrographs. 

For the unreinforced alloy, crack propagating around Si particles is observed in the 
near-threshold regime (Fig.4 (a)). It can be seen that the fatigue crack mainly 
propagate through the α-Al matrix. Crack deflection caused by Si phase, gives rise to 
a higher degree of roughness of crack surface, and then results in the occurrence of 
crack closure effect. Little of the Si breakage is observed in Fig 4(a). It means that Si 
particle is not easy to break and the crack path had predisposition to avoid Si particles 
in the near threshold. This is probably attributed to the spherical Si particle with small 
size (1~3 µm), whereas it is difficult to break at the low level ΔK because of the large 
fracture energy to break, according to the Griffith theory. Nevertheless, the occurrence 
of Si particle/matrix bebonding is increasing to the factor of the crack propagating due 
to the increase of the K value around the crack zone, which can be indicated by the 
arrows in Fig.4 (b). The crack profile is smoother in the matrix alloy than in the 
composite. 

In the composite with 4.5μm and 20μm SiC particles, crack deflection caused by Si 
phase is observed just as in the case of the unreinforced alloy. Light microscopy also 
demonstrated that the fatigue crack in the composite follows a tortuous crack path and 
that crack branching occurs (Fig. 5 and Fig. 6). Significant differences were observed 
in the crack propagating characteristics of the two composites in the three regions.  

As seen in the 4.5μm SiC composite (Fig 5(a) and (b) ), crack deflection caused by 
the SiC particles and extensive microcracking inside SiC particles are observed 
through the whole fatigue crack growth region. And these microcracks remained open 
after they were unloaded behind the crack tip. Similar microcracks were also noted in 
fatigue crack growth of TiC/Ti-6Al-4V[13]. Reinforcing particles apparently serve as 
effective barriers to fatigue crack growth in 4.5μm SiC/Al-7Si composite. 

For the composite with 20μm SiC particle, it can be seen that the fatigue crack 
avoid SiC particles, consequently the direction of propagation of fatigue crack is 
changed at the low ΔK(see as Fig. 6(a)). They attributed the lower crack growth in the 
composite to the high levels of roughness-induced crack closure. With the increase of 
ΔK level, it was apparent that the crack with an inclination angle to the SiC particles < 
45° or >135°had a tendency to progress around SiC particles, while crack with angles 
between 45° and 135° was expected to advance through SiC particles (see as Fig. 
6(b)). Fatigue crack makes function on SiC particles in two ways: SiC particle/matrix 
debonding and particle breakage. Then, the propensity for the fracture of SiC particles 
increased with increasing ΔK in the 20μm SiC. A higher FCG rate in the fast fracture 
state is considered to be a reflection of the strong tendency toward particle fracture in 
the 20μm SiC material. 

 
 



 

 

  

Figure 4. Fatigue crack extension observed on the polished surface of Al-7Si alloy sample, 
tested at R-0.1 for (a) ΔKth=3.605 MPa•m1/2  and (b) ΔK=5.0 MPa•m1/2 

 

  

Figure 5. Fatigue crack extension observed on the polished surface of 4.5μm/Al-7Si alloy 
sample, tested at R-0.1 for (a) ΔKth=3.878 MPa•m1/2  and (b) ΔK=7.0 MPa•m1/2 

     

Figure 6. Fatigue crack extension observed on the polished surface of 20μm/Al-7Si alloy 
sample, tested at R-0.1 for (a) ΔKth=3.630 MPa•m1/2 and (b) ΔK=7 MPa•m1/2 

4. Discussion 
In Al-7Si alloy, where fatigue cracks avoid Si particles, enhanced crack closure 

has been observed through roughness-induced crack closure. Crack deflection around 



 

 

Si particles is the main fracture mechanism. 
Corresponding crack path profiles are shown in Fig.5 and Fig. 6. At low ΔK, 

fatigue surfaces in the SiC/ Al-7Si composite exhibit a zig-zag crack propagation path, 
with crack deflection around the particles microcacking inside in the 4.5μm SiC along 
the side of the crack(Fig.5(a)), whereas in the 20μm SiC composite they exhibit only 
crack deflection around the large particles. The results has shown that in comparison 
with the composite with 20μm SiC, the FCG rate at 4.5μm SiC was significantly 
decreased by the development of a higher level of crack closure. The increased crack 
closure was accompanied by extensive small particle cracking evident. The opening 
of a microcrack formed from particle cracking under the combined action of the 
crack-tip stress can result in a local volume expansion around the microscrack, 
referred to as microcrack-induced crack closure. The effect of the closure force is 
similar to the reduction of crack-tip stress intensity by transformation toughening. 

For the composite with 20μm SiC, the major effect of the large SiC reinforcement 
is to alter the fracture path, which enhanced crack closure through roughness-induced 
crack closure. However, roughness-induced crack closure diminishes at high stress 
intensities. The fatigue cracks do not avoid but run through the SiC particles. 
Therefore, the effectiveness of particles in crack deflection should be much smaller 
than the matrix alloy and 4.5μm SiC composite and would be further reduced because 
of the higher tendency of the large SiC fracture. 

5．Conclusions 

(1) The 4.5μm SiC/Al-7Si composite has the best fatigue crack growth resistance, 
i.e. lower fatigue crack growth rate and higher threshold stress intensity factor range 

ΔKth. The ΔKth is 3.878 ma •ΜΡ for the 4.5μm SiC reinforcement composite, 

3.630 ma •ΜΡ fore the 20μm, and 3.605 ma •ΜΡ  for the Al-7Si alloy, 

respectively. The values of the fatigue crack growth rate for the 20μm are lower than 
the matrix alloy in the near threshold region and Paris regime, however, it become 
higher than those of Al-7Si alloy at the fast fracture state. 

(2) For the unreinforced alloy, crack propagating around Si particles is observed in 
the near-threshold regime. Crack deflection caused by Si phase, gives rise to a higher 
degree of roughness of crack surface, and then results in the occurrence of crack 
closure effect.  

(3) For the 4.5μm SiC reinforcement composite, crack deflections around SiC and 
microcracking inside SiC particles are the principle mechanisms of interaction 
between SiC particles and crack tip. Crack path analyses indicates that the extent of 
microcracking inside SiC particles induces a high level of fatigue crack 
closure ,which effectively reduces the crack growth driving force to slow down 
fatigue crack growth. 

(4) For the composite with 20μm SiC particle, crack deflection caused by the SiC 
particles attributes the lower crack growth due to the high levels of roughness-induced 
crack closure at the low ΔK, then the propensity for the fracture of large SiC particles 



 

 

increased with increasing ΔK resulted in a higher crack growth rate in the fast fracture 
state. 
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Abstract: Interlaminar shear strength (ILSS) of a two-dimensional carbon fiber reinforced silicon carbide 
(2D-C/SiC) composite, two-and-a-half-dimensional carbon fiber-reinforced silicon carbide (2.5D-C/SiC) 
composite along the warp and weft directions and two-dimensional silicon carbide fiber reinforced silicon 
carbide (2D-SiC/SiC) composite were investigated by the double-notch shear (DNS) test at 1173K in air. The 
microstructure and fracture morphologies of the DNS specimens were observed by a scanning electron 
microscope (SEM) and an optical microscope. Experimental data shows that ILSS of 2.5D-C/SiC along the 
warp direction is not only lower than that of the weft direction, but also lower than 2D-C/SiC. Besides, ILSS 
for 2D-SiC/SiC is higher than that of the 2D-C/SiC. The possible reasons are analyzed through SEM images, 
optical micrographs and results of ILSS at 1173K in air. Finally the fracture mechanism is discussed.  
 
Key words：Ceramic matrix composites; ILSS; Fracture morphology  
 

1. Introduction 

 
Successful development of Continuous Fiber-reinforced Ceramic Matrix Composites (CFCCs) has 
led to great improvements to the intrinsic problems of brittleness, low fracture toughness and 
catastrophic failure of the monolithic ceramic. CFCCs are now used in various high-temperature 
applications, such as structural materials for aerospace industry, aircraft brakes, burner nozzles and 
rocket thrusters [1-3]. However, even though CFCCs have shown significant increase of damage 
tolerance and the ability of resistance to fracture in in-plane area, inherent processing defects or 
cracks in the matrix-rich interlaminar regions of the CFCCs can cause delamination under shear 
stress, resulting in some kind of structural failure [4-6].  

 
A number of studies with respect to the shear properties for CFCCs have been reported. In-plane 
and interlaminar shear strength of a unidirectional SiC fiber-reinforced (BaSr)Al2Si2O8 celsian 
composite were measured by the double-notch shear (DNS) test method between room temperature 
and 1473K, the difference in layer architecture and alignment of fiber-rich layers with the shear 
plane in the interlaminar specimens appeared to be the reason for the lower strength of this 
composite [7]. Choi et al investigated the interlaminar mechanical properties determined for six 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

 2

different CFCCs at ambient temperature and observed the degradation of interlaminar shear strength 
(ILSS) with decreasing shear stress rate, containing SiC fiber-reinforced SiC matrix composites, 
SiC fiber-reinforced glass ceramic composites and carbon fiber-reinforced SiC matrix composites 
[8,9]. Investigation of the life limiting behavior of the melt-infiltrated Hi-Nic SiC/SiC subjected to 
interlaminar shear was made at 1589K in air under stress rupture loading [10]. M.B. Ruggles-Wrenn 
and P.D. Laffey investigated the creep behavior of the Nextel™720/alumina (N720/A) composite in 
interlaminar shear loading at 1473K in air environments [11]. In our previous work, ILSS of 
2D-C/SiC at elevated temperature was investigated in air [12]. Nevertheless, a comparison of 
several kinds of ceramic matrix composites on ILSS in the same condition is still very limited up to 
now, especially at elevated temperature. Since 2D-C/SiC, 2.5D-C/SiC and 2D-SiC/SiC are 
commonly used at high temperature, so a detailed investigation and comparison of the shear 
properties of these composites at elevated temperature appears to be necessary.  
 
The objective of this work was to compare the shear behaviors of 2D-C/SiC, 2.5D-C/SiC and 
2D-SiC/SiC. Double-notch shear (DNS) test method was specified to determine ILSS of ceramic 
matrix composites at elevated temperature by American Society for Testing and Materials (ASTM) 
standard (C-1425-05) [13]. ILSS of the mentioned ceramic matrix composites was determined by 
DNS at 1173K in air. An analysis of material damage and the failure characteristics with respect to 
different fibers and woven structures was discussed in the text. 

2. Experimental  
2.1 Materials and Specimens 
 
The 2D-C/SiC,2.5D-C/SiC and 2D-SiC/SiC composites used in this study were fabricated by 
chemical vapor infiltration (CVI) of SiC into preforms. Fibrous preforms for 2D-C/SiC and 
2D-SiC/SiC are plain weaving structure, while fibrous preform for 2.5D-C/SiC is shown in Fig.1. 
The fibers were coated with pyrocarbon (PyC) with thickness of 200 nm before infiltration of SiC 
matrix. Residual porosity is sealed by depositing on the external surface of the specimens a suitable 
coating at the end of the process.  The parameters of tested composites are listed in table 1.  

 
 
 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 1. Schematic diagram of fiber perform for 2.5D-C/SiC composite 
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Interlaminar shear failure was conducted in a region between two notches that were asymmetrically 

located on opposite sides of the specimens at an equal distance from the mid-plane, as shown in 

Fig.2. A layer of SiC coating was deposited on the specimens after the machining of notches, and 

the thickness of coating was added to specimen dimension. It’s worth noting that both the warp 

loading direction and weft loading direction of the specimens for 2.5D-C/SiC were fabricated 

respectively.  

 
 
 
 
 
 
 
 
 
 
 
 

2.2 Mechanical property measurement 
 

All tests were performed at 1173K in air. The specimens were heated at a rate of 40–50K/min, 

followed by a soaking period of 10 min after reaching the test temperature. Then the DNS 

specimens were applied to a compression load along the specimen axis, as shown in Fig. 2. 

Monotonic loading was carried out in displacement control at a rate of 0.595 mm/min. Five 

specimens were tested for each kind of ceramic matrix composites. The ILSS is calculated as Eq. 1: 

 

                            ILSS=Pmax/WL                                 (1) 

 

Where Pmax is the ultimate compressive load, W is the specimen width and L is the notch spacing 

between the inner franks of the notches. 

 

 Figure 2.Geometry and dimensions of the DNS specimen 

materials reinforcement preforms
fiber volume fractions 

(%) 

Bulk 
density 
( g/cm3) 

residual 
porosity(%) 

2D-C/SiC  3K-PAN carbon fibers 2D 40 1.99 15 
2.5D-C/SiC 3K-PAN carbon fibers 2.5D 45 2.05 15 
2D-SiC/SiC 0.25K silicon carbide 

fibers 2D 40 2.61 
11.5 

(open porosity) 

Table 1. The parameters of tested composites 
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The morphologies of fracture surfaces were examined by a scanning electron microscope (SEM, 

HITACHI S-4700) and an optical microscope. 

 

3. Results and discussion 
3.1 Shear load versus cross-head displacement curves  

 

Fig. 3 displays the shear load versus cross-head displacement curves obtained at 1173K in air. In the 

initial loading stage, nonlinearity exists for all curves. Except the curve of 2.5D-C/SiC along the 

warp direction, the slopes of curves keep increasing until to peak load followed by a sudden load 

drop when the specimens failed, although the test was conducted under a constant rate of 0.595 

mm/min. It suggests that the process containing a stable propagation of cracks in the interlaminar 

region is impossible, and that shear failure occurs whenever the inherent ILSS is reached partly 

anywhere in the shear plane. 

 

 

 

 

 

 

 

 

 

 

 

It can be found for the curve of 2.5D-C/SiC along the warp direction that the stage prior to failure is 

similar to those mentioned above, while several steps occur after reaching the peak load, which is 

related to the special weaving structure. 

  

3.2 ILSS at 1173K 
 

ILSS of the tested specimens at 1173K in air are shown in Fig. 4. It clearly shows that ILSS of 
2D-C/SiC is higher than that of 2.5D-C/SiC along the warp direction，but considerably lower 
compared with that of the weft direction for 2.5D-C/SiC. The great shear anisotropy between the 
warp and weft direction for 2.5D-C/SiC can be understood by the characteristics of the fiber 
preform architecture, shown in Fig.1. When the specimens were subjected to a shear load along the 

 

Figure 3. Interlaminar shear load versus cross-head displacement curves from 
the compression of DNS specimens for the three kinds of ceramic matrix 
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weft direction, the load was mainly carried by weft yarns and then by the weft and contacted warp 
yarns. What’s more, being interlocked by tightly contacted warp yarns, the lateral movements of the 
weft yarns were well restricted. Conversely, in the warp direction, the fewer distributed weft yarns 
couldn’t perfectly limit the lateral movements of warp yarns, and the sinusoidal warp yarns may 
weaken the ability of resistance to failure.  
 
 
 
 
 
 
 
 
 
 
 
 
 
ILSS for 2D-SiC/SiC is considerably higher than that of the 2D-C/SiC. The poor ILSS for 

2D-C/SiC is mainly associated with the oxidation of fibers. This will be discussed further from the 

SEM observations. 

 

3.3 Fracture morphology  

 

Fig. 5 presents typical optical micrographs of fracture surface for the three kinds of composites. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. ILSS of the three kinds of composites at 1173K in air 
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All the specimens failed in a typical shear mode along their respective interlaminar shear planes. As 

shown in Fig. 5(a) and (b) for 2.5D-C/SiC, it can also prove that only the fewer weft interlocked 

yarns played a resisting role in the process of shear failure along the warp direction，while the more 

interlocked yarns resist to fracture and fracture surface is rough in the weft direction.  
 

As presented in Fig. 5(c) and (d), for 2D-C/SiC and 2D-SiC/SiC, the fracture surfaces are both 
somewhat smooth and clean, and the fiber bundle are clearly observed. 
 
Owing to a mismatch of the thermal expansion coefficients of the fibers and matrix, a certain mount 
of microcracks already exist in the SiC coating as well as in the SiC matrix upon cooling from the 
processing temperature for the three kinds of composites. And microcracks are formed in the 
coating that favor the in-depth diffusion of oxygen. When shear test is carried out at 1173K, the 
oxygen can diffuse through these microcracks and reach to the carbon interface and fibers. The 
oxidation kinetics is controlled by the gas-phase diffusion through the microcracks in the SiC 
coating, resulting in a nonuniform degradation of the carbon phases [15]. The oxidation of carbon 
interface and fiber causes degradation of bond between the fiber and matrix, so the fiber is easier 
pulling out owing to the weak interface, as illustrated in Fig. 6(a). Due to the inhomogeneous SiC 
coating and stress concentration in the vicinity of notches, failure of the specimens usually 
generates from the notches, resulting in severe oxidation at this site (Fig. 6(b)). Carbon fibers are 
rapidly oxidized at temperatures above 400°C, while the silicon carbide fiber possesses relatively 
high anti-oxidation temperature, as shown in Fig. 6(c) and (d), consequently, ILSS of 2D-SiC/SiC is 
higher than that of 2D-C/SiC. 
 

  
 
 
 
 
 
 

                                             

 

 

 
 
 
 
  
 
 

  

  

Figure 5. Optical micrographs of the failed 2.5D-C/SiC along the warp (a) and weft (b) 
direction, 2D-C/SiC (c)and 2D-SiC/SiC (d) specimens. 

a 

d c 

b 
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4. Conclusions 
 

 (1)At 1173K in air, ILSS of 2D-C/SiC is higher than that of 2.5D-C/SiC along the warp direction，
but considerably lower compared with that of the weft direction for 2.5D-C/SiC. ILSS for 
2D-SiC/SiC is considerably higher than that of 2D-C/SiC.  
 
(2) The great shear anisotropy between the warp and weft direction for 2.5D-C/SiC is associated 
with the characteristics of fiber preform architectures. For 2D-SiC/SiC and 2D-C/SiC composites, 
the difference of ILSS is mainly attributed to the kinds of fiber and oxidation of carbon fibers in the 
latter at 1173K in air.  
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Abstract  The crack growth behaviors loaded in mode I under strain and stress control at different 
temperatures were presented in α-Fe by atomistic simulations using LAMMPS code. The interatomic bonds 
of atoms were characterized using the embedded atom method interatomic potential. The simulation models 
were built with initial edge crack subjecting to cyclic uniaxial constant strain rate and constant stress. A 
temperature range from 100 K to 1200 K was considered to probe the influence of the temperature on crack 
growth. The crack growth mechanism and the radial distrinution function (RDF) during crack growth were 
investigated. The results indicated that the crack propagation mechanisms were sensitive to temperature and 
the boundary conditions. By proposed image adjusting technology the dislocation slip bands can be more 
clearly displayed on screen. In order to include the effect of temperature on crack growth, a temperature 
factor defined as a function of temperature in exponential form was introduced to modify the theoretical 
expressions based on thermal activation theory. Its coefficent and index can be determined by the RDF peak 
value obtained from atomistic simulations. For cyclic loading the crack growth process was dependent on 
both temperature and cyclic loading period in terms of simulations. 
 
Keywords  Molecular simulation; Fatigue crack growth; High temperature; Iron; Thermal activation. 
 
1. Introduction 
 
 Ferritic steels are widely used in process industry, modern nuclear power plants, military 
industry and others. The main crystal structure of steels is body-centered cubic (bcc) lattice of iron 
and it is comonly called α-Fe[1]. It is unavoidable for steels with defects so safety assessment on 
strucure integrity with defects is essential for engineering application. While in critical components 
of nuclear facilities, the radiation, high temperature and presssure, start and stop operations  
influence behavior of steels significantly and imply high potential failure risks for the integrity of 
reactor components with crack-like defects. The detail understanding of the processes occurring 
near the crack tip during the crack nucleation and growth can largely help in the material 
development and safety assessment under service in particular high temperature environments[2].  
As the fatigue fracture is the primary cause of failure for almost all engineering structures 
subjecting to repeated cyclic loading, so many people have been do much research efforts on this 
scope. Most investigations on fatigue fracture have been performed at the macroscale and the theory 
on analysis methods and experimental approaches related to fatigue strength and fracture mechanics 
has been well established based on mechanics of continua and test at the macroscale with the crack 
lengths ranging from a few decades of microns to centimeters. However, on the kernel mechanism 
of fatigue crack initiation and growth are maily determined by interatomic bond rupture,crystal 
plastic deformation and the associated material defects in the vicinity of the crack tip. Recent 
developed atomistic simulations provide a high efficient approach to investigate fatigue fracture 
behavior at the nanoscale. With the knowledge of nanoscale fatigue, more accurate macroscale 
predictive tools can be got, mechanism understanding of grain boundary effects, crystal orientation 
effects, and driving force versus material resistance effects can be clearly obtained.  
The material deformation and fracture mechanism of a structure with cracks have been paid close 
attention in worldwide. The fracture response of a material under mechanical load and temperature 
is a multiscale problem. It is the result of dislocation slip, grain boundary motion, plastic 
deformation and interplanar cleavage. The literature indicates that the atomistics of the crack 
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growth in metals is considerablt complicated than current model postulation. The fracture mode of 
steels appears as ideal cleavage under low temperatures condition. The currently most widespread 
model for brittle crack growth in metals proposed by Rice and Thomson is that the high stress 
concentrations at the crack tip causes bond breaking in the cleavage plane and promotes dislocation 
emission from the crack tip. A successfully emitted dislocation will slightly blunts the crack tip. At 
very low temperatures the nucleation and/or removal of dislocations near the crack tip is suppressed, 
while at higher temperatures this constraint is relieved as a result of the thermally activated 
nucleation of dislocations. All these phenomena initiate at the atomic scale and form macroscopic 
consequences. As continuous advances on microscopic physics science and high speed development 
of computer technology, the molecular dynamics method is widely applied to analyze crack 
propagation mechanisms[3-14]. Utilizing molecular dynamics method not only a great deal of 
valuable micro-behaviors can be got but also the macro-properties of a material can be 
reproduced[15]. The behavior of crack growth in metals depends strongly on the structure evolution 
of the crack tip, load type and temperature. But at present it is still a lack of research on the 
influence of temperature on crack growth. The aim of our research was focus on the effect of 
temperature on crack growth in α-Fe by using numerical simulations. For this purpose large scale 
molecular dynamics was applied to study the mechanisms of a crack growth under different 
temperature. Molecular simulations can reveal some crack propagation behavior in atomistic scale 
and offer a better understanding about crack growth. It even enhances an accurate evaluation 
method on crack growth and fracture behaviors at extreme temperature. 
In present paper a model with constant rate of straining load in tension mode I and free surfaces was 
considered. Symetrical strain proportional to an atomic position in some dimension is imposed to all 
atoms. Periodicity along the thickness dimension z was applied. Here atomistic simulations were 
applied to model the process of crack growth in steels under different temperature. The embedded 
atom method (EAM) potentials belonging to many-body interatomic potentials[1], which provide an 
essentially better description of the inter-atomic interactions and free surfaces, were employed to 
get accuracy results. The simulation parameters such as box geometry, timestep, loading rate were 
determined after performing parameter sensitivity analysis. The computation is implemented by 
utilizing large-scale atomic/ molecular massively parallel simulator (LAMMPS)[16], Visual 
Molecular Dynamics (VMD) [17] and developped programs in Python.  
The simulation results demonstrated that with a crack growing the phenomena involving crack tip 
passivation, crack opening distance increment, dislocation emission, dislocation slip, plasticity 
deformation, voids formation and voids coalescence have been appeared and can be observed. Slip 
bands formation at the crack tips and ligament region and their development with incremental strain 
and temperature were demonstrated during crack growth. The crack growing with same initial state 
behaves differently under different temperature. It means that the crack growth trace and fracture 
configuration are realted with temperature. The dynamic radial distribution function and 
corresponding number density integral for variable time and temperature were calculated to 
explorer the relationship between the crack growth and temperature. 
In this paper, the profile evolution of the crack tip for crack propagation system (0 0 1)[010] in α-Fe 
at low and high temperatures was investigated. It is expected to probe whether crack growth 
properties have relationship with some parameters referring to radial distribution function in α-Fe 
during crack propagation at different temperatures. Some phenomenological descriptions on 
temperature-dependent relations allowing to predicting crack growth were proposed. The crack 
growth process, radial distribution function, atomic stresses in a bcc iron single crystal were 
analyzed utilizing molecular simulations with LAMMPS. Edge crack specimens under tentional 
strain loading were selected as simulation models. Limited by volume of the paper, here we only 
provide some key results. Other contents will be reported elsewhere. 
 
2. Crack growth and temperatrue 
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2.1. The effect of crystal plasticity on crack growth 
 
It has been known that the strength of metallic materials of various structures at extreme 
temperatures has a strong relationship with crystal plasticity generated by thermally activated 
microscopic mechanisms, which is usually controlled by elementary dislocation mechanisms. In 
order to understand and predict the crack growth and fracture behaviors of materials, it is extremely 
important to know what determine dislocation mobility and how it changes under the influence of 
stress and temperature. Based on thermal activation theory the derivation expression of the strain 
rate can be written by[18] 

)/exp(0 kTGΔ−= γγ &&   with idm lAbA νργ )/'(0 =& ,             (1) 
where A is a geometrical coefficient, ρm is the mobile dislocation density, b is the Burger' s vector, 
A’ is the area swept by segment l between two successive obstacles, l is the wavelength of the 
vibration scales depending on the conditions, νid is the vibration frequency of the dislocation 
segment, k is the Boltzmann constant and T the absolute temperature. Here ΔG is the change of 
Gibbs free energy of the sample as the dislocation moves along dislocation coordinate. ΔG is used 
to characterize the energy barrier opposing dislocation motion. 
In terms of fracture mechanics the crack growth is related with strain rate. Considering the above 
and from the point of view in engineering it prompts us to introduce a factor Cm(T) referring to 
thermally activated energy to take the effect of temperature on crack growth into account. Factor 
Cm(T) is defined as a function in form of 

          
kT

m eTC /m)( −∝  .                                      (2) 
where m is a constant which can be determined by molecular simulation. 
 
2.2. Radial distribution function (RDF)  
 
In statistical mechanics, the radial distribution function or pair correlation function g(r) in a system 
of particles describes how the density varies as a function of the distance from a reference particle. 
It can also be determined experimentally, by radiation scattering techniques or by direct 
visualization for large enough particles via traditional or confocal microscopy. The radial 
distribution function is of fundamental importance in thermodynamics because the macroscopic 
thermodynamic quantities can usually be determined from g(r). It is a primary reference for theory 
verification by experiments and also a fundamental function characterizing non-sequential system. 
For an ideal crystal structure the value and location of peaks at different near neighbour position 
indicates effect of temperature. Therfore it gives us an idea about whether it has realtionship with 
crack growth by means of thermal activation energy in different temperature. Based on the 
simulation results the atomic radial distribution function g(r) and the corresponding number integral 
are calculated and over a given trajectory.  
 
3. Molecular simulaton modeling 
 
3.1. Interatomic potential 
An appropriate description of potential functions is essential in a molecular dynamics simulation. It 
concerns the accuracy and reliability of simulation results. Lots of potentials have been proposed to 
approximate the interactions of atoms, such as Lennard – Jones, Tersoff, embedded atom method 
(EAM) and etc. The steels studied for the crack growth simulation belong to amorphous metal 
model and is assumed to be made from Fe. The EAM potential for describing interatomic 
interaction in a semi-empirical form is used to study the crack growth of steels. It is suitable for 
characterizing metals and alloys with FCC, BCC and HCP structures. In a simulation, the EAM 
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potential energy of an atom i is expressed by 
∑∑∑
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                (3) 

Where| ri –rj |is the distance between atoms i and j, Φ is a pair-wise potential function, f(r) is the 
contribution to the electron charge density ρi from atom of j at the location of atom i, and F(ρi) is an 
embedding function that represents the energy required to place atom i into the electron cloud. 
Since the electron cloud density is a summation over many atoms, usually limited by a cutoff radius, 
the EAM potential is a multibody potential. The EAM of alpha iron used in present study comes 
from ‘Interatomic Potentials Repository Project’ which is included in potentials base of LAMMPS. 

 
3.2. Simulation models and methods 

 
The initial α–Fe planes were assumed to be perfect single crystal lattice having bcc structures. The 
simulations were performed on major slip plane of bcc iron. Edge crack model was chosen to 
analyze the crack growth characteristics in an infinite domain under plane strain condition acquired 
by perform periodic boundary condition in z dimension. The x-direction was defined forward in the 
crack plane, and the z-direction in the thickness direction. The schematic of the molecular dynamics 
simulation is shown in Figure 1. Three-dimensional model with a small thickness in order to reduce 
the calculation and to avoid the difficulty of the data analysis is constructed. The sizes of the 
simulation box were 858×297×5.7 (Å). It consisted of over 120000 atoms. There were two layers of 
transitional regions around the simulation domain. These layers were used to alleviate the effect of 
the boundaries and were not included in final results processing. The maximum positive and 
minimum negative strain loads were applied on the top and bottom boundaries at a certain strain 
rate to keep the crack faces apart (Figure 3). In all simulations, the initial crack was placed at the 
midpoint of the left side of the simulation lattice. And all related data including time step, 
coordinates, velocities, displacements, stresses, strains, temperatures etc. were saved.  
The initial α–Fe planes are perfect single crystal lattice having bcc structures was assumed in 
present paper. The simulations were performed on slip plane of bcc iron. The edge crack specimen 
geometry model adopted for the present simulation is illustrated in Figure 1. The initial crack was 
introduced by shutting off pairwise interactions between two slabs of atoms in perfect crystal to 
effectively create a sharp crack. The ratio of the initial crack length to the width of the specimen 
was a0/w = 0.067. The crystal orientation of the initial cracks in crack propagation system (0 0 
1)[010] was concerned and illustrated in Figure 2. Crack growth simulation was implemented by 
moving the atoms with the linearly varied velocity along y dimension in accordance with a given 
constant deformation rate, which is shown in Figure 3. The strain rate used in simulation was 0.005. 
A typical simulation cell with a pre-crack is drawn in Figure 4.   
Surfaces on two transitional layers located at bottom and top constructed to alleviate the boundary 
effects were set free. The deformation loading was applied along y-direction perpendicular to the 
crack plane and varies linearly with y coordinate. The constant strain rate loading was applied in 
such a way that the velocity is linearly distributed along the y-direction in core region. The velocity 
in transitional layer at the bottom and the top were set to the maximum positive and minimum 
negative value, respectively. The used loading method can effectively eliminate the stress 
oscillation and impact effect produced by acting sudden load. In the z-direction the periodic 
boundary condition was assigned to keep an expected plane strain state.  
Another loading type used in simulation was to act forces directly on atoms in loading layers. 
External forces were applied in the way distributed in top and bottom surface boundary layers. The 
sizes of the simulation box are 578×458×2.86 (Å) which contains about 65000 atoms. Time step 
0.002 ps was utilized in simulations. The cyclic loading and unloading timesteps was 20000. The 
initial crack length corresponds to 17.2,57.2 Å.  
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Figure 1. Schematic representation of the model to study the behavior of a crack growth  

 
Figure 2. Crystallographic orientation of the studied initial crack                                          

 
Figure 3. Edge crack specimen used for the simulation 

 

 
Figure 4. A typical simulation cell with a pre-crack 

 
The temperatures in performed all simulations varies in the range of temperature keeping the iron in 
body-centered cubic crystal structure. The purpose of our research was to probe the influence of 
temperature on the crack growth behavior, thus the temperature of atoms in simulation was 
controlled to given value. The temperature of a group of atoms was reset by explicitly rescaling 
their velocities without performing time integration, unlike the NVT ensemble which performs 
Nose/Hoover thermostatting and time integration. It only modifies velocities that effect 
thermostatting. Therefor NVE ensemble using a separate time integration fix was utilized to 
actually update the positions of atoms using the modified velocities.  
 
4. Results and discussions 
 
4.1. Direct observations of dislocation slip bands 
 
The dislocation as a result of atomic movement simualtion results can be shown in graphic mode 
through developped postprocessing code and VMD. In a general standard display style the 
dislocation and slip band stripes are not very clear and it is not easy to distinguish them. In terms of 
Moire interferometry method, an appproach to obtain clearer image of slip band patterns generated 
by deformed material crystals was put out in this paper by means of adjusting the drawing method, 
lattice node scale, plot size and screen grid resolution. This approach was called stripe image 
adjusting technique here. Figure 5 and 6 are two examples after applying proposed stripe image 
adjusting technique. By utilizing this new method the emission of slip bands from pre-crack tips can 
be observed clearly and picturesquely with the response of cracks propagating under congstant 
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deformation rate control in the considered temperature range. However it needs more detail 
investigation to do quantitatively analysis because Moire patterns are sensitive to crystal lattice 
parameter, sphere scale and simulation cell sizes, as well as the screen grid intervals. The 
simulations demonstrate that slip bands started from the atomistically sharp crack tip. Simulations 
show that a slight blunting of pre-crack tips does not preclude slip band formation.  

 

 
(a)                                        (b) 

Figure 5. Dislocation slip bands for edge crack specimen at 300 K. (a) t=3 ns, (b) t=5 ns. 
 

 
Figure 6. Intense dislocation slip bands at the crack tips. 

 
A series of snapshots showing the crack growth at different time and temperatures were obtained in 
terms of performed molecular simulation results. The simulation time was measured in nanoseconds. 
Intense dislocation emssion and slip twin bands at the crack tip under different temperature (T=200 
K, 300 K, 600 K) are illustrated in Figure 6. The slip bands evolving via time for present crack 
propagation system can be observed distinctly. The snapshots demonstrate the shapes and internal 
structure of slip bands near the tips of propagating crack. The slip band expansion paths were 
basically similar for simulation cases for given particular crack propagation system. The simulation 
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results indicate that the crack growth modes under low and high temperature are different for their 
different brittleness and ductility. In a wide range of temperature the localized viscous flow, cavity 
formation and coalescence in ligament can be observed. 
 
4.2. Crack propagation processes 
 
Snapshots of propagating cracks under continuous strain loading at temperatures of 200 K, 300 K 
and 700 K are illustrated in Figure 7. All the phenomena involving dislocation, voids formation and 
merge were visually demonstrated. Figure 8 shows the crack growth difference for different 
temperatures at a given loading time. It is easy to see the crack propagating process and find that 
with same loading time duration the crack propagation rate reduces with an incremental temperature. 
The snapshots of dynamic crack growth also show that the ligament size and back boundary 
constraint condition influence the crack process and fracture profile considerably.  
 
4.3. Fatigue crack growth  
 
The cyclic loading was applied with a maximum stress σ= 50 MPa and a stress ratio of r = 0. 
External forces in the tensional direction were distributed in each atom located in top and bottom 
surface layers. The upper, lower and right boundaries were ensured constant displacement 
conditions in y and x direction respectively. The simulations were performed at a constant 
temperature of 300 K and 900 K. In the case of initial crack length a0=17.2 Å with 300 K and 900 K 
temperature cyclic simulations were performed and the crack propagation behavior is shown in 
Figure 9 and 10. The cracktip shape change and its moving process as well as dislocations can be 
observed. During the first ten cycles the crack grew slowly and then started to speed up. At sixteen 
cycles the crack penetrated the full section and specimen fracture occured. Based on the simulation 
results it is found that the crack growth rate were related to cyclic loading periods. Some more 
detail analysis should be done in future. 
 

 
Figure 7. Crack propagation processes: Time t=1~15ns, Temperature T= 200 K, 300 K, 700 K 

 
4.4. RDF via crack growth 
 
Composing all the number density RDF integration curves under changing temperature and time 
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cases and we obtained a plot as Figure 11. It is obvious that the variation or fluctuation is rather 
slight and implies that the simulation resutls have a good consistency. On the other hand it also 
supplys the used simulation model and parameters are appropriate. In addition, it illustrates that 
temperature has a weaker influence on RDF curve fluctuation than the crack growth process. 
 

 
Figure 8. Crack propagation processes for Time t=5,10 and 15 ns,Temperature T= 100 ~1200 K 

 

 
Figure 9. Crack growth process at 300 K with incremental load cycles N=10~16 

 

 
Figure 10. Crack growth process at 900 K with incremental load cycles N=10,15,20 

 
Figure 11. Number density integration curves 

 
The RDF curves correspond to crack growth at 200 K,300 K,500 K,700 K,900 K and 1100K are 
illustrated in Figure 12. It shows that the RDF curve reduces with increasing temperature. The 
changing patterns of maximum value or peak of RDF are plotted in Figure 13. All the curves have 
the same fixed oscillating modes but with different amplitude peak values. Only during the later 
stage of crack growth, there are a little phase shift. It is the results of large material plastic 
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deformation.flow accompanying an increasing crack tip opening displacement. During fatigue 
cycles increase not only the crack size became largebut also the peak values of corresponding RDF 
curves reduced continuously. 
 

 
Figure 12. The RDF curves at 300 K, 900 K and 1100 K 
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Figure 13. Relationship between the ultimate values of RDF and time 

 
Figure 14 shows the RDF curves via temperature change at 5, 10 and 15 ns respectively. The 
ultimate values of RDF at different temperatures are plotted in Figure 15. Based on thermal 
activation theory and simulation results, the effect of temperature on crack growth can be taken into 
account by an expression in an exponential function form similar to expressions (1) and (2) which 
describes crystal plasticity. The coefficent and index values in expression are determined by the 
RDF peak value obtained from atomistic simulations. Here are some data processing results. 

For time 5 ns: 
T

m eTC
53.99

2191.5)(
−

=      , with correlation coefficient R=0.91. 

For time 10 ns: 
T

m eTC
89.234

6203.4)(
−

=    , with correlation coefficient R=0.99. 

For time 15 ns: 
T

m eTC
61.225

9712.4)(
−

=    , with correlation coefficient R=0.97. 
High regression correlation coefficients imply that the explanation and the used function form for 
considering the temperature influence on crack growth are appropriate. 

 
Figure 14. RDF curves via temperature change at 5 ns, 10ns and 15 ns 

  
Figure 15. Relationship between the ultimate values of RDF and temperatures 
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5. Conclusive remarks 
 
In this paper crack growth behaviors and fracture in α-Fe under different temperatures through 
molecular simulations have been investigated using Large-scale Atomic Molecular Massively 
Parallel Simulator code.  
The mode I crack growth behaviors of an edge crack specimen under constant strain rate control at 
different temperatures have been investigated. A new image enhancement technique has been 
proposed to multiply the stripes of dislocation slip bands. It has been found that the temperature 
significantly affects the crack growth rate. As the temperature increases, the crack growth decreases. 
The results show that the mechanisms at the crack tip are sensitive to temperature and the boundary 
conditions. 
The simulation results show that the crack growth behavior under cyclic loading was related to 
temperature, loading mode and cyclic loading period. 
We performed atomistic simulations to study the relationship between RDF and crack growth 
behavior under a wide range of temperatures. Based on thermal activation theory and simulation 
results, the effect of temperature on crack growth can be taken into account by an expression in an 
exponential function form which describes crystal plasticity. The coefficent and index values in 
expression were determined by the RDF peak value obtained from atomistic simulations. The 
simulation results show that the crack growth process is highly dependent on the temperature.  
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Abstract  As the need for improved prediction of component life and development of new materials for use 
at high temperatures becomes more demanding, there is increasing requirement for a detailed understanding 
of thermo-mechanical fatigue (TMF) behaviour including the combined effects of fatigue and dwell on the 
overall crack growth rates under such conditions. 
To generate experimental TMF crack growth test data, a conventional servo-electric load frame, used in 
combination with a radiant lamp furnace, has been employed. The method for the measurement of crack 
growth under the TMF load cycle is also described. The performance of the experimental method is 
demonstrated with trials on an advanced nickel-based superalloy, RR1000. 
To reduce future testing requirements, simulation via the finite element method provides a means for crack 
growth prediction. This clearly requires validation with real test data at the outset. A method is described 
whereby separate fatigue and time dependent growth data can be combined and applied to TMF load cycles 
ranging from simple test cycles to full flight cycles. Results of this method used in conjunction with finite 
element based crack growth simulation are compared with experimental data, using the test method 
described above, from several TMF load cycles for RR1000 specimens. 
 
Keywords  thermo-mechanical fatigue, crack growth rates, finite element analysis, crack growth simulation 
 
1. Introduction 
 
The ultimate objective of simulating thermo-mechanical testing by analysis is to develop a method 
which can be applied to crack growth prediction during complex loading cycles. One particular 
application is for aerospace engine flight cycles. Such flight cycles consist of out-of-phase stress 
and temperature time histories having duration of order of several hours. An example is shown in 
Figure 1. 
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Figure 1. Typical stress and temperature time histories 

 
For a crack located within a component experiencing such flight cycles, each point along the crack 
front will experience a slightly different stress and temperature time history. The salient features 
are: 

•  Peak temperature and stress occur at the end of the climb phase with the temperature 
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reaching a maximum at a different time to the stress. 
•  The cruise condition has a relatively uniform stress and temperature. 
•  Additional local fluctuations in stress and temperature may occur depending upon 

manoeuvres carried out during the flight 
 
2. Development of the Test Facility 
 
In the work presented here a new fatigue crack growth test facility has been developed and this is 
briefly described. There are three essential elements in the provision of thermo-mechanical fatigue 
crack growth testing: 

1. an adaptable and stable mechanical load application system 
2. a responsive heating system 
3. a suitable crack monitoring system 

 
A standard servo-electric test frame was used for the load application system, because of the long 
term load stability and previous experience with this equipment. Appropriate calibration of the load 
cell [1] was undertaken, along with checking the load-train alignment [2]. 
 

 
Figure 2. The general test piece arrangement within the radiant lamp furnace 

 
A radiant lamp furnace was decided to be the most appropriate heating system for this application 
(rather than induction/RF heating) because of the need to obtain a uniform temperature profile 
around the cracked test piece. Thus a 12kW furnace, with 12 lamps (~250 mm long) vertically 
aligned around the test piece (Figure 2), was installed on the test frame. 
 
A reasonably conventional crack length monitoring approach was used - applying electrical DC 
potential difference measurements and then cross-calibrated against the physical crack length. The 
relatively simple thermal cycles required initially (Figure 3) were consistent with this method. A 
constant current (DC – 20A) source was used. 
 
3. Test Technique Development 
 
There is currently no standard methodology for the measurement of fatigue crack growth rates 
under TMF conditions. However, a proprietary test method [3], based upon an ASTM standard [4], 
but using a square section corner crack test piece; has formed the basis of the new test technique. 
The second part of the test technique that is required here is the application of the desired thermal 
cycle (and mechanical load). A related code-of-practice [5] for strain controlled TMF testing has 
been used to standardise the method of calibrating the thermal cycle applied to the test piece. 
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Bespoke control software was also developed to perform and record these tests. 
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Figure 3. The desired load (normalised) and temperature cycle for the measurement of crack growth rate 

 
3.1 Temperature Measurement 
 
Dynamic temperature measurement during TMF, when using radiant lamp furnaces, requires a 
reliable experimental method and standard mineral insulated N type thermocouples have been used 
but these require careful control of shielding from direct radiant light on the thermocouple tip. 
 
Spot-welded N type thermocouples (i.e. thermocouple wires spot-welded onto the specimen surface 
~1 mm apart, as recommended in [5] and location shown in Figure 4) have been used to calibrate 
the thermal behaviour of the test. These are thought to provide the most accurate test piece 
temperature but cannot be used during the test because of the risk of inducing cracks. 
 

                   
Figure 4. Schematic of the placement of the thermocouples for the TMF thermal trials 

 
3.2 Thermal Cycle Calibration 
 
Prior to TMF testing, there were two calibration trials required: 
 

•  to demonstrate that the temperature variation (gradient) was less than 10oC throughout the 
desired thermal cycle, using the spot welded thermocouples located as shown in Figure 4. 
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•  to cross-correlate the test piece temperature, measured by a spot-welded thermocouple (e.g. 
TC7 in Figure 4) with the controlling sheathed thermocouples and ensure that the thermal 
and load cycles were correctly applied and synchronised. 

 
3.3 Test Set-Up 
 
The test piece had a square section (7 x 7 mm), with a corner notch introduced into the centre of a 
20 mm parallel gauge length. The sheathed thermocouples were attached as shown before and 
~63µm diameter Pt wires were then spot-welded to the test piece surface to monitor the PD across 
the crack. The sample was pre-cracked with load shedding to reduce the stress intensity factor 
below that of the desired starting stress intensity factor. Once the thermal performance on the two 
sheathed thermocouples matched that previously observed during the calibration, then it was 
possible to commence the test. 
 
4. Crack Growth Rate Measurements and Facility Demonstration 
 
To calculate the crack lengths and growth rates it was found that fitting a polynomial to the PD 
measurements provided the best way to generate reasonable data. A simple linear relationship 
between the crack length and the PD measurement is assumed for this procedure. The stress 
intensity factors were calculated using proprietary fits for the “geometry dependent compliance 
factor” (Yn) within the basic equation: 
 
 ΔK = Δσ.Yn.(π.a)1/2 (1) 
 
- where ΔK = change in stress intensity factor, Δσ = the change in applied stress, Yn= a geometry 
dependent compliance factor and a = crack length. Only the tensile portion of the loading was used 
in the stress intensity factor calculation and hence a maximum stress intensity factor is shown in the 
plot against the normalised da/dN (Figure 5). 
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Figure 5. Plot of relative crack growth rate again the maximum stress intensity factor for two microstructural 

variants of RR1000 
 
The final stage of the facility development was to demonstrate its operation and compare it with 
existing data obtained using a conventional resistance furnace. This demonstration was undertaken 
using an advanced nickel base superalloy known as RR1000, used for gas turbine disc applications 
and manufactured using a powder metallurgy and forging process. These initial trial tests showed 
reasonable agreement with existing data, although somewhat higher rates were measured with the 
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new facility. Following the initial demonstration, the RR10000 material in a coarse grained 
condition was also tested and this data is also shown on Figure 5, highlighting the potential benefit 
from this material, compared with the fine grained variant. All of the crack growth modelling was 
based upon the coarse grained variant of RR1000 and a range of additional thermal/load cycles 
were evaluated experimentally and compared with the modelled behaviour below. 
 
5. TMF Crack Growth Simulation Procedure 
 
The approach often used for calculating the combined effect of fatigue and time dependent crack 
growth is a linear summation through the load cycle of the separate fatigue and time contributions 
to the overall growth [6-8] to give the effective overall growth rate for a single load cycle: 
 

 
timefatiguetotal dN

da
dN
da

dN
da

⎟
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⎞
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⎠
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⎝
⎛  (2) 

 
The way in which this expression is used in the literature often relates to simple repeated loading 
waveforms with a single cyclic event e.g. ramp-up, hold time, and ramp-down. [9] presents a 
summary of approaches used by several authors. However, for a general and complex loading cycle 
such as the one in Figure 1, the load history and resulting stress intensity factors are defined by a 
series of data points which do not conform to a simple waveform. It is then necessary to generalize 
Eq. (2) to account for major and minor fatigue cycle effects within the overall load cycle as well as 
the time history of load variation. This generalization can be written as: 
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where da/dn is the growth rate due to an individual fatigue cycle within the total load cycle and 
da/dt is the instantaneous time dependent growth rate at some time t within the total load cycle. 
Summation of Eq. (3) over multiple load cycles provides the accumulated crack growth history: 
 

 ∑ ⎥
⎦

⎤
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛=

cyclesload

totaldN
dada

1
 (4) 

 
In order to carry out this summation, two sets of data must be provided to an appropriate integration 
scheme: (1) the time history of stress intensity factor and temperature for points on the crack front; 
(2) the crack growth laws for calculating instantaneous da/dn and da/dt values. 
 
5.1 Integration scheme 
 
For simple 2D geometries where a handbook K solution is available, it is possible to obtain K vs t 
with a combination of a spreadsheet and results from finite element analyses of an uncracked 
component. This procedure is used in-house at Rolls-Royce and has been used to validate the finite 
element based implementation described below [10]. For general cases with an arbitrary 3D crack 
front, the finite element method can be used to provide the K solution as a function of time. In using 
this approach, a finite element model containing a particular crack size is analysed through a full 
load cycle. The results of the analysis can be used to provide a K vs time history for each crack 
front node. The time histories can then be cycle counted to extract discrete cyclic events. A typical 
(normalized) K time history and the cyclic events associated with it are shown in Figure 6. 
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Figure 6. Normalised K time history and cyclic events 

 
The calculation of crack growth for a single crack front position through one load cycles using Eqn. 
2 and Eqn. 3 then proceeds by integrating the sequence of K vs t segments with discrete da/dn 
effects added as the fatigue cycles occur. The procedure of extracting a full K vs t time history from 
a finite element analysis and carrying out a combined fatigue and time integration has been 
implemented for a general 3D crack in version 7.8 of Zencrack [11]. A number of aspects of the 
integration process cannot be described fully here but are mentioned briefly: 
 

•  The finite element analysis provides K vs t data for one crack size and one load cycle. The 
integration scheme modifies the basic K vs t history to account for changes due to the 
increased crack size as the crack grows. When the mesh is updated to a new crack position 
and submitted for a new finite element analysis, a new baseline K vs t solution is generated. 

•  The definition of cyclic events as a result of the cycle counting process will, in general, lead 
to different temperatures at minimum and maximum conditions for a fatigue cycle. When 
calculating da/dn for the cycle, an appropriate temperature assumption must be made. 

•  Mode mixity and local changes of growth direction through the load cycle are possible. 
 
Two examples of integration output from this process are shown in Figure 7. The da/dt 
contributions are only non-zero when the temperature is above the threshold temperature defined 
for the da/dt growth law. The first (and largest) cyclic event produces a visible instantaneous 
(vertical segment) on the da plot. Cyclic events 2, 3 and 4 have much lower da/dn values and the 
vertical segment da contributions from them are too small to be seen on the scale of this figure. 
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5.2 Crack Growth Laws 
 
The practical implementation of a combined fatigue and time dependent crack growth integration 
scheme using a linear summation model requires use of meaningful crack growth data. Baseline 
fatigue crack growth data is available in many forms but the combined use with time dependent data 
is more challenging. The approach used here is the use of isothermal testing to derive temperature 
dependent growth laws which can be applied for non-isothermal cases. Results for the simulation of 
the non-isothermal tests using this isothermally derived data can then be compared to the actual 
non-isothermal TMF test results. 
 
A number of authors have reported the use of a rate dependent Arrhenius law for addressing 
temperature dependency in time dependent crack growth data [12,13]. This type of law has been 
implemented in Zencrack as a “COMET” crack growth law [10]. This equation (Eq. (5)) takes 
account of the synergetic interaction of Creep, Oxidation, Microstructure, Environment and 
Temperature through the definition of the D coefficient. A and B are temperature independent 
material constants, n is a temperature dependent material parameter and TC is the temperature in °C. 
A full description of the law and a process for determining A and B is given in [10]. 
 

 ( )nKD
dt
da

=   ,  
⎟
⎠
⎞

⎜
⎝
⎛

+
−

= 15.273Tc
B

AeD  (5) 

 
6. Application of Simulation Procedure to TMF Test Specimens 
 
The geometry for the test specimen is shown in Figure 8. This figure also shows an initial cracked 
mesh and a typical mesh with an advanced crack position. The specimen contains a central 7mm 
square cross-section into which the starter crack is located (at the mid-length position). The finite 
element model is a half symmetry model with the crack introduced at the symmetry plane. An 
uncracked Abaqus model containing C3D20 elements is created and the crack is introduced by 
Zencrack. The crack tip is modelled with collapsed crack front elements having quarter point nodes. 
The load is applied at a single point and distributed onto the cylindrical outer surface of the end of 
the model using a distributed coupling constraint. The load and temperature time histories are 
defined using *AMPLITUDE definitions. For these analyses the temperature changes are deemed to 
be instantaneous throughout the body (i.e. the temperature is uniform through the model at any time 
instant). The Abaqus *CONTOUR INTEGRAL option is used to calculate energy release rates 
along the crack front through the time history. The analysis uses temperature dependent Young’s 
modulus and Poisson ratio for coarse grained RR1000. Temperature dependent Walker coefficients 
are used for the fatigue law and a COMET law is used for the time dependent growth law. The 
cracked model is analysed using Abaqus and the full time history results are extracted and 
processed by Zencrack using the procedure described in section 5. The crack growth is calculated 
and the mesh updated. This process repeats to simulate crack growth in the specimen. 
 
Several TMF load cycles were defined for testing and simulation. The temperature and normalized 
load variations for the cycles designated 1, 3, 4a, 4b, 4c and 4d are shown in Figure 9. Due to 
project time constraints not all tests were completed. Simulation results in section 7 are presented 
for all load cycles with test results available for cycle 1, 3 and 4d. A 400°C isothermal load cycle 
using the load variation of cycle 3 is also presented in the results. 
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Figure 8. Geometry and typical meshes for initial (left) and advanced (right) crack positions 
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Figure 9. Definition of TMF cycle 1, 3, 4a, 4b, 4c and 4d 

 
7. Simulation Results Compared With Test Results 
 
The test and simulation results are presented as relative da/dN against Kmax in Figure 10 and Figure 
11. The da/dN value is total effective da/dN per TMF cycle. The Kmax value is the maximum K for 
the TMF load cycle. 
 
The load and temperature variations in cycles 1 and 3 are the same – the difference being that cycle 
1 has duration of 464s compared to 300s for cycle 3. For both these load cycles, the applied load is 
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compressive when the temperature is above the threshold for time dependent crack growth to 
become active i.e. the value of da/dt is always zero in the simulation. Therefore, simulation results 
for cycles 1 and 3 are effectively dependent only upon the fatigue cycle which occurs during the 
load cycle. This fatigue cycle is the same for cycles 1 and 3 and so the simulation results for cycles 
1 and 3 are identical in Figure 10. The test results for these two cycles are also similar and show 
good agreement with the simulation. Cycle 4d presents a more interesting case as the temperature is 
above the threshold for time dependent growth for about 80% of the cycle duration and during this 
time the load is either increasing, at maximum hold value or decreasing. Therefore time dependent 
growth can be expected. 
 
Simulation results for all cycles are shown in Figure 11. On this scale, cycle 4c appears to have the 
same result as cycle 4d. However, the cycle 4c result is slightly higher. This is the expected outcome 
since, although the temperature histories for the cycles are the same, cycle 4c has a longer period at 
maximum load than cycle 4d and hence more time dependent growth is expected. The additional 
time dependent growth is however relatively small as the extra time at maximum load is in the 
region close to the temperature threshold for time dependent growth (i.e. da/dt will be small even if 
K is high). The result for cycle 4a falls above cycle 4b. Again this is not an unexpected result: cycle 
4a has a longer period than 4b with extra time spent accruing time dependent growth at high 
temperature. Cycle 4a falls below 4c. The maximum load level for 4a is lower than for cycle 4c but 
the period is greater. The trade-off between high load and longer duration in this case has the result 
that the high load short duration of cycle 4c produces a higher overall growth rate (i.e. higher da/dt 
values). 
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Figure 10. Test and simulation results for cycles 1 and 3 (left) and 4d (right) 

 

0.1

1

10

100

1000

10 100

Re
la
ti
ve
 d
a/
dN

 [/
cy
cl
e]

Kmax [MPasqrt(m)]

Zencrack analysis (cycle 3 ‐
isothermal 400C)

Zencrack analysis (cycle 1)

Zencrack analysis (cycle 3)

Zencrack analysis (cycle 4a)

Zencrack analysis (cycle 4b)

Zencrack analysis (cycle 4c)

Zencrack analysis (cycle 4d)

 
Figure 11. Simulation results for cycles 1, 3, 4a, 4b, 4c and 4d 
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8. Summary 
 
Development of a TMF test facility has been demonstrated and a simulation technique has been 
developed to predict TMF crack growth in test specimens based on growth laws determined from 
isothermal tests. The simulation technique is a general one which can be applied to complex loading 
scenarios applied to real components. Only a small number of TMF test results are so far available 
but initial comparisons between test and simulation are encouraging. Additional test results and 
simulation comparisons are required to further verify the simulation approach. 
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Abstract   
The principle of least variance is applied to evaluate the reliability of fatigue crack growth behavior in 

the steel wires of Runyang cable-stayed bridge. Micro/macro- crack growth model is proposed in that both 
micro- and macro scale effects can be included. These features are best exhibited by the normalized generic 
parameters that reflect the effects of material, loading and geometry. Attention is paid to the 5mm diameter 
wire in cables under traffic that is reflected by the additional applied tension force. Combination of theory of 
least variance and the dual scale model offers a new perspective for the reliability analyses of structural 
systems. The aim is to demonstrate there exists a time range of high reliability for the crack length history 
that correspond to the least variance of the time dependent R-integrals. The results coincide with the scale 
range established empirically by in-service health monitoring for micro-macro cracking. Such agreements 
are encouraging with regard to the potential application of principle of least variance in multiscale reliability 
assessment for multi-component and multi-function systems.  
 
Keywords  Reliability, Least variance, Micro/macro- crack growth model, Cable-stayed bridge, Fatigue 
 
1. Introduction 
 
   Bridges, particularly cable-stayed bridges, are the superstar of engineering world. Aesthetically, 
they allow for creative freedom by varying the shape of towers and arrangement of the cables. 
Technically speaking, the critical components in a cable-stayed bridge are clearly the cables that 
behave differently and act as a structure in itself. Each of the cables consists of bundles of high 
strength steel wires. The structural integrity is inevitably affected by the degradation of the 
individual cables and wires, making replacement of cables necessary and crucial events during the 
life span of cable-stayed bridges. For this reason alone, rational assessment of the reliability of 
in-service cables in structural health monitoring can be of a big concern. However, multiple factors 
such as material degradation, changing environment and operating conditions, in many cases, have 
made structural reliability hard to predict.  

Fatigue crack growth behavior in wires of cables plays a substantial role in the degradation of 
the individual wires and cables, which stands out in the reliability analyses. Specifically for the 
5mm diameter steel wires included in cables, the crack initiation and propagation are intimately 
related under traffic load, such that they should be treated as the same process. Fatigue damage 
accumulation occurs at distinctive scales. The conventional crack growth approach [1] is no longer 
applicable and a dual scale crack growth model in which both micro- and macro- effects are 
involved, should be mandated. Demonstrated in [2] are earlier researches on dual scaling. Studied in 
[3] was the loosening and tightening effects on the fatigue crack growth behavior of cables and 
wires for the cable-stayed portion of Runyang Bridge. However, emphasized here are the reliability 
analyses of fatigue crack growth behavior in wires. In spite of unpredictable difficulties, it is, 
however, desirable to let the service time span be coincident with the reliable portion. The 
attainment of such a goal is not straightforward because of the interactive effects of material, load 
and geometry. They can compensate the trade off with one another. Their delineation has been 
problematic. Recent works on the principle of least variance [4, 5] has shown that ‘trade-off effect’ 
can be made more transparent by exploring the variables including length [6-8], velocity, mass and 
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energy. Under extreme conditions they are expressed as large versus small; fast versus slow; thick 
versus thin; high versus low. The extreme conditions are those that deviate more appreciably from 
the mean or the average. They are regarded as being ‘least’ reliable, while the opposite being ‘most’ 
reliable. 

Application of the least variance approach will be made to investigate the reliability aspects of 
the fatigue crack growth behavior in the wires of Runyang cable-stayed bridge. Dual scale fatigue 
crack growth model is employed. Only cable that undergoes the most severe tension under traffic 
will be singled out to be explored for the purpose of reliability analyses.  
 
2. Problem statement of cable-stayed portion of Runyang bridge 
 

The Runyang Bridge [9] consists of two major bridges that link the south bank and the north 
bank. The south bridge is a suspension bridge with a main span of 1,490 meters. The north bridge is 
a cable-stayed bridge with a main span of 406 meters. Keep in mind that current research is focused 
on the cable-stayed portion, compare Fig.1. The cables are mounted onto the two towers and 
anchored at the girders of the bridge. Due to the load variations, tightening and loosening of the 
cables is expected. Only tightening case for reliability analyses will be discussed in the current 
work. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
2.1. Cable forces with and without traffic 
 

There are 104 cables used to support the deck with the help of towers. Due to the symmetry, 
only a total of 52 cables on each side need to be shown here. The position of each cable is shown 
and numbered from left to right in Fig.2. Note the largest forces prevail in cable no.3 and no.50. 
Therefore only cable no.3 will be chosen to demonstrate the reliability of fatigue crack growth 
behavior.  

A detailed description of cable construction can be referred to Fig.3. The cable consists of 
multiple high strength steel strands arranged in a bundle and encased in a polyethylene pipe filled 
with cement grout. Since the polymer carries little load and their resistance can be neglected. Each 
cable consists of 37 stranded steel ropes and each of the ropes contains 7 galvanized steel wires. 
Hence, a total of 259 galvanized steel wires construct one cable. With the diameter of steel wire 
being 5mm, the stress calculation thus is executed based on the effective section areas as follows 

Fig.1 Cable-stayed portion of Runyang Bridge 
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c

F
A

σ =                                      (1) 

in which F is the cable force and cA  being the effective cross section of each cable.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.2 Maximum and minimum loads in cables with/without traffic 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
2.2. Tightening and loosening of cables and wires 
 

Variations of the tension in the cable and wire, a set of a mσ σ  for the cable and wire will be 
defined. They are referred to be Cases I and II.  

Case I     0
max maxa
ησ ησ σ= − ，  

0
max max

2m

ηησ σσ +
=                     (2) 

Case II     0
max maxa
ησ σ ησ= − ，  

0
max max

2m

ησ ησσ +
=                     (3) 

aσ  and mσ  respectively denote stress amplitude and mean stress. max
ησ  and 0

maxσ  in Eqs. (2) 
and (3) represent the maximum stress with and without traffic. Note the parameter α  greater than 
1 reflect the degree of cable tightening, while η  less than 1 reflect the degree of cable loosening. 
Bear in mind that 1.0η =  stands for normal tension. Fig. 4 displays a plot of the product a mσ σ  
for the cables as a function of the cable position from left to right numbered as 1 to 52. The product 
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a mσ σ  fluctuates according to the variations of the tension in the cables with traffic load. Notice the 
peaks of the curves correspond to cable no.3 and no.50 in which maximum cable forces occur.  
 

 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.4 Product a mσ σ of cables versus position of cables for tightening case under varying traffic 
 
3. Multiscale micro/macro- fatigue crack growth model 
 
3.1. Fatigue crack growth of steel wire 
 

There are three normalized physical parameters σ*(= σo/σ∞), μ* (= μmicro/μmacro) and d* (=d/do) 
defined in the micro/macro- fatigue crack growth model. They, respectively, reflect the influences 
of load, material and geometry.  

micro

macro

μμ
μ

∗ = ，  
0

dd
d

∗ = ，  0σσ
σ

∗

∞

=                            (4) 

When it comes to structural applications, incidental material parameters can be absorbed by the 
macro empirical parameters which will be confined to two. Thus further being incorporated into the 
current fracture control approach expressed as follows: 

macro
micro

d ( )
d

ma B S
N

= Δ                                    (5) 

where floating parameters B and m can be found by test data in a regular fatigue test. Here, B is the 
y-intercept and m  being the slope of the curve for the straight line portion of the log-log plot of Eq. 
(5). The crack length can be computed by integrating Eq. (5). macro

microSΔ has the following expression: 
2

macro 2micro macro 0
micro

macro

2(1 2 )(1 ) (1 )a ma dS d
r

ν ν σ σ μ σ
μ

∗ ∗ ∗− −
Δ = −              (6) 

in which σ ∗  is the ratio of material restraining stress 0σ  to the applied stressσ ∞ . σ ∗  must 
always be less than one. This corresponds to the threshold for the onset of crack growth. d ∗  is the 
normalized characteristic dimension compared to the microscopic length 0d . r  is the radial 
distance from the crack tip. μ∗ is the ratio of microscopic modulus microμ  to the macroscopic 
modulus macroμ . microν and macroν respectively stand for the Poison’s ratio at micro- and macro- 
scales.  
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3.2. Fatigue properties of steel wire 
 

Macroscopic material properties such as steel can be achieved from experimental test. Refer to 
Table 1 for the mechanical properties of bridge steel wire. 

 
Table 1. Mechanical properties of bridge steel wire [9] 

Elastic modulus macroE  Shear modulus macroμ  Poisson’s ratio macroν  

199.81GPa 76.85GPa 0.3 
 

 Without going into the details, the floating parameters B and m are given by [10,11] 
1m = ， 62.15 10B −= ×                              (7) 

Microscopic material properties cannot be achieved through specimen test as macroscopic 
properties do. They prevail, more specifically, at local place comparing to the big bulk of 
macroscopic specimen and are location dependent. The following assumptions are made: 

micro

macro

2μμ
μ

∗ = = ，  
0

1dd
d

∗ = = ，  0 0.3σσ
σ

∗

∞

= = ， 

3
0 10 mmd −=  ，   micro 0.4ν = ，     0 1d

r
=                   (8) 

This completes all the parameters in the micro/macro fatigue crack growth model. Crack length and 
velocity history thus can be explicitly illustrated.  

 
4. Theory of least variance for reliability 
 

Reliability is associated with the failure of a component or system to satisfy the intended 
function for a specified period of time. Uncertainties can have a major effect on the cause of failure. 
They can be attributed to degradation of material properties, variance of loading and change of 
environmental conditions. These changes can affect the reliability of long run predictions. Hindsight 
is not a solution here. It is unrealistic to overemphasize the deterministic and probabilistic aspects of 
life prediction. However, there is still the need to understand the physical applications of the 
monitored data. Crack initiation and propagation should be treated as multiscale transition process. 
Time increment effects also affect reliability differently for the different scale ranges such as micro 
to macro scale, which can be reflected by the weighted functions proposed in the theory of least 
variance. 
 
4.1. R-integrals 

 
Let n denotes the number of R-integral 1R , 2R …, nR  which correspond, respectively, to 

1 2 1
1 2

1 1 2 20 0 0
( ) ( ) , ( ) ( ) ,...., ( ) ( )n

t t t n aa a
n nt p t dt t p t dt t p t dtα α α∫ ∫ ∫                  (9) 

When 1 2, ,..., na a a  are given, then 1 2( ), ( ),..., ( )np t p t p t  are treated as ordinary functions. If 
1 2 3 4 1a a a a= = = = , then 1 2 3( ), ( ), ( )p t p t p t and 4 ( )p t  stand for the four root functions defined in 

the CTM/IDM theory [12,13]. They correspond, respectively, to the length, velocity, mass density 
and energy density. The weighted functions 1 2( ), ( ),..., ( )nt t tα α α  interconnect the space-time effects 
at the different scale ranges. Depending on the number of time segments chosen by normalizing  

1 1 1 2 2 2( ) ( ) / (0),   ( ) ( ) / (0),  ...,  ( ) ( ) / (0)n n np t a t a p t a t a p t a t a= = =         (10) 
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Note that the initial values of 1 2( ), ( ),..., ( )na t a t a t  at 0t =  are given by 1 2(0), (0),..., (0)na a a . 
 

4.2. Principle of least variance 
 

As a rule, reliability counts on the continuous operation of systems in time. Since physical 
systems are inherently non-homogeneous, ranking the different degree of variability would be of 
potential solution. Identifying the least reliable space-time segment of the system operation will be 
made by invoking the ‘ principle of least variance’ which can be stated as: 

The segment with the least variance iRΔ  is assumed to be most reliable up to the time ft  of 
potential failure. 

The variance iRΔ  is obtained by the linear sum average (LS) of the R-integrals 

1

1 n
ls
ave i

i

R R
n =

= ∑                                  (11) 

Other approaches including root mean square average (RMS) or inverse linear sum average (ILS) 
are also the options. However, they are outside the scope of this work. 
   The absolute value of the deviation of each of the iR  from the average will be referred to as the 
variance iRΔ . The expression for LS variance is  

LS LS LS
i i aveR R RΔ = −                                (12) 

Minimizing the oscillation of 1 2, ,..., nR R R  with reference to their average has been assumed to 
be a possible measure of system reliability. The principle of least variance identifies the time span to 
which iRΔ  takes the smallest values. Hence, range of reliability will be decided on the basis of 
linear sum average. 

 
5. Reliability of micro/macro- fatigue crack growth history in steel wire 

 
Conventionally three regions are divided along the sigmoidal curve for the plot of log da/dN 

versus log KΔ . They are referred to, respectively, as crack initiation, stable crack growth and fast 
fracture. Crack locally initiates from a very small length and extends slowly in a relatively stable 
fashion. It finally enters into the stage of fast fracture. In practical engineering, non-destructive 
testing measurements of the crack length are made for establishing the period of maintenance before 
the curve turns around the corner into the region of rapid crack propagation. The point to be made 
here is, there exists a region where crack grows slowly and stably is most reliable for detection, 
refer to Fig.5 for the range of reliability in practice. 

 
 

 
 
 
 
 
 
 
 
 
 
 

Fig. 5 Range of high reliability for fatigue crack growth 
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5.1. Micro/macro- fatigue crack growth in steel wire 
 

An initial crack length of 0.2mm is taken compared to the 5mm diameter of steel wire. Keep in 
mind that the cables of bridges are usually replaced every 10 years. The situation also varies with 
the positions of the cables since they bear tremendously different cable forces under traffic. 
Breakage of steel wires cause the cable failure, although multiple factors such as corrosion also 
come into play during the operating period of bridges. Assumption of 10-year in-service of cable is 
made here for simplification. This gives steel wire roughly 10 years of fatigue life. Conversion of 
the crack length fatigue cycle history to the corresponding time history requires the specification of 
load frequency. The following load frequency is proposed: 

/ 80,000 /dN dt cycles year=                            (12)    
Combining Eqs (7), (8) and (12), Eq. (6) can be put into Eq. (5) for finding ( )a t  by integration 

from 0 to t  with an initial crack length of 0.2mm. Depicted in Fig. 6 is the graphical presentation 
of crack length growth history of steel wires in cables. Recall only cable no.3 is selected since it 
bears the biggest cable force among 52 cables listed.    
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.6 Crack depth a versus time t (years) for cable no.3 with tightening effects under traffic 
    

The reference crack growth curve is given by 1.0η =  as shown in the bottom of Fig.6. It 
remained nearly constant for the range of 10 years. As the cable is tightened gradually with the 
perturbation parameter 1.4η =  and 1.6 . The curves deviate from the reference with increasing 
crack length. The crack depth reaches 5mm approximately at 7 years for tightening coefficient 

1.6η = . Even for 1.4η = , the crack depth is over 4mm after 10 years. Thus conclusion can be 
made that increase of cable tension tends to enhance crack growth. 
 
5.2. Reliability of micro/macro fatigue crack growth history of steel wires 
 

The reliability of fatigue crack growth vary during the life span. Determination of the reliable 
portion of fatigue crack growth will be studied by applying the principle of least variance. This will 
be done based on the crack growth history obtained in Fig.6.  
 
5.2.1. Weighted functions 
 

Notice that the fatigue life for steel wire varies with different tightening coefficients. For 
1.4η = , fatigue life is approximately 10 years while it is reduced to 7 years after the increase of η  
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from 1.4 to 1.6. Thus different life time ranges of 0-7 years and 0-10 years should be employed.  
With attention placed on seven years, seven time segments from 0-1, 1-2, 2-3, 3-4, 4-5, 5-6 and 

6-7 year will be chosen for integration. In Eq. (10), 7n =  such that the condition 
1 2 7... 1a a a= = = =  is used in Eq. (9). And same can be done to the range of 0-10 years. Ten time 

segments from 0-1, 1-2, …, 9-10 year will be chosen for integration. In Eq. (10), 10n =  such that 
the condition 1 2 10... 1a a a= = = = is made. These conditions together with the weighted function 

( )tα  in Fig.7 are needed for determining the R-integrals and variances. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.7 Weighted functions 
 
  Choice of weighted function ( )tα  depends on several factors, It is applied to adjust the time 
degradation effect of the root function ( )p t . The decay function can also be seen as a description 
of material degradation.  
 
5.2.2. R-integrals and variances of crack length 

 
Application of Eqs. (9) and (10) together with the weighted functions in Fig.7, the R-integrals 

and the corresponding variances for the micro/macro fatigue crack growth of wire in cable no.3 are 
evaluated. The numerical values can be found in Tables 2-5 inclusive. 

 
Table 2 R-integrals for fatigue crack growth with 1.4η =  

1R  2R  3R  
4R  5R  6R  7R  8R  9R  10R  aveR  

23.4 31.7 42.7 57.5 77.1 103.1 137.4 182.4 241.2 317.6 121.4 
 

Table 3 Variances for fatigue crack growth with 1.4η =  

1RΔ  2RΔ  3RΔ  
4RΔ 5RΔ 6RΔ 7RΔ 8RΔ 9RΔ  10RΔ  

98.0 89.8 78.7 63.9 44.3 18.3 16.0 61.0 119.8 196.2 
 

Table 4 R-integrals for fatigue crack growth with 1.6η =   

1R  2R  3R
4R  5R  6R  7R  aveR  

25.1 38.8 59.6 91.1 138.6 209.5 314.7 125.3 
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Table 5 Variances for fatigue crack growth with 1.6η =  

1RΔ  2RΔ  3RΔ
4RΔ 5RΔ 6RΔ 7RΔ  

100.2 86.6 65.7 34.2 13.2 84.2 189.4
 
   Depicted in Figs. 8 and 9 are the plots of non-monotonic variations of the data that can be found 
in Tables 2-5 for crack length. The minima are shown for both of the curves. The curves display the 
feature of decreasing and then increasing. Distinctive minimum are found to be around 6 years and 
4.5 years, respectively. According to the principle of least variance, compare Fig.6 for the reliable 
portions of the fatigue crack growth. With 1.4η = , the time range before fast fracture is 
approximately between 5 and 7 years. Increase of tightening coefficients from 1.4 to 1.6 reduces the 
reliable portion to be around between 4 and 5 years. It is noticeable that variance for the range of 
fast fracture deviates tremendously from the average. This means that it is least reliable. The initial 
stage of crack initiation also possesses substantial deviation from the average. It is, however, 
relatively difficult for detection at such an early stage. The region of high reliability for the fatigue 
crack growth can be identified with the span of 5-7 years and 4-5 years, respectively. It should be 
pointed out that time rates and time intervals also affect the variances in a modest manner. 
Nevertheless, similar conclusions can be made based on the theory of least variance. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 8 Variance for crack depth with 1.4η =            Fig. 9 Variance for crack depth with 1.6η =  
 

 
6. Concluding remarks 
 
   Long-span bridge cables usually consist of thousands of high strength steel wires that are 
measured in millimeters. Wire breakages cause the eventual failure of cables. Fatigue degrades the 
life of wires and cables as well as material aging and stress corrosion. It has become one of the 
biggest concerns in the maintenances of bridges. Clearly, uncertainty of cable force variation in the 
operating period can greatly affect the fatigue crack growth behavior. One problem emerges with 
regard to the inspection of cables. That is, each of the cables is unique on the aspects of loads and 
configuration. During the operating time, some of the cables may need replacement at a time when 
other cables of the same bridge may still possess ample remaining life. This poses great challenge 
for the assessment of reliability of wires and cables. 
   The theory of least variance offers one of the possible solutions by proposing significant 
variables including length, velocity, mass and energy. Minimizing the oscillation of 1R , 2R …, nR  
has been assumed to be a measure of system reliability. The principle of least variance identifies the 
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time span to which iRΔ  takes the smallest values.  By application of principle of least variance, 
identification of the most reliable time range to detect micro/macro- fatigue crack growth in the 
wires of cable has been made possible. The results coincided with the empirical practice in 
engineering. Over the past decades, the scale of range research interest has been extended to micro, 
nano and even pico effects. Scale interactive effects for the most part have not been made 
transparent until the space-time scale rages were extended to the extremes. These problems have 
been tentatively explored in the framework of principle of least variance. 
   With the advent of defect-detecting techniques of 21st century, structural health monitoring 
system (SHMS) [14] is increasingly installed in the bridges that are newly put on. Collected data are 
astronomical and interpretation of the field data can be more challenging, since the modern sensors 
are so accurate that both micro- and macro-effects are often mingled. Theory of least variance 
together with dual scale modern provides a potential solution for defect detection in SHM. Further 
applications of theory of least variance to multiscale system and structures are expected. This will 
be left for future studies. 
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Abstract Over the last decade, the authors have extended the classical boundary element methods 
(BEM) for analysis of the fracture mechanics in functionally gradient materials. This paper 
introduces the dual boundary element method associated with the generalized Kelvin fundamental 
solutions of multilayered elastic solids (or Yue’s solution). This dual BEM uses a pair of the 
displacement and traction boundary integral equations. The former is collocated exclusively on the 
uncracked boundary, and the latter is collocated only on one side of the crack surface. All the 
singular integrals in dual boundary integral equations have been solved by numerical and rigid-body 
motion methods. This paper then introduces two applications of the dual BEM to fracture 
mechanics. These research results include the stress intensity factor values of different cracks in the 
materials, some fracture mechanics properties of layered rocks in rock engineering. 
 
Keywords boundary element method, generalized Kelvin solution, FGMs, fracture mechanics, 
singular integrals 
 
1. Introduction 
 
The functionally gradient materials (FGMs) are applicable to many engineering fields. In FGMs, 
the composite medium is processed in such a way that the material properties are continuous 
functions of the depth or thickness coordinate. The knowledge of fracture mechanics in FGMs is 
important in order to evaluate their integrity. Crack problems in FGMs have become one of the 
hottest topics of active investigation in fracture mechanics [1]. 
 
The boundary element method (BEM), also known as the boundary integral equation method, has 
firmly established in many engineering disciplines and is increasingly manifested to be an effective 
numerical approach. The attraction of BEM can be largely attributed to the reduction in the 
dimensionality of the problem and to the efficient modeling of the stress concentration. Thus, BEM 
can overcome the limitations associated with FEM or other numerical methods in accurately and 
efficiently analyzing the crack problems. Aliabadi [2] pointed out that fracture mechanics has been 
the most active specialized area of using BEM and probably the one mostly exploited by industry. 
 
If the material properties of FGMs vary in a complicated form along a given direction, it would be 
difficult to obtain their fundamental solutions. This limits the application of the BEM to analyze 
fracture mechanics of FGMs. Yue [3] obtained the fundamental solutions for the generalized Kelvin 
problems of a multilayered elastic medium of infinite extent subjected to concentrated body force 
vectors, which is referred to as Yue’s solution. The potential application of the solutions is to 
formulate the BEM suitable for the multilayered media and graded materials encountered in science 
and engineering. 
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Over the last decade, the authors have extended the classical boundary element methods (BEM) for 
analysis of the fracture mechanics in FGMs. The new BEM method incorporates Yue’s solution into 
the classical BEM methods. The BEM developed by the authors can be classified into two types: 
multi-region BEM and single region BEM (i.e., dual BEM). In this paper, we introduce mainly the 
some developments of the Yue’s solution based dual BEM and their applications in the fracture 
mechanics of the layered and graded materials. 
 
2 A brief introduction of the multi-region BEM based on Yue’s solution 
 
Mathematical formulation and computational procedures of the multi-domain BEM have been 
published by Yue et al. [4,5]. The BEM discretizes a FGM layer as a system of n number of fully 
bonded dissimilar sub-layers. The Yue’s solution is used as the fundamental solution to replace the 
classical Kelvin point load solution in conventional three-dimensional boundary element methods. 
As a result, any FGMs with arbitrary property gradient in depth can be examined using this BEM. 
 
Since Yue’s solution satisfies the continuous conditions at any interface, there is no need to consider 
any sub-layer interfaces as boundary surfaces or sub-domain interfaces in the numerical formulation 
of BEM. In other words, the crack problem can be straightforwardly carried out using the similar 
BEM procedure for the same crack in a homogeneous elastic solid of infinite extent. It is only need 
to generate the BEM meshes for the crack interfaces and their associated auxiliary surfaces. The 
auxiliary surfaces are needed since the conventional multi-region method is used in the BEM. In the 
computational formulation, the eight-node isoparametric elements are usually employed to 
discretize the boundary surfaces. The so-called traction-singular elements are used to model the 
singular fields around the crack tip. 
 
Authors [5,6] used the multi-region BEM to analyze the stress intensity factors of a penny crack 
parallel or perpendicular to the interfacial layer of FGMs and the growth of the penny crack under 
remote inclined loads. Besides, authors [7,8] further analyzed the stress intensity factors of an 
elliptical crack parallel or perpendicular to the interfacial layer of FGMs and the growth of the 
penny crack under remote inclined loads. 
 
3. Yue’s solution based dual boundary element method 
 
3.1 General 
 
As mentioned in Section 2, the multi-region BEM based on Yue’s solution has been applied for the 
analysis of penny and elliptical cracks in a FGM system. It can be found that the proposed method 
has the following drawbacks: (1) The introduction of artificial boundaries is not unique and thus 
cannot be implemented into an automatic procedure. (2) The method generates a larger system of 
algebraic equations than strictly required. (3) If artificial boundaries are located in FGMs, the 
unknown quantities of linear equations increase greatly because of the variations of material 
properties. Dual BEM can overcome the above drawbacks. Dual boundary element formulation is 
based on a pair of boundary integral equations (BIE), namely, the displacement and traction BIEs. 
The method is a single-region based, thus it can model the solids with multiple interacting cracks or 
damage. Although dual BEMs have been widely applied, few of the crack problems in 
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non-homogeneous media may be not involved. In the following, we will present a numerical 
implementation of the dual boundary integral equations based on Yue’s solution [9]. 
 
3.2. Yue’s solution based Dual BIEs 
 
Fig. 1 shows a three-dimensional crack in a multilayered solid. By collocating the source point on 
the uncracked boundary, the conventional displacement BIE can be written as 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ),, ,
  

QdSQtQPuQdSQuQPtPuPc
S jS

Y
ijS jS

Y
ijSjSij ∫∫ −+−+ Γ+Γ+Γ+Γ+

=+     zyxji ,,, =  (1) 

where Ps and Q are the source and field points, 

respectively; ( )QPt S
Y
ij ,  and ( )QPu S

Y
ij ,  are the tractions 

and displacements of Yue’s solution, respectively; ( )Qt j  

and ( )Qu j  are the tractions and displacements of the 

field point Q on the boundaries; S is the uncracked 
boundary of the cracked body; +Γ  and −Γ  are two 

crack surfaces; ( )Sij Pc  is a coefficient dependent on the 

local boundary geometry at the source point Ps. 
 

Before loading, the points −Γ
Q  and +Γ

Q  on two crack surfaces are completely coincident and 

there are opposite outward normal directions on the two points. Thus, there exist the following 
relationships of kernel functions of the points on two crack surfaces 

( ) ( ),,, −+ ΓΓ
−= QPtQPt S

Y
ijS

Y
ij  ( ) ( )−+ ΓΓ

= QPuQPu S
Y
ijS

Y
ij ,,                (2) 

Assume that there is a balanced relationship of tractions: ( ) ( )−+ ΓΓ
−= QtQt jj . The relative crack 

opening displacement (COD) can be described as 

( ) ( ) ( ) zyxjuuu jjj  , ,,QQQ =−=Δ −++ ΓΓΓ
                 (3) 

Using the above relationships, the two integrals in equation (1) can be written as 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )QdSQuQPtQdSQuQPtQdSQuQPt jS
Y
ijS jS

Y
ijS jS

Y
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Δ+=
   

,, ,  (4a) 

( ) ( ) ( ) ( ) ( ) ( )QdSQtQPuQdSQtQPu
S jS

Y
ijS jS

Y
ij ∫∫ =

−+ Γ+Γ+   
,,                        (4b) 

Thus, equation (1) can be rewritten as 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )QdSQtQPuQdSQuQPtQdSQuQPtPuPc
S jS

Y
ijjS

Y
ijS jS

Y
ijSjSij ∫∫∫ =Δ++

+Γ    
,,,  (5) 

The integral equation (5) is a general form of the displacement boundary integral equation based on 
Yue’s solution. 

Fig. 1 A three-dimensional crack in a 
multilayered solid 
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By collocating the stress boundary integral equation on the source point +Γ
P  on the crack surface 

+Γ  shown in Fig. 1, the conventional stress BIE can be written as 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )  ., ,
2
1

2
1

  
QdSQtQPTQdSQuQPTPP

S k
Y

ijkS k
Y

ijkijij ∫∫ −+ +−+ +−+
Γ+Γ+ ΓΓ+Γ+ ΓΓΓ

=++ σσ  (6) 

where Y
ijkT  and Y

ijkU  are the new kernel functions obtained by using the numerical difference of 

the derivatives of Yue’s tractions and displacements. 
 

Multiplying equation (6) by the outward unit normal ( )+Γ
Pni  and noticing that ( ) ( )−+ ΓΓ

−= PnPn ii , 

the traction boundary integral equation on the crack surface results in 
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2
1
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The points −Γ
Q  and +Γ

Q  on two crack surfaces are completely coincident and there are opposite 

outward normal directions on the two points. Thus, there exist the following relationships of kernel 
functions of the points on two crack surfaces 

( ) ( ) ( ) ( ).,,    ,,, −+−+ ΓΓΓΓ
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Applying expressions (8), the two integrals in equation (7) can be written as 
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Using expressions (8) and (9), equation (7) can be further written as 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
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The integral equation (10) is a general form of the traction boundary integral equation based on 
Yue’s solution. 
 
Equations (5) and (10) give explicit expressions of the dual boundary integral equations based on 
Yue’s solution. These two integral equations do not contain the integrations on the interfaces of 
multilayered media because Yue’s solution strictly satisfies the interface conditions. Collocating 
equation (5) on the uncracked boundary S and equation (10) on +Γ  constitutes the dual boundary 
integral equations for crack problems. In these equations, the unknown quantities are the tractions 
and displacements on the uncracked boundary and the discontinuous displacements on the crack 
surfaces. When the dual BIEs are applied for the study of the crack problems in a multilayered 
medium of infinite extent, the displacement boundary integral equation is not required and then dual 
BEM degenerates into the discontinuous displacement method (DDM) [10,11]. 
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3.3 Numerical implementation of the dual BIEs 
 
In the context of the dual boundary integral equations, we apply four- to eight-node isoparametric 
elements to discretize the uncracked boundary and three types of nine-node quadralateral curved 
elements to discretize the crack surface. Once these quantities are determined, the displacements, 
tractions and CODs on boundary are known everywhere. Thus, we can now rewrite the dual 
boundary integral equations in a discretized form in terms of these parameters to be determined 
using the shape functions. According to the nature of the kernel and the relative position of the 
source point with respect to the element on which the integration is carried out, the integrals in the 
discretized dual BIEs are regular or non-regular. All these integrals have been calculated carefully 
[9]. 
 
Based on the numerical method, computer programs have been written in Fortran to calculate 
displacements, tractions and the CODs of a multilayered dissimilar elastic solid of finite or infinite 
extent containing cracks. The stress intensity factors (SIFs) can be calculated by using the CODs on 
the crack surface. We have examined the accuracy of the proposed DBEM in [9]. 

4 A square crack in the FGM interlayer 

In Fig. 2, a square crack is located in the FGM interlayer bonded to the two homogeneous 
half-spaces and parallel to the interfaces between a homogeneous half-space and the FGM interlayer. 
The square crack has the side length 2c. The crack surfaces are subjected to uniform compressive 
stress p. Among three materials, materials 1 and 3 are homogeneous media and material 2 is a 
gradient medium. The elastic modulus of the materials is approximated by 

 ( ) zeEzE α
12 =  and ( )13 /ln/1 EEh=α                        (11) 

where h is the thickness of the interfacial layer, the constant α can be positive or negative, and E1, 
E2 and E3 are the elastic moduli of three layers.  
 
Let 2=cα , 5.0/ =ch  and ν1=ν2=ν3=0.3. The five 
cases, 45.0 ,35.0 ,25.0 ,15.0 ,05.0/ =cd , are 
analyzed. The crack surface is discretized into 100 
nine-node elements. For the FGM described in 
expression (11), the FGM is closely approximated 
by n bonded layers of elastic homogeneous media. 
Each layer has the thickness equal to h/n and shear 
modulus equal to E2(z) at the top depth of the layer, 
i.e. for the i-th layer, z=Hi, where Hi=ih/n, ( ni  , ,2 ,1 Λ= ). Two homogeneous materials bonded 
through the FGM are considered as semi-infinite domains for the layers H0 and Hn+1 respectively. 
For all the layers, the Poisson’s ratios are the same and equal to 0.3. It can be observed that a close 
approximation of the elastic modulus variation can be obtained using a large number of n [5]. 
 
Figs. 3 and 4 illustrate the variations of the SIF values with the crack distance d to the FGM 
interlayer. In these figures, KI and KII are symmetrical to the x′ -axis. It can be found that the crack 
distance d increasing, the KI and KII values increase. From 0=d  to hd = , the elastic modulus on 

Fig. 2 A square crack in the FGM interlayer 
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the crack position becomes large and the constraint of the crack opening becomes strong so that the 
KI values decrease. At the same time, the relative sliding of the crack surfaces along the x and y 
directions occurs so that the KII values are not equal to zero and increase with the crack distance d 
increasing. Referring to the results of the case 2=cα  and 5.0/ =ch , the variations of the SIF 
values for the case 2−=cα  and 5.0/ =ch  can be obtained easily from Figs. 3 and 4. For the 
case 2−=cα  and 5.0/ =ch , the crack position d should be calculated from the plane 5.0/ =cz , 
the KI values are positive and the KII values are negative, and the KI values and the absolute values 
of KII are the same as the case 2=cα  and 5.0/ =ch . 
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Fig.3 Variation of KI with the crack distance     Fig. 4 Variation of KII with the crack distance 

5 A rectangular crack in layered rocks 

As shown in Fig. 5, an elastic layer is bonded to two semi-infinite domains and contains a 
rectangular crack parallel to its surfaces. The two elastic half-spaces are assumed to have the same 
elastic properties. Two types of rock, i.e., fine-grained sandstone and mudstone, are selected. The 
elastic parameters of fine-grained sandstone E1=56GPa and ν1=0.3, and the ones of mudstone 
E2=20GP and ν2=0.25. Thus, there are four types of layered rocks shown in Table 1. The thickness 
of the mid-layer h=2m. The side lengths of the square crack are 2m and 4m and the crack surface is 
parallel to the interface of the layered rocks. The crack surfaces are smooth and are subjected to a 
linear load shown in Fig. 6. The crack surface is discretized into 100 nine-node elements. 
 
 
 
 
 
 
 
 

 
In order to plot the values of the SIFs along crack front lines, a line coordinate L is used to measure 
the crack front lines from AB, BC to CD, shown in Fig. 6. The line coordinate L starts at the corner 
point A of the square crack (i.e. L=0). It increases along the line AB, BC to CD. Correspondingly, L 
increases from 0-2, from 2-6, and from 6-8, respectively. 

Fig.5 A rectangular crack in the interlayer of infinite domain 
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Table 1 Cases of layered rocks containing a rectangular crack 

Case no. Layered rocks of infinite extent 

1 The homogeneous solid of infinite extent consists of fine-grained sandstone. 

2 
The sandwich solid consists of two semi-infinite extents of mudstone and the 
mid-layer of fine-grained sandstone. 

3 The homogeneous solid of infinite extent consists of mudstone. 

4 
The sandwich solid consists of two semi-infinite extents of fine-grained sandstone 
and the mid-layer of mudstone. 

(1) Case 1 and case 2 
For case 1, there are no relative sliding displacements along the crack surfaces because of symmetry 
of geometry and loads. Due to the same reasons, there are no relative sliding displacements for case 
2 (h1=1m). For case 2, the COD values increase and the KI values also increase in comparison with 
case 1. This is because the elastic module of mudstone in semi-infinite domain is less than the one 
of fine-grained sandstone. 
 
For case 2 (h1 ≠ 1m), the absolute values of displacements along the upper surface increase and the 
ones along the lower surface decrease. This leads to the appearance of the sliding discontinuous 
displacements along the crack surface. Due to the non-uniform load on the crack surfaces, there are 
different SIF values at the crack fronts mx 2±=′  whilst there are the same SIF values at the crack 
fronts my 1±=′ . In the following, the SIF values at the crack fronts mx 2±=′  and my 1−=′  are 
discussed. 
 
Fig. 7 shows the variation of the SIF values at the crack fronts mx 2±=′  and my 1−=′ . The KI 
values are positive and the KII values are negative. Obviously, these phenomena are related to the 
load on the crack surfaces and the relative position of the crack in this medium. Along the crack 
front my 1−=′ , the larger the load, the larger the absolute values of KI and KII. As the crack surface 
approaches to the interface, the absolute values of KI and KII increase. 
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Fig. 7 SIF values of rectangular crack subjected to linear loads (Cases 1 and 2) 

(2) Case 3 and case 4 
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Fig. 8 shows the variation of the SIF values at the crack fronts mx 2±=′  and my 1−=′ . Herein, the 
KI and KII values are positive. Along the crack front my 1−=′ , the KI and KII values become larger 
near the side mx 2=′ . As the crack surface approaches to the interface, the absolute values of KI and 
KII decrease. 
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Fig. 8 SIF values of rectangular crack subjected to linear loads (Cases 3 and 4) 

 
5 Concluding remarks 
 
This paper introduces a novel dual boundary element method associated with Yue’s solution. In 
analyzing the crack problems in FGMs and layered materials, the advantages of this approach are: 
(1) it is not necessary to introduce elements at the interface, (2) the method is applicable for 
multilayered solids with any layer number and (3) the high accuracy can be obtained for the crack 
in multilayered solids. Only the results of crack problems in infinite domains are presented in this 
paper and the numerical examples of crack problems in finite domains can be found in [9]. 
 
In 1995, Yue [12] developed the fundamental solution of a transversely isotropic bi-material. The 
authors also used this fundamental solution to develop the BEMs of the bi-material similar to the 
ones of Yue’s solution. The proposed BEM includes the multi-domain BEM and the single domain 
BEM (i.e., dual BEM). The application of the BEMs to analyze a penny crack, an elliptical crack 
and a square crack in bi-materials has been presented [13-15]. 
 
In the book [16], the authors introduced the research results by using the fundamental solutions [3, 
12] systematacially. The proposed BEMs and the results can be a powerful numerical tool, which 
can apply to various complex three-dimensional geometries of layered or gradient materials with 
cracks under mixed-mode loading. 
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Abstract A transient coupled thermoelastic analysis of two-dimensional, isotropic and linear elastic 
bimaterials, which are composed of a functionally graded (FG) layer attached to a homogeneous substrate, 
subjected to thermal shock is investigated. For this purpose, a boundary element method (BEM) for linear 
coupled thermoelasticity is developed. The material properties of the FG layer are assumed to be continuous 
functions of the spatial coordinates. The boundary-domain integral equations are derived by using the 
fundamental solutions of linear coupled thermoelasticity for the corresponding isotropic, homogeneous and 
linear thermoelastic solids in the Laplace-transformed domain. For the numerical solution, a collocation 
method with piecewise quadratic approximation is implemented. Numerical results for the dynamic stress 
intensity factors are presented and discussed. 
 
Keywords Functionally graded materials, Homogeneous/functionally graded bimaterials, Transient linear 
coupled thermoelasticity, Boundary element method, Dynamic stress intensity factors 
 
1. Introduction 
 
Functionally graded materials (FGMs) represent a new generation of high-performance composite 
materials formed by continuously variable composition of the constituents over volume [1]. They 
possess many superior mechanical, thermal, corrosion-resistant and wear-resistant properties in 
comparison to the conventional composite materials. Therefore, in recent years FGMs have 
received an increasing research interest in materials and engineering sciences. An important 
application area of FGMs is in the thermal barrier coating technology, where a functionally graded 
(FG) layer is deposited on a homogeneous substrate. Thermoelastic fracture analysis of FG coated 
materials and structures is of particular importance to their thermal and mechanical integrity, 
reliability and durability in novel engineering applications. Such analysis may provide a 
fundamental understanding of and a deep insight into the failure mechanisms of FG coated 
materials and structures, which may aid in their design, optimization and applications. Due to the 
high mathematical complexity of the corresponding dynamic thermoelastic problems for 
non-homogeneous FGMs, analytical methods can be obtained only for very simple geometry and 
loading conditions. In general cases, numerical and experimental methods have to be applied to 
fracture and fatigue analysis in FG coated materials and structures subjected to thermal shock 
loading conditions. 
In this paper, a boundary element method (BEM) for transient thermoelastic crack analysis in 
two-dimensional (2-D), isotropic and linear thermoelastic bimaterials consisting of an FG coating 
layer attached to a homogeneous substrate under thermal shock is developed. The FG/homogeneous 
bimaterials are modeled by using a sub-domain technique [2]. The bimaterial system is divided into 
a homogeneous and a non-homogeneous sub-domain along the interface. The equations of motion 
and the thermal balance equation constitute the governing equations of the transient linear coupled 
thermoelasticity. The Laplace-transform technique is applied to eliminate the time-dependence in 
the governing equations. A boundary-domain integral equation representation is derived from the 
generalized Betti’s reciprocal theorem for FGMs in conjunction with the fundamental solutions for 
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homogeneous and linear thermoelastic solids. The boundary-domain integral equations (BDIEs) are 
obtained for the unknown mechanical and thermal fields and then applied to each sub-domain and 
the continuity conditions are employed on the interface boundary. The BDIEs for the FG layer 
contain domain integrals, which describe the material's non-homogeneity. A crucial point of the 
numerical solution procedure is how to evaluate the domain integrals without discretization of the 
non-homogeneous sub-domain into internal cells. In this analysis, the domain integrals are 
transformed into boundary integrals over the global boundary by using the radial integration method 
(RIM) [3, 4]. For the homogeneous and linear elastic substrate, only boundary integrals need to be 
considered in the boundary integral equations. A collocation method is implemented for the spatial 
discretization. The final time-dependent solutions are obtained by using the Stehfest’s algorithm [5] 
for the inverse Laplace-transform. Numerical results are presented and discussed to demonstrate the 
accuracy and efficiency of the proposed BEM as well as the effects of the material gradation and 
thermo-mechanical coupling on the dynamic stress intensity factors (SIFs). 
 
2. Problem statement  
 
Let us consider isotropic and linear thermoelastic bimaterials in a 2-D domain, which are composed 
of an FG layer attached to a homogeneous substrate. The FG/homogeneous bimaterials are modeled 
by using a sub-domain technique [2]. The bimaterial system is divided into a homogeneous (0)  
and a non-homogeneous sub-domain (1)  along the interface. The material properties of the FG 
layer such as the mass density 1( )xñ , the Young’s modulus 1( )E x , the thermal conductivity 1( )k x , 
the specific heat 1( )c x  and the linear expansion coefficient 1( ) x  are assumed to be continuous 
functions of the Cartesian coordinates, while the Poisson’s ratio 1  and the material parameters of 
the homogeneous substrate, which are denoted by a subscript zero, are taken as constant. In this 
case, the elasticity tensor can be written as 

 (0) (1)
0

(0)0 (1)0
1, ( ) ( )ijkl ijijkl kl ijklc c c c   x x  (1) 

with 

 ( )00 1
0 1

0 1

( ), ( ) , , 0,1,
2(1 ) 2(1 ) 1 2

n
ij kl ki lj kj

n
ijk

n
ll i

E E nc 
      

     
      

xx  

where n  is the shear modulus and ij  is the Kronecker delta symbol. The relation between the 
stresses ( ) ( , )n

ij t x  and the displacements ( )
, ( , )n

k lu tx  with the consideration of the temperature 
changes ( ) ( , )n t x  is defined by the Duhamel-Neumann constitutive equations 

 ( ) ( ) ( ) ( )
,( , ) ( ) ( , ) ( ) ( , ) , 0,1,n n n n

ij ijkl k l n ijt c u t nt      x x x x x  (2) 

where the stress-temperature modulus is given by / (1 2 ).n n n nE      In the absence of body 
forces and heat sources, the governing equations in transient linear coupled thermoelasticity are 
given by the equations of motion and the thermal balance equations [6] 

 ( ) ( )
, ( , ) ( ) ( , ) ,0in
n n

ij j t u t  x x xñ  (3) 

  ( ) ( ) ( )
, ,,

( ) ( , ) ( ) ( ) ( , ) ( ) ( ) ( , ) 0,n n n
n i n n n n k ki

k t c t k u t     x x x x x x x x ñ  (4) 

where 0 /n nT k    and 0T  is the reference temperature. Unless otherwise stated, the conventional 
summation rule over double indices is implied, 0,1n   and other Latin indices take the values of 1 
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and 2 . From the mathematical point of view, the governing equations are the coupled partial 
differential equations with variable coefficients for the FG sub-domain (1) . A measure of the 
thermo-mechanical coupling due to the dilatational term ( )

,
n

n k ku   in Eq. (4) is defined by a 
dimensionless coupling parameter [6, 7] 

 
2

0(1 ) ,
(1 )(1 2 )

n n n
n

n n n n

E T
c

  
 

   ñ
 (5) 

that equals zero for an uncoupled problem.  
The following essential and natural boundary conditions for the mechanical and thermal quantities 
are prescribed as 

 
( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( )

( , ) ( , ), , ( , ) ( , ), ,

( , ) ( , ), , ( , ) ), ,( ,

n n n n n n
i i u

n n n n n n
i i t q

u t u t t t

t t t t q t q t
     

   

x x x x x x

x x x x x x



 
 (6) 

where ( )n
it  and ( )nq  represent the traction vector and the heat flux defined by 

 ( ) ( ) ( ) ( )
,( , ) ( , ) ( ), ( , ) ( ) ( , ) ( ).n n n n

i ij j n i it t t n q t k t n    x x x x x x x  

Here, ( )in x  denotes the components of the outward unit normal vector, ( )n
u  and ( )n

t  are the parts 
of the external boundary ( ) ( ) ( )n n n

u t    , ( ) ( )n n
u t   , in which the displacements ( )n

iu  and 
the tractions ( )n

it  are given, respectively; ( )n
  and ( )n

q  are the parts of the boundary 
( ) ( ) ( )n n n

q    , ( ) ( )n n
q    with the specified temperature ( )n  and the heat flux ( )nq , 

respectively. The crack-faces are assumed to be free of mechanical and thermal loadings  

 ( ) ( )( , ) 0, , ( , ,) 0,n n
i c ct t q t   x x x x  (7) 

where c c c
      represents the upper and lower crack-faces. The continuity conditions on the 

interface are prescribed as 

 
(0) (1) (0) (1) (01)

(0) (1) (0) (1) (01)

( , ) ( , ), ( , ) ( , ), ,

( , ) ( , ), ( , ) ( , ), .
i i

i i

u t u t t t

t t t t q t q t

    

    

x x x x x

x x x x x
 (8) 

The initial conditions are given by  

 ( , ) ( , ) 0, ( , ) 0 for 0.i iu t u t t t    x x x  (9) 

Applying the Laplace-transform to Eqs. (3) and (4) and substituting Eqs. (1) and (2) yield 

 
   ( ) ( ) ( ) ( ) ( ) ( ) 2 ( )

, , , , ,

,( ) ( ) 2 ( ) ( )
, ,

( )0

, 0,

0,n n n n n n n
n k lj j k l n i n i i

n
ijkl

n in n n n
ii i n n k k

n

c u u p u

k
pu

k

         

      

駐

 (10) 

where a superimposed bar over a quantity denotes the Laplace-transformed quantity, p  is the 
Laplace-transform parameter, 牋n n n nk c  ñ  is the thermal conductivity and 2 /n np   . 
Integral representations of the displacements and the temperature at an arbitrary point of the domain 
are derived from the generalized Betti’s reciprocal theorem in conjunction with the fundamental 
solutions of the Laplace-transformed linear coupled thermoelasticity for a homogeneous solid [6, 8, 
9]. By moving the observation point to the boundary ( )nx  or keeping it in the domain ( )nx  the 
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following system of boundary-domain integral equations (BDIEs) for the mechanical and thermal 
fields at the boundary and interior points is obtained as 
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(11) 

where x  and y  represent the source and observation points, ( , , )ijU px y , ( , , )iU px y , ( , , )T px y , 
( , , )ijT px y , ( , , )iT px y , ( , , )iZ px y  and ( , , )F px y  are the fundamental solutions [6, 8, 9]. Here, a 

tilde denotes the ratio of the non-homogeneous quantity to the corresponding homogeneous quantity. 
The functions (1)( )u

jF  and (1)( )F   describe the non-homogeneity of the FG layer. They vanish 
completely for the homogeneous substrate (0) . The functions (1)( )u

jF  and (1)( )F   are defined as [8, 
9] 
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 (13) 

where the fundamental solutions ( , , )ijE px y , ( , , )iG px y , ( , , )ijkV px y  and ( , , )ikW px y  are given 
in [8]. It should be noted that Eqs. (11) are no longer pure boundary integral formulations in the 
non-homogeneous sub-domain (1)  because they involve domain integrals containing unknown 
fields. The BDIEs (11) contain boundary and domain integrals with singular kernels. The strongly 
singular integrals are interpreted in the sense of the Cauchy principal value. Making use of the 
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singularity subtraction technique and the variable transformation technique the strong and weak 
singularities in Eqs. (11) can be removed [2, 8, 9]. 
 
3. Numerical solution procedure  
 
In order to avoid the domain discretization into internal cells for evaluating the domain integrals in 
Eqs. (12) and (13) the radial integration method (RIM) developed by Gao is applied [3, 4]. The 
functions (12) and (13) can be rewritten in matrix form [8] as  
 ( , ) ( , , ) ( , ) ( , , ) ( , ) ,p p p d p p d

 

    F x F x y u y G x y u y  (14) 

where F  is the vector of functions (1)( )u
iF  and (1)( )F  , u  is the vector containing the 

displacements iu  and the temperature  , and the 3 3  matrices F  and G  are given in [8]. 
The unknown fields iu  or   are approximated by a series of prescribed basis functions and the 
linear polynomials  

 0

1 1
( , ) ( ) ( ) ( ) ( ), ( ) ( ) 0,A A j A A A

i i i j i i i j
A A A

u p p R a p x a p p p x
 

          x  (15) 

where || ||AR  x x  is the distance from the application point A  to the field point x , A
i  and 

j
ia  are the unknown expansion coefficients to be determined and A

jx  denotes the coordinates at 
the application point A , which consist of all boundary nodes and some selected internal nodes. The 
fourth order spline-type radial basis function [3, 4] is used  

 2 3 4( ) 1 6 8 3 .A R R R R      (16) 

The unknown coefficients A
i  and j

ia  can be determined by applying the application point A  in 
Eq. (16) to every node. Then, a system of linear algebraic equations can be obtained in matrix form 
as 

     ,u     (17) 

where    is the vector consisting of the coefficients A
i  for all points and j

ia . If two 
application points do not coincide, the matrix    is invertible and thereby 

      1 .u
    (18) 

Substitution of Eqs. (15) into the domain integrals of Eq. (14) yields  
 0 .a a k

ij j j ij j ij k j ijG u d G d a G y d a G d
   

           (19) 

Applying the RIM [3, 4, 8] to the domain integrals in Eq. (19) results in 

 , 1 0 01 1(  )ka a k k
ij j j ij j ij j k j ij

rr r rG u d F d a F d a x a F d
r n r n r n   

  
        

       (20) 

with the radial integrals 

 1 2 0

0 0 0

, .  ,
r r r

a a
ij ij ij ij ij ijF rG dr F r G dr F rG dr       (21) 
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It is important to note here that the term ,ir  appearing in the radial integrals is constant [4] and the 
relation ,k k ky x r r   is used for the transformation from y  to r . The radial integrals (21) are 
regular and can be evaluated numerically by using standard Gaussian quadrature for every field 
point. 
The BDIEs (11) can be solved numerically by applying a collocation method. The usual 
discretization procedure applied in BEM is utilized for the boundary discretization of the BDIEs in 
the Laplace-transformed domain [2, 6]. After numerical integrations, applying the prescribed 
boundary conditions and a rearrangement of the equations, a system of linear algebraic equations can 
be obtained as  

 

0 0 0

0 0 0 0

1 1 0 1 1

1 1 1 1

0

1
1 0

,
for ,

for boundary nodes,
for internal nodes,

, for boundary nodes,
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,

for .
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b b b

i b i i

b b b b

i b i i i




 

 


  

A x y
A x u y

A x y D u
A x u y D u

 (22) 

Here, b
nx  is the 3 bN  vector of the unknown values of the displacements ( )n

iu , the tractions ( )n
it , 

the temperature ( )n  and the heat flux ( )nq  at the boundary collocation points, i
nu  is the 3 dN  

vector of the unknown displacements ( )n
iu  and temperature ( )n  at the internal nodes, b

ny  and 
i
ny  denote the 3 bN  and 3 dN  vectors composed of the prescribed boundary conditions. The sizes 

of the matrices b
nA , i

nA , 1
bD  and 1

iD  are 3 3b bN N , 3 3d bN N , 3 3bN N  and 3 3dN N , 
respectively, bN  and dN are the numbers of boundary and internal nodes and I  is the identity 
matrix. The system of linear algebraic equations (22) with the continuity conditions on the interface 
nodes (8) is solved numerically for discrete values of the Laplace-transform parameter p  to obtain 
the boundary unknowns b

nx , the interior primary field quantities i
nu  and the unknown fields at the 

interface nodes [2]. The final time-dependent solutions can be calculated by using the Stehfest’s 
algorithm [5] for the inverse Laplace-transform. 
Different methods can be used for the evaluation of the SIFs. In this analysis, the extrapolation 
technique following directly from the asymptotic expansion of the displacements in the vicinity of 
the crack-tip is employed [2, 10]. For a crack located on the 1x -axis, the dynamic mode-I and 
mode-II SIFs are related to the crack-opening-displacements ( , )iu t x  by 

 
 
 

 
 

I 2tip

II 1

,2 1lim ,
,1 a

K t u t
K t u ta

                     
 (23) 

where 03 4     or 0 0(3 ) / (1 )      for plane-strain or plane-stress conditions, respectively, 
tip  is the shear modulus at the crack-tip, and   is a small distance from the crack-tip to the 

considered node on the crack-faces. 
 
4. Numerical results  
 
As a numerical example we consider an edge crack in a rectangular, isotropic and linear 
thermoelastic FG/homogeneous bimaterial plate, which is subjected to a cooling thermal shock 

0( , ) ( )t H t  x  as shown in Fig. 1a. Here, 0  is the constant loading amplitude and ( )H t  is 
the Heaviside step function. The geometry of the cracked plate is determined by the width 1w  ,  
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Figure 1. An edge crack in a FG/homogeneous bimaterial plate 

 
height 0 1 3h h w   and crack-length 0.4a w . An exponential material gradation with the 
gradient parameter g  in the 2x -direction perpendicular to the crack-line of the FG coated 
structure is assumed as [8] 

 0 2 0 2 0 2exp( ), exp( ), exp( ).g g gE E x k k x c c x       (24) 

The mass density, the Poisson’s ratio and the linear thermal expansion coefficient are taken as 
( ) 1xñ , ( ) 0.02 x  and 0.25  , respectively. Plane-strain condition is assumed in the 

numerical calculations. The non-homogeneity of the FG layer induces a mixed mode crack-tip 
loading even though the cracked plate is subjected to a pure thermal loading on the top and the 
bottom side symmetric to the crack-faces, i.e., the mode-II dynamic SIF is also present along with 
the mode-I dynamic SIF. For convenience, the dynamic SIFs and the time are normalized as 

, , 0 0 0( ) ( ) / ( )I II I IIK t K t E a     and 2
0 0 0/ ( )t t k a c ñ . 

To test the accuracy of the proposed BEM, the numerical results are compared with those obtained 
by the FEM analysis, which show a good agreement [8, 9, 11]. The time variations of the 
normalized mode-I and mode-II SIFs for the three selected combinations of the gradient parameters 

1 ln(2),  ln(3),  ln(5)gh   and 1 ln(0.5),  ln(0.333),  ln(0.2)gh   are presented in Figs. 2 and 3. 
The negative gradient parameters (Fig. 3) result in a reduction of the peak dynamic SIFs in 
comparison to that for positive gradient parameters (Fig. 2). The wave velocity in this case is also 
decreasing. Hence, the peak values of the dynamic SIFs are reached at larger time instants. The 
opposite tendency is observed in Fig. 2 with the increasing gradient parameters. Thus, the present 
results show that the gradient parameters may have significant influences on the dynamic SIFs. To 
investigate the influence of the thickness of the FG coating on the dynamic SIFs, four relative 
thickness values 0 1/ 5,  10,  15,  20h h   are selected for the gradient parameters 1 ln(2)gh   and 

1 ln(0.5)gh   in the numerical analysis. The time variations of the normalized mode-I and 
mode-II dynamic SIFs for the selected thickness ratios are shown in Figs. 4 and 5. The peak of the 
SIFs decreases with decreasing thickness of the FG layer for both values of the material gradient 
parameter. 
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Figure 2. Normalized dynamic a) mode-I and b) mode-II SIFs for 1 ln(2), ln(3), ln(5)gh   

 
Figure 3. Normalized dynamic a) mode-I and b) mode-II SIFs for 1 ln(0.5), ln(0.333), ln(0.2)gh   

 
Figure 4. Normalized dynamic a) mode-I and b) mode-II SIFs for 0 1/ 5,10,15,20h h   and 1 ln(2)gh   

The effects of the thermo-mechanical coupling on the normalized dynamic mode-I and mode-II SIFs 
can be observed in Figs. 6 and 7. In this case, the thermo-mechanical coupling parameter (5) is taken 
as 0.133   and 0.3  , which correspond to the previously used material parameters with the 
reference temperatures 0 100T   and 0 225T  , respectively. With the increase of the coupling 
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parameter, the peak values of the normalized dynamic SIFs are reduced. The numerical results imply 
that the maximum amplitudes of the normalized dynamic SIFs and the time instants, at which they 
occur, depend significantly on the values of the gradient parameters, the ratios of the thicknesses and 
the thermo-mechanical coupling.  

 
Figure 5. Normalized dynamic a) mode-I and b) mode-II SIFs for 0 1/ 5,10,15,20h h   and 1 ln(0.5)gh   

 
Figure 6. Normalized dynamic a) mode-I and b) mode-II SIFs for 0, 0.133, 0.3   

 
Figure 7. Normalized dynamic a) mode-I and b) mode-II SIFs for 0, 0.133, 0.3   
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5. Summary 
 
A BEM for 2-D transient coupled thermoelastic crack analysis in FG/homogeneous bimaterials 
under thermal shock is presented in this paper. The sub-domain technique is applied to model the 
FG/homogeneous bimaterials. Fundamental solutions of linear coupled thermoelasticity for 
homogeneous, isotropic and linear thermoelastic solids are used to derive the boundary-domain 
integral equations. The material non-homogeneity of the FG layer is described by domain integrals, 
which are evaluated by using the RIM. A collocation-based BEM is developed in the 
Laplace-transformed domain. The numerical inversion of the Laplace-transform is performed by 
Stehfest’s algorithm. The dynamic SIFs are evaluated by using displacement extrapolation 
technique. The temporal variations of the dynamic SIFs for an edge crack in a 2-D 
FG/homogeneous bimaterial plate are presented. The effects of the material gradation, the FG 
coating thickness and the thermo-mechanical coupling on the dynamic SIFs are analyzed. 
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Abstract  Fatigue life prediction is of great importance to the design and maintenance of structural 
components. A boundary element method (BEM)-based approach is proposed in this paper for fatigue life 
prediction using crack growth analysis. The proposed methodology is based on the well-known Paris 
equation for fatigue crack growth rate, which is related to the amplitude of the stress intensity factor (SIF) as 
a crack grows. The SIF is determined by the fracture spline fictitious boundary element method (SFBEM) 
based on the Erdogan fundamental solutions for plane cracked problems. The fusion of SFBEM and the 
Erdogan fundamental solutions is computationally efficient and provides a powerful tool for crack 
growth-based fatigue life prediction. A numerical example based on the mode-I crack problem is 
presented to validate the present method. The results show that the predicted fatigue life obtained by the 
present approach is accurate in comparison with the analytic solution.  
 
Keywords  Fatigue crack growth, life prediction, fracture mechanics, spline fictitious boundary element 
method 
 
1. Introduction 
 
According to a survey conducted by the ASCE Committee on Fatigue and Fracture Reliability [1], 
fatigue is the main reason that causes the failure in steel structures. Therefore, fatigue life prediction 
is an important task for the design and maintenance planning of structures. In general, there are two 
major types of approaches to predict the fatigue life [2]. The first is based on S-N curves combined 
with a damage accumulation rule. The second is based on the fracture mechanics and crack growth 
analysis. Generally, these two approaches are used sequentially. The one with S-N curves is used at 
the ‘design’ stage, and the one with fracture mechanics is used at the ‘assessment’ stage for existing 
structures [3]. From the point of view that initial flaws inevitably exist in engineering materials, the 
crack growth analysis based on fracture mechanics may be more suitable for refined fatigue life 
prediction of structural components. 
 
Crack growth theories have formed the bridge that links fatigue and fracture mechanics concepts [4]. 
The most important contribution is the establishment of the relationships between the crack growth 
rate da/dN and the stress intensity factor (SIF). The most widely used fatigue crack growth model, 
commonly known as Paris law, was proposed by Paris and Erdogan [5]. The Paris law connects the 
crack growth rate with the amplitude of SIF through a simple power function, which makes the 
engineering application more easily. After that, various modifications and extensions to Paris law 
have emerged, and different forms of modified crack growth equations have been offered by 
Forman [6], Elber [7] and Walker [8], et al. 
 
Another important task in the crack growth-based fatigue life prediction is the fracture analysis. 
Since few analytical solutions to SIFs are available, especially for engineering structures, numerical 
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methods are widely employed. The boundary element method (BEM) is one of the most frequently 
used numerical methods. Its high precision and efficiency make it particularly suitable for fracture 
analysis. 
 
In this paper, the Paris law is used to predict the crack growth-based fatigue life. To calculate the 
SIF, an efficient indirect boundary element method (IBEM), the spline fictitious boundary element 
method (SFBEM) [9-16], is adopted to perform the fracture analysis. Numerical examples are 
presented to illustrate the application of the proposed method. 
 
2. Fracture analysis by SFBEM 
 
As a modified IBEM, in SFBEM, nonsingular integral equations are derived rather than singular 
ones; spline functions with excellent performance are adopted as the trial functions to the unknown 
fictitious loads; and the boundary-segment-least-square technique is employed for eliminating the 
boundary residues. Because of these modifications, SFBEM is of high accuracy and efficiency in 
general. SFBEM was first applied to the solution of static plane elasticity problems [9], and so far it 
has been extended to multi-domain plane problems [10], orthotropic plane problems [11], plate 
bending problems [12], elastic fracture problems [13], stochastic elastostatic problems [14, 15] and 
probabilistic fracture mechanics [16]. 
 
In this study, a SFBEM based on the Erdogan fundamental solutions for infinite cracked plates [13, 
16] is employed to conduct fracture analysis of linear-elastic cracked structures. As the Erdogan 
fundamental solutions [17, 18] are derived from an infinite plate containing a crack, when they are 
used in the formulation of BEM, the stress boundary conditions on the crack surface are 
automatically satisfied, and the singular behavior at the crack tip can be naturally captured. 
Therefore, no boundary elements are required to place along the crack surface. In addition, the SIF 
of the crack problem can be calculated directly from the corresponding fundamental solution of SIF, 
with no need of transformation from the displacement field around the crack tip, as is normally 
required in SIF analysis by the other numerical methods. The SFBEM in combination with the 
Erdogan fundamental solutions has been shown to be more computationally accurate and efficient 
and thus provides a powerful tool for fracture analysis. 
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(a) Inner crack         (b) Edge crack 
Figure 1. Plane domain embedded in an infinite plane with a crack 
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Consider an elastic plane domain with a crack, as shown in Fig.1. Let the domain studied be Ω, and 
assume the configuration boundary of the domain to be L, not including the crack surface. The body 
forces within the domain are assumed to be F(l) (l=1, 2), and the lengths of the inner crack and the 
edge crack are taken to be 2a and a, as shown in Fig.1(a) and Fig.1(b), respectively. Embed Ω into 
an infinite plane domain with a crack, the crack length being 2a, and apply unknown fictitious loads 
X(l) (l=1, 2) along a fictitious boundary S outside Ω, whose shape is similar to that of the real 
boundary L, as also shown in Fig.1. 
 
Due to the use of the Erdogan fundamental solutions [18], not only the governing differential 
equations within Ω but also the stress boundary conditions on the crack surface are satisfied 
automatically. Therefore, only the boundary conditions along the contour of Ω need to be 
considered. Under the combined action of the body force F(l) and the fictitious loads X(l) (l=1, 2), the 
boundary conditions along L can be expressed as 

 ( ) ( ) ( ) ( ) ( ) ( )
2 2

( ) ( ) ( ) ( )
L S S L Ω Ω LS

1 1
; d ; d 1,2l l l l

k k k
l l

G z z X z s G z z F z V H z k
Ω

= =

+ = =∑ ∑∫ ∫∫ , (1) 

where zL∈L, zS∈S, zΩ∈Ω; k=1,2 denotes that two boundary conditions exist along L for plane 
problems; Hk are the known boundary functions along L; and ( )l

kG  are the kernel functions 
consisting of the Erdogan fundamental solutions. 
 
Eq. (1) are nonsingular fictitious boundary integral equations because the source points will never 
coincide with the field points in the kernel functions. However, analytic solutions to Eq. (1) are 
normally not available, and the integral equations should be solved on a numerical baisis. For this 
purpose, the unknown fictitious loads X(l) are expressed in terms of a set of B-spline functions, and 
the boundary-segment technique is used to eliminate the resulting boundary residues [10]. Then Eq. 
(1) turns into the following numerical equation as 
 [ ]{ } { } { }A X B C+ = , (2) 

where { }X  is the column matrix consisting of the unknown spline node parameters of the 

fictitious loads along S; [ ]A  is influence matrix of { }X ; and { }B  and { }C  are the known 
column matrices depending on the body forces F(l) within Ω and the boundary condition functions 
Hk along L, respectively. Usually Eq. (2) needs to be solved on a least-squares basis as generally 
overdeterminate collocation is conducted to achieve a better solution with more boundary segments 
while keeping the number of fictitious boundary elements to be at a lower level. 
 
Once the spline node parameter { }X  is determined, the mode-I and II SIFs of the cracked problem 
can be obtained from the discrete forms of the following equations: 

 ( ) ( ) ( ) ( ) ( )
2 2

( ) ( ) ( ) ( )
S S Ω ΩS

1 1
d d I, IIl l l l

j j j
l l

K K z X z s K z F z V j
Ω

= =

= + =∑ ∑∫ ∫∫ , (3) 

where ( )l
jK  (j=I,II; l=1,2) are the Erdogan fundamental solutions of SIFs [18]. 

 
3. Crack growth-based fatigue life prediction 
 
3.1. Paris law 
 
Crack growth can occur under cyclic loading. Using Paris equation, the crack growth rate can be 
expressed as the function of the SIF range, and can be written as 
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 ( ) ( )th
d
d

ma C K K K
N
= Δ Δ > Δ , (4) 

where a is the crack size; N is the number of cycles of the alternating stress; ΔK=K(σmax)-K(σmin) is 
the SIF range; ΔKth is the fatigue threshold, which means if ΔK≤ΔKth, the crack is assumed to be 
non-propagating; C and m are the material constants obtained from experiments. 
 
By integrating Eq. (4), the crack growth-based fatigue life can be obtained as 

 
( )

c

0
p

da

ma

aN
C K

=
Δ∫ , (5) 

where a0 is the initial crack size; ac is the critical crack size at fatigue failure and can be determined 
using the fracture toughness KIc. 
 
Generally, the explicit solutions to SIFs for most engineering problems are not available. Therefore, 
numerical approaches are required for fatigue life prediction when using Eq. (5). 
 
3.2. Fatigue life prediction using SFBEM 
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Figure 2. Propagation of a crack 

 
The propagation of a crack from the initial crack size a0 to the critical crack size ac can be 
illustrated in Fig.2. The number of cycles of the alternating stress corresponding to the ith step of 
the crack growth can be approximately expressed as 

 

d
d

i
i

i

aN
a
N

Δ
Δ =

⎛ ⎞
⎜ ⎟
⎝ ⎠ , (6) 

where Δai is the crack growth size of the ith step; d
d i

a
N

⎛ ⎞
⎜ ⎟
⎝ ⎠

 is the average crack growth rate during 

the current step and can be determined using the Paris equation, that is  

 
( )d

d
m

i

i

a C K
N

⎛ ⎞ = Δ⎜ ⎟
⎝ ⎠ . (7) 
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In the above equation, iKΔ  is the average SIF range of the ith step and can be defined as 
 ( )1 / 2i i iK K K−Δ = Δ + Δ , (8) 
where ΔKi-1 and ΔKi are the amplitudes of SIF corresponding to ai-1 and ai, respectively, and can be 
determined using the SFBEM presented in section 2. 
 
The procedure for fatigue life prediction based on SFBEM is as follows: 
 
1. Determine the initial SIF range ΔK0 corresponding to the given initial crack size a0 using the 

SFBEM in conjunction with the Erdogan fundamental solutions. 
 
2. Check if ΔK0>ΔKth. If yes, the propagation of the crack will occur. 
 
3. Assume the crack growth size of the ith step to be Δai=ηai-1 (i=1,2,…), in which η=0.1~0.01. 

Then the crack size of the ith step is 0
1

i

i j
j

a a a
=

= + Δ∑ . 

 
4. Determine the SIF range ΔKi corresponding to ai using SFBEM. 
 
5. Calculate the average SIF range of the ith step iKΔ  using Eq. (8). 
 
6. Calculate the number of cycles of the alternating stress of the ith step ΔNi using Eqs. (6) and (7). 
 
7. Check if Ki(σmax)<KIc. If yes, go to step 3. If no, then stop. Assume the final step number is n. 

Then the fatigue life can be obtained as 

 p
1

n

i
i

N N
=

= Δ∑ . (9) 

 
4. Numerical examples 

 

640mm

64
0m

m

2a

Δ σ 

Δ σ  
Figure 3. A square plate with a center crack 

 
Fig.3 shows a square plate with a center crack subjected to a cyclic loading with Δσ=200MPa 
(σmax=200MPa, σmin=0). The fatigue threshold and the fracture toughness of the material are taken to 
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be ΔKth=5.5MPa·m1/2 and KIc=104MPa·m1/2, respectively. The material constants C and m in the 
Paris equation are assumed to be C=6.9×10-12 m/cycle/(MPa·m1/2)3 and m=3, respectively. The 
initial crack size is taken to be a0=0.5mm. 
 
4.1. Analytic solution 
 
Since the crack size is much smaller than the size of the plate, the SIF in this case can be 
approximately determined using the analytic solution for an infinite plate with a crack, that is 
 K aσ π= . (10) 
 
It can be deduced from the above equation that 
 

1 1
2 2

0 0 th7.927 MPa m 5.5MPa mK a Kσ πΔ = Δ = ⋅ > Δ = ⋅ , (11) 
and thus the crack propagation will occur. 
 
From Eq. (10), we also have 

 
2

Ic
c

max

1 86.07 mmKa
π σ
⎛ ⎞

= =⎜ ⎟
⎝ ⎠

. (12) 

 
Therefore, the fatigue life can be obtained using Eq. (5) as follows: 

 
( ) ( )( )

c

0

5
2 1 2 1

0 c

d 1 1 1 2.688 10 cycle
2 1

a

m m m ma

aN
a aC K C m σ π

− −

⎛ ⎞
= = − = ×⎜ ⎟

Δ ⎝ ⎠− Δ
∫ . (13) 

 
4.2. Numerical solution 
 
When using SFBEM to calculate the SIF of the plate, 16 fictitious boundary elements and 40 
boundary segments are adopted, and the distance between the fictitious boundary and the real 
boundary is taken to be d=40mm. The value of the coefficient η in step 3 of section 3.2 is assumed 
to be 0.1. In the calculation, 53 steps of crack propagation have been involved in total. The results 
obtained by the present method are listed in Table 1. For the purpose of comparison, the results of 
the analytic solution are also presented in the table.  
 

Table 1. Results of fatigue life prediction 
Method ΔK0 (MPa·m1/2) ac (mm) Np (cycle) 

Present method 7.928 74.57 2.652×105 

Analytic method 7.927 86.07 2.688×105 
 
It can be seen from Table 1 that, for the fatigue life of the plate, the results obtained by both 
methods are in good agreement, while for the critical crack size, certain discrepancy occurs. 
Actually, as the crack size increases with propagation, the error of Eq. (10) corresponding to the 
case of infinite plate becomes larger, leading to the error of the critical crack size in the analytic 
solution, as shown in Fig.4. But as the crack size approaches the critical size, the number of cycles 
at this stage contributes much less to the fatigue life. Therefore, good agreement is still observed for 
the prediction of the fatigue life between the two methods, as can be seen from Fig.5. 
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Figure 4. SIF versus the crack size 
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Figure 5. Number of cycles versus the crack size 

 
5. Conclusions 
 
The SFBEM based on the Erdogan fundamental solutions has high accuracy and efficiency for SIF 
analysis of linear-elastic cracked structures, and therefore can serve as an effective approach for 
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crack growth-based fatigue life prediction using the Paris equation. A numerical example is 
presented to demonstrate the validity of the present method. The results show that the predicted 
fatigue life obtained by the present method agrees well with the analytic solution. 
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Abstract  Based on the successful experience of solving anti-plane problems containing arbitrary 
elliptical inclusions, we extend to deal with the piezoelectricity problems containing arbitrary 
elliptical inhomogeneities. In order to fully capture the elliptical geometry, the keypoint of the 
addition theorem in terms of the elliptical coordinates is utilized to expand the fundamental solution 
to the degenerate kernel and boundary densities are simulated by the eigenfunction expansion. Only 
boundary nodes are required instead of boundary elements. Therefore, the proposed approach 
belongs to one kind of meshless and semi-analytical methods. Besides, the error stems from the 
number of truncation terms of the eigenfuntion expansion and the convergence rate of exponential 
order is better than the linear order of the conventional boundary element method. It is worth noting 
that there are Jacobian terms in the degenerate kernel, boundary density and contour integral. 
However, they would cancel each other out in the process of the boundary contour integral. As the 
result, the orthogonal property of eigenfunction is preserved and the boundary integral can be easily 
calculated. Finally, the problem of two elliptical inhomogeneities in an infinite piezoelectric 
material subject to anti-plane remote shear and in-plane electric field is considered to demonstrate 
the validity of the present method. Besides, two circular inhomegenieties can be seen as a special 
case to compare with the available data by approximating the major and minor axes. 
 
Keywords Piezoelectricity, Elliptical inhomogeneity, In-plane electric field, Anti-plane shear 
 
1. Introduction 

In recent years, more and more investigators paid their attention to study the actuators and 
sensors because they were widely used in smart materials or structures technology. Therefore, the 
study of electromechanical behavior of piezoelectric material becomes an important issue. It is 
well-known that it results in the stress concentration when the inhomogeneities or defects exist in 
the materials. In this article, we extend the previous works [1] on the piezoelectricity problems with 
“circular” inclusions to deal with the problem containing “elliptical” inhomogeneities. 

For an elliptical shape, it may be more general than a circular geometry in the practical 
applications. Based on the concept of complex potential, Gong and Meguid [2] used the conformal 
mapping and Laurent series expansion to solve an infinite medium containing an elliptical 
inhomogeneity under anti-plane shear. Explicit form of the stress function in the inhomogeneity as 
well as in the matrix was derived in their work. Then, a generalized and unified treatment was 
developed by Gong [3] for the elliptical inclusion embedded in an infinite matrix not only under the 
remote shear but also interacting by the screw dislocation. Besides, Shen et al. [4] developed a 
semi-analytical solution for the problem of an elliptical inclusion not perfectly bonded in an infinite 
matrix under anti-plane shear. Under the assumption of continuous tractions and discontinuous 
displacements across the interface, they used a model of a spring layer with thickness to simulate 
the interface. They found the non-uniform stress field and the average stresses in the inclusion is 
highly related to the aspect ratio of the inclusion and the parameter of interface simulation. For 
arbitrary distributed elliptical inclusions under remote shears, few works were found in literature. 
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To the authors’ knowledge, Noda and Matsuo [5] have used the Cauchy-type singular integral 
equations to solve an interaction problem of elliptical inclusions distributed in an infinite medium 
under a longitudinal shear loading. They discussed different outlet of two elliptical inclusions as 
well as different ratios of shear moduli. Later, Lee and Kim [6] also revisited the problem of Noda 
and Matsuo by using the volume integral equation method. Lee and Chen [7] also successfully used 
the null-field boundary integral equation in conjunction with degenerate kernels to solve the 
problem. Besides, we don’t find other works to discuss on this issue containing more than two 
inclusions.  

For the piezoelectricity problems with circular inclusions, many researchers [8-12] made much 
contribution on this issue. However, for containing elliptical inhomogenieties, Meguid and Zhong 
[13] used the complex-variable method to study the problem of a piezoelectric elliptical 
inhomogeneity. They derived the analytical solution in their works. Pak [14] used the conformal 
mapping technique to obtain a closed-form solution. The previous works were very similar. The 
main difference is that Meguid and Zhong provided a general series solution, but Pak derived an 
explicit closed-form solution. Besides, numerous researchers have successfully solved similar 
problems with an elliptical inclusion. However, to the authors’ best knowledge, we don’t find any 
work on dealing with anti-plane piezoelectric problems containing two or more than two elliptical 
inclusions in the literature. This is our main concern. 

In this paper, we extend the successful experience of solving piezoelectricity with circular 
inclusions to deal with the problem containing elliptical holes and/or inclusions. By fully employing 
the elliptical geometry, fundamental solutions were expanded into the degenerate kernel by using an 
addition theorem in terms of the elliptical coordinates, and boundary densities are approximated by 
the eigenfunction expansion. The proposed approach can be seen as one kind of meshless and 
semi-analytical methods because only collocation points on the real boundary are required and the 
error purely attributes to the number of truncation terms. In order to verify the accuracy for solving 
two or more than two elliptical inclusions, the available result of two circular-inclusion case is used 
to compare with the solution of present approach by numerically approaching the length of the 
major axis to be equal to the minor axis. 
 
2. Problem statement and formulation 
2.1. Problem statement 

The problem to be considered here is an infinite piezoelectric medium with multiple elliptical  

inclusions under the remote anti-plane shears ( 
zx  and 

zy ) and the in-plane far-field electric field 

 
Figure 1 Sketch of the problem 
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 ( 
xE  and 

yE ) as shown in Fig. 1. Bleustein [12] has pointed out that if one takes the plane 

normal to the poling direction as the plane of interest, only the anti-plane displacement (w) couples 
with the in-plane electric fields (Ex and Ey). Therefore, only the anti-plane displacement and 
in-plane electric field are considered in this article such as u, v and Ez are the vanishing components. 
In the absence of the body forces and body charges, the governing equations coupled by the 
displacement and electric potential can be obtained as follows:  

02
15

2
44  ewc , 02

11
2

15  we , (1)
where 2  is the two-dimensional Laplacian operator, c44 is the elastic modulus, e15 is the 
piezoelectric constant, 11  is the dielectric constant, w is the anti-plane displacement and   is 
the in-plane electric potential. From Eq.(1), we can simplify the equaitons as 

02  w  and 02  . (2)
The constitutive equations coupled between the elastic filed and electric field are 

xzxzx Eec 1544   , yzyzy Eec 1544   , (3)

xzxx EeD 1115   , yzyy EeD 1115   , (4)
where zx  and zy  are the anti-plane shear strains, and Dx and Dy are the in-plane electric 
displacements. By taking free body technique, the problem can be decomposed into two parts. One 
is an infinite piezoelectric medium with N elliptical holes (Fig.2(a)) and the other is only 
N-inclusions problem (Fig.2(b)). For the problem in Fig.2(a), it can be superimposed by two parts 
as shown in Fig.3(a) and Fig.3(b). Both the two parts in Figs. 2(b) and 3(b) satisfy the Lapalce 

 

 

Figure 2(a) An infinite plane containing elliptical 
holes subject to remote shears and far-field 

in-plane electric fields 

Figure 2(b) Multiple elliptical inclusions 
 

 

 

Figure 3(a) An infinite medium subject to remote 
shears and far-field in-plane electric fields 

Figure 3(b) An infinite medium containing 
elliptical holes 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-4- 
 

equations as shown in Eq.(2). Besides, the interface between the matrix and inclusion is assumed 
perfectly bonded and it satisfies the following interface condition for stress fields and electric fields 

IM ww   and I
z

M
z     on kB , (5)

IM   and IM DD    on kB . (6)
 
2.2. Dual null-field boundary integral formulation 
2.2.1 Conventional version 

The integral equation for the domain point can be derived from the third Green’s identity, we 
have 

DdBtUdBwTw
BB

  xssxsssxsx ),()(),()()(),()( , (7)

DdBtLdBwMt
BB

  xssxsssxsx ),()(),()()(),()( , (8)

where B is the boundary, s and x are the source and field points, respectively, xnxx  )()( wt , 
( ) ( )t w   ss s n , sn  and xn  denote the outward normal vectors at the source point s and field 

point x, respectively, D is the domain of interest and the kernel function, rU ln
2
1),(


xs  

( || sx r ), is the fundamental solution which satisfies 
)(),(2 sxsx  U , (9)

in which )( sx   denotes the Dirac-delta function. The other kernel functions, ),( xsT , ),( xsL , 
and ),( xsM , are defined by 

sn
xsxs





),(),( UT , 

xn
xsxs





),(),( UL , 

xs nn
xsxs





),(),(

2UM . (10)

By moving the field point x to the boundary, the dual boundary integral equations for the boundary 
point can be obtained as follows:  

1 ( ) . . . ( , ) ( ) ( ) ( , ) ( ) ( ),
2 B B

w C PV T w dB U t dB B   x s x s s s x s s x , (11)

1 ( ) . . . ( , ) ( ) ( ) . . . ( , ) ( ) ( ),
2 B B

t H PV M w dB C PV L t dB B   x s x s s s x s s x , (12)

where C.P.V. and H.P.V. denote the Cauchy principal value and Hadamard (or called Mangler) 
principal value, respectively. Besides, once the field point x locates outside the domain ( cDx ), 
we obtain the dual null-field integral equations as shown below 

c

BB
DdBtUdBwT   xssxsssxs ),()(),()()(),(0 , (13)

c

BB
DdBtLdBwM   xssxsssxs ),()(),()()(),(0 , (14)

where cD  is the complementary domain. Equations (7), (8), (13) and (14) are conventional 
formulations where the point is not located on the real boundary. Singularity occurs and concept of 
principal values is required once Eqs.(11) and (12) are considered. The traction t(s) is the directional 
derivative of w(s) along the outer normal direction at s. In order to satisfy the interface condition, 
the collocation points are located on the boundary. For calculating the stress in the domain, the 
normal vector of an interior point is artificially given, e.g. xwt  )()( xx , if (1,0)xn  and 

ywt  )()( xx , if (0,1)xn . In other words, the selection of n  depends on the stress under 
consideration. 
 
2.2.2 Present version 

By introducing the degenerate kernels, the collocation point can be located on the real 
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boundary free of calculating principal value using a small circular bump. Therefore, the 
representations of integral equations including the boundary point for the interior problem can be 
written as 

BDdBtUdBwTw
B

i

B

i   xssxsssxsx ),()(),()()(),()( , (15)

BDdBtLdBwMt
B

i

B

i   xssxsssxsx ),()(),()()(),()( , (16)
and 

BDdBtUdBwT c

B

e

B

e   xssxsssxs ),()(),()()(),(0 , (17)

BDdBtLdBwM c

B

e

B

e   xssxsssxs ),()(),()()(),(0 , (18)

once the kernels are expressed in terms of an appropriate degenerate forms (denoted by subscripts i 
and e) instead of the closed-form fundamental solution. It is noted that x in Eqs.(15)-(18) can be 
exactly located on the real boundary. 

For the exterior problem, the domain of interest (D) is in the external region of the elliptical 
boundary and the complementary domain (Dc) is in the internal region of the ellipse. Therefore, the 
null-field boundary integral equations are represented as 

BDdBtUdBwTw
B

e

B

e   xssxsssxsx ),()(),()()(),()( , (19)

BDdBtLdBwMt
B

e

B

e   xssxsssxsx ),()(),()()(),()( , (20)
and 

BDdBtUdBwT c

B

i

B

i   xssxsssxs ),()(),()()(),(0 , (21)

BDdBtLdBwM c

B

i

B

i   xssxsssxs ),()(),()()(),(0 , (22)
Also, the observation point x in Eqs.(19)-(22) can be exactly located on the real boundary. For 
various problems (interior or exterior), we used different kernel functions (denoted by superscripts 
“i” and “e”) so that the jump behavior across boundary can be captured. Therefore, different 
expressions of the kernels for the interior and exterior observer points are used and they will be 
elaborated on later. 
 
2.2.3 Expansions of the fundamental solution and the boundary density 

Based on the separable property, the kernel function ),( xsU  can be expanded into degenerate 
form by employing the separating technique for source point and field point under the elliptical 
coordinates. The fundamental solution, ),( xsU , in terms of degenerate (separable) kernel is shown 
below:  
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(23)

where the position of the source point is ),( s  and the field point is ),( x , the 
superscripts “i” and “e” denote the interior (   ) and exterior (   ) cases, respectively. The 
other kernels in the boundary integral equation can be obtained by utilizing the operators of Eq.(10) 
with respect to the kernel ),( xsU . In the real computation, the degenerate kernel can be expressed 
as finite sums of products of functions of s alone and functions of x alone. 
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For the kth boundary densities, we apply the eigenfunction expansions to approximate the 
potential w(s) and its normal derivative t(s) on the boundary 











11

0 sincos)(
n

n
n

n nbnaaw s ,  (24)

)sincos(1)(
11

0 









n

n
n

n
s

nqnpp
J

t s , (25)

where 0a , na , nb , 0p , np  and nq  are the coefficients of the Fourier series,   is the angle 
(  20  ) and Js  is the Jocobian with respect to the source point and the definition is 

2 2( , ) (sinh cos ) (cosh sin )J c      s . (26)
Here, it can be observed that the terms of Js which may exist in the degenerate kernel, boundary 
density and boundary integral are cancelled out each other naturally in the boundary integration. 
Therefore, the elliptic integral is not required to deal with. In the real computation, only the finite M 
number of terms is used in the summation. The present method belongs to one kind of 
semi-analytical methods since error only attributes to the truncation of eigenfunction expansions. 
 
2.2.4 Linear algebraic system 

In order to calculate the Fourier coefficients, Np (Np=2M+1) boundary nodes for each elliptical 
boundary are needed and they are uniformly collocated on each elliptical boundary. After locating 
the null-field point xk exactly on the kth elliptical boundary in Eq.(17), we have 

BDdBtUdBwT c
N

j
jB

N

j
jB jj

 


xssxsssxs
11

),()(),()()(),(0 , (27)

where N is the number of boundary elements. Since the boundary integral equations are frame 
indifferent, i.e. objectivity rule is satisfied. The origin of observer system is adaptively chosen at the 
center of elliptical boundary under integration. For the Bj integral of the jth elliptical boundary, the 
kernels of ),( xsU  and ),( xsT  are expressed in terms of degenerate kernels, and )(sw  and )(st  
are substituted by using the Fourier series. For simplicity, a linear algebraic system is obtained 

}{][}{][ wTtU  , (28)
where [U] and [T] are the influence matrices with a dimension of )12(  MN  by )12(  MN , 

}{u  and }{t  denote the column vectors of Fourier coefficients with a dimension of )12(  MN  
by 1 in which  [U], [T], }{u  and }{t  can be defined as follows:  
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where the vectors }{ kw  and }{ kt  are in the forms of  Tk
M

k
M

kkk babaa 110 and 

 Tk
M

k
M

kkk qpqpp 110 , respectively; the first subscript “j” ( Nj ,,2,1  ) in [Ujk] and [Tjk] denotes 
the index of the jth ellipse where the collocation point is located and the second subscript “k” 
( Nk ,,2,1  ) denotes the index of the kth ellipse where the boundary data }{ kw  and }{ kt  are 
specified and M indicates the truncated terms of eigenfunction expansions.  
 
2.2.5 Solution procedures and interface conditions 

In the real computation, two problems in Figure 2(b) and Figure 3(b) are solved by using the 
present formulation. For the exterior problem of the matrix in Figure 3(b), we have 

}{}]{[}]{[ 0ttUwwT   MMMM , (30)
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}{}]{[}]{[ 0ΨΨUΦΦT   MMMM , (31)
from Eq.(22). For the interior problem of each inclusion in Figure 2(b), we have 

}{}]{[}]{[ 0tUwT  IIII , (32)
}{}]{[}]{[ 0ΨUΦT  IIII , (33)

from Eq.(18), where the subscripts “M” and “I” denote the matrix and inclusion, respectively. The 
four influence matrices, ][ MU , ][ MT , ][ IU  and ][ IT , are obtained from the degenerate kernels, 
while }{ Mw , }{ Mt , }{ Iw , }{ It , }{ MΦ , }{ MΨ , }{ IΦ , }{ IΨ  represent the coefficient vectors 
of eigenfunction expansions. Based on the continuity of displacement and equilibrium of traction 
between the interface of matrix and the kth inclusion as shown in Eqs.(6) and (7), we have 

}{}{}{ 0ww  IM , (34)
}{}]{[}]{[}]{[}]{[ 15154444 0ΨeΨetctc  IIMMIIMM , (35)

}{}{}{ 0ΦΦ  IM , (36)
}{}]{[}]{[}]{[}]{[ 11111515 0ΨεΨεtete  IIMMIIMM , (37)

where ][ 44
Mc , ][ 15

Me , ][ 11
Mε , ][ 44

Ic , ][ 15
Ie  and ][ 11

Iε  are the diagonal matrices to the material 
parameters. According to Eqs.(30)-(37), we have a linear system as follows:  
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(38)

where ][I  is the identity matrix and }{a  and }{b  are the forcing terms due to the remote shear 
stress as shown below 

}]{[}]{[}{   tUwTa MM , (39)
}]{[}]{[}{   ΨUΦTb MM . (40)

From Eq. (38), the unknown Fourier coefficients can be easily determined. 
 
3. Numerical examples and discussions 

To the authors’ knowledge, we don’t find any paper to discuss on the piezoelectricity with two 
or more than two elliptical inhomogeneities. Therefore, we consider the available case containing 
two circular inhomogeneities to demonstrate the validity of present approach for dealing with a 
problem containing two elliptical inhomogeneities. Besides, we also provide a numerical example 
for the case containing two elliptical inhomogeneities.  
 
Case1: An infinite medium with two circular inhomogeneities 

The first example considered here is an infinite medium with two elliptical inhomogeneities. 
Here, we used the limiting concept by numerically setting the semi-major and semi-minor axes to 
be near the same by using 1.000000 and 0.999999 for the first inclusion and 2.000000 and 1.999999 
for the second inclusion to compare with the available results of two circular inclusions subject to 
remote shears and electric fields. The mechanical and electric parameters of medium and 
inhomogeneities are  
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Figure 4(a) Tangential stress distribution for 

different ratios 1rd  with 31515 IM ee  
Figure 4(b) Tangential electric field distribution 

for different ratios 1rd  with 31515 IM ee  
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Figure 5(a) Tangential stress distribution for 

different ratios 1rd  with 51515 IM ee  
Figure 5(b) Tangential electric field distribution 

for different ratios 1rd  with 51515 IM ee  

given as 210
4444 1053.3 mNcc IM  , VmCIM 8

4444 1051.1  , 2
15 10 mCe I  . The remote shears are 

0
zx , 27105 mNzy   and far-field electric fields are given as 0

xE  and mVE y
610 . All 

the numerical results are given below by using the 30 terms of eigenfunction (M). In order to 
examine the generality of the present formulation for the problem containing two elliptical 

inclusions, the case of an infinite medium with the two circular inclusions ( 12 2rr  ) paralleled to 

the applied loadings (  90 ) is used to verify the present approach. Figures 4(a) and 4(b), 
respectively, show the tangential shear stress and tangential electric field distribution in the matrix 

along the boundary of the smaller inhomogeneity for the ratio of 31515 IM ee . After comparing with 

the results of Chao and Chang [10] and Chen and Wu [1], it can be found that good agreement is 
made. By changing the ratio of the piezoelectric constant, Figures 5(a) and 5(b), respectively, show 

the tangential stress and tangential electric field distribution corresponding to 51515 IM ee . The 

two figures also show the consistency between the present data and those of Chen and Wu [1]. 
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Figure 6(a) Tangential stress distribution for 

different ratios bd  with 31515 IM ee  
Figure 6(b) Tangential electric field distribution 

for different ratios bd  with 31515 IM ee  

0 60 120 180 240 300 360
 (degree)

-3

-2

-1

0

1

2

3


zM
/

y

 y
=5107  N/m2

E y
=106  V/m

e 15
M/e 15

I =-5
d/b=10
d/b=1
d/b=0.1
d/b=0.02
d/b=0.01

 
0 60 120 180 240 300 360

 (degree)

-3

-2

-1

0

1

2

3

E
M

/E
y

 y
=5107  N/m2

E y
=106  V/m

e 15
M/e 15

I =-5
d/b=10
d/b=1
d/b=0.1
d/b=0.02
d/b=0.01

 
Figure 7(a) Tangential stress distribution for 

different ratios bd  with 51515 IM ee  
Figure 7(b) Tangential electric field distribution 

for different ratios bd  with 51515 IM ee  

in the Chao and Chang’s paper [10], it changes very sharply near  90  and is not consistent 
with our results when two inclusions are very close to each other ( 1rd =0.01 and 0.02). It is open 
for discussions why our results are different from those of Chao and Chang near  90 . 
 
Case2: An infinite medium with two elliptical inhomogeneities 

In this case, the two elliptical inhomogeneities arrayed paralleled to the applied loadings 
(  90 ) are considered. The semi-major (a) and semi-minor (b) axes are 2 and 1 for two 
inhomogeneities. The tangential stress and tangential electric field in the matrix along the boundary 
of the lower inhomogeneity for different ratios of bd  are plotted in Figures 6(a) and 6(b), 
respectively. For the different ratio of the piezoelectric constant ( 51515 IM ee ), the tangential stress 
and tangential electric field in the matrix along the lower inhomogeniety are given in Figures 7(a) 
and 7(b), respectively. It can be found that the stress concentration in the case of containing the 
elliptical inhomogeneities is greater than the case of containing circular ones. Since there are few 
literatures for discussions on the piezoelectricity containing two elliptical inhomogenieties, we used 
the limiting case as given in Case 1 to verify the validity of our program. Further, we provided a 
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case containing two identical elliptical inhomogenieties and it can be a benchmark for comparison 
when other numerical method is developed. 
 
4. Conclusion 

We have successfully proposed a systematic method to solve an infinite plane containing 
elliptical inclusions under remote anti-plane shears and in-plane electric fields. Although a Jacobian 
term may appear in the degenerate kernel, boundary density and boundary contour integral by using 
the elliptical coordinates, it can be cancelled out in our formulation to preserve the orthogonal 
condition. Although the work containing two elliptical inhomogenieties is not available in the 
literature, the piezoelectricity with two circular inclusions is used as a limiting case to demonstrate 
the validity of present approach. Besides, the case containing two identical elliptical 
inhomogenieties was provided as a benchmark example. The developed program can be generally 
used for piezoelectricity problems containing elliptical inhomogenieties of arbitrary number, 
position, size and inclination angle. 
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Abstract  The influence of residual stress on the ductile fracture behavior of an aluminum alloy 5083-H116 
is investigated in this study through a series of experiments and finite element analyses. A recently developed 
stress state dependent I1-J2-J3 plasticity model, is implemented to describe the plastic response of this 
material. A ductile failure criterion based on the damage parameter defined in terms of the accumulative 
plastic strain as a function of the stress triaxiality and Lode angle is established. The calibrated I1-J2-J3 
plasticity model and ductile failure model are utilized to study the residual stress effect on ductile fracture 
resistance. A local out-of-plane compression approach is employed to generate residual stress fields in the 
compact tension specimens. Fracture tests of C(T) specimens having zero, positive and negative residual 
stresses are conducted. The numerical results, such as load-displacement curves and crack front profiles, are 
compared with experimental measurements and good agreements are observed. Both experimental and finite 
element results show significant effect of residual stress on ductile fracture resistance. 
 
Keywords  Ductile fracture, Plasticity, Damage accumulation, Stress triaxiality, Lode angle 
 
1. Introduction 
 
Residual stresses in the engineering structures are generated from forming, welding, assembling, 
heat treatment etc., which play an important role in either increasing or decreasing the fracture 
resistance. The compressive residual stress generally improves the fracture toughness, while the 
tensile residual stress can detrimentally reduce the loading capacity of the structure. This is usually 
attribute to the additional crack driving force and change of the crack front constraint [1]. To 
quantify the effect of residual stress on fracture toughness, it is necessary to introduce well 
characterized and reproducible residual stress fields into fracture specimens. There are plenty of 
literatures on residual stress generation techniques, which can either be mechanical or thermal 
process. Almer et al. [2] deformed large tensile specimens and cut the gauge sections to produce 
C(T) specimens. Meith et al. [3] applied local compression to the sides of fracture specimens. 
Because of the strain incompatibility between elastic and plastic region caused by the permanent 
plastic deformation, the residual stress field can be generated in the specimen. This local 
out-of-plane compression (LOPC) approach is further explored by Mahmoudi et al. [4], who ran a 
series experiments and finite element analyses to examine how the position of compression tools 
influences the residual stress distribution in the specimen. 
 
In this study, we employ the LOPC approach and use two pairs of compression punches to generate 
various residual stress fields in C(T) specimens. To model these specimens, a recently developed 
I1-J2-J3 dependent plasticity model is used to describe the plastic response of the material, an 
aluminum alloy 5083-H116. The residual stress field is quantified by conducting finite element 
simulation of the out-of-plane compression process. After the residual stress field is generated, 
fracture tests of C(T) specimens having positive and negative residual stresses are conducted and 
simulated numerically. A damage parameter is defined as a weighted integral with respect to the 
effective strain, where the integrand is the reciprocal of the effective failure strain as a function of 
the stress triaxiality and the Lode angle. Fracture is assumed to have initiated at a material point 
once the failure criterion is reached. A mesh-independent, post-initiation material degradation 
model based on an effective plastic displacement is adopted before the element is removed. The 
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numerical results, such as load-displacement curves and crack front profile, are compared with the 
experimental measurements and good agreements are observed. 
 
2. Plasticity and Fracture Models 
 
Gao et al. [5] and Zhou et al. [6] have demonstrated that the plastic response of the aluminum alloy 
5083-H116 considered in this study can be described by an I1-J2-J3 dependent plasticity model with 
the yield function and flow potential given by 
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with E = 68.4 GPa, σ0 = 198.6 MPa, ν = 0.3, and N = 0.155. Other material constants are calibrated 
using experimental data obtained from uniaxial tension, compression, pure torsion and combined 
torsion-tension tests. The calibrated values are a1 = a2 = 0, b1 = -60.75 and b2 = -50. 
 
The cumulative strain damage models assume damage toward eventual fracture is due to the plastic 
deformation history and the equivalent fracture strain depends on the stress state subjected by the 
material. Here a damage parameter, D, is introduced and given by   

 ∫=
p

T
dD
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with εf being the failure strain depending on the stress triaxiality ratio and the Lode parameter ξ 
defined as 
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where ξ is related to the Lode angle, θ, through ξ = cos(3θ+π/2). Under proportional loading and if 

T* and ξ remain unchanged during the loading history, when the equivalent plastic strain, pε , 

reaches the critical value εf, D will equal to unit. For general cases, when the cumulative damage 
according to Eq. (3) reaches one, ductile failure is said to have happened. 
 
When ξ is a constant, εf becomes a function of T* only. It is well documented that the ductility of 
metals increases when the material is subjected to hydrostatic pressure. Here an exponentially 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-3- 
 

decaying function having the same form as the Johnson-Cook fracture model [7] is used to describe 
the dependency of εf on T* 

 )]exp([ *. TCBAconst
f

⋅+==ξε  (5)

where A, B and C are material constants to be calibrated using experimental data. 
 
The Lode angle distinguishes the deviatoric stress state and it is mathematically convenient to use 
the parameter ξ defined in Eq. (4), whose range is from -1 to 1, to quantify the Lode angle. Wilkins 
et al. [8] was first to introduce the effect of Lode angle on ductile fracture, where the function εf (T*, 
ξ) was taken to be symmetric with respect to ξ. Here we follow Xue and Wierzbicki [9] and assume 
εf (T*, ξ) take the following form 

 ])1(1))[()(()(),( /1*0*1*1* nn
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where a symmetric function of ξ is used to interpolate the value of εf between two bounding values  
1=ξε

f
 and 0=ξε

f
. The two bounding curves, )( *1 T

f

=ξε and )( *0 T
f

=ξε given by Eq. (7), can be calibrated 

by conducting simple mechanical tests: ξ =1 for notched, round tensile specimens and ξ =0 for 
flat-grooved plates under tension and the thin-walled torsion specimen. Calibration of parameter n 
requires performing additional tests using specimens having ξ values between zero and one, which 
can be done by conducting combined torsion-tension tests of thin-walled cylindrical specimens.  

 )]exp([ *
111

1 TCBA
f

⋅+==ξε ;  )]exp([ *
222

0 TCBA
f

⋅+==ξε  (7)

The calibrated material parameters are A1 =0, B1=0.85, C1=-1.9, A2 =0, B2=0.64, C2=-1.9, and n = 
1.31. The 3D failure locus expressed in terms of εf as a function of ξ and T* is shown in Figure 1. 

 

Figure 1. 3D plot of the failure locus 
 
Fracture is assumed to have initiated at a material point once the failure criterion is reached. The 
post-initiation softening process needs to be considered in order to model crack propagation. As 
illustrated by Li et al. [10], because the finite element has a finite size, additional work is needed to 

 εf 

T*
ξ 
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propagate the crack through the element, i.e., the element gradually loses its strength as crack grows 
through it. A mesh-independent, post-initiation material degradation model based on an effective 
plastic displacement (uf) is available in ABAQUS [11] and is adopted in this study. The element is 
removed when it is fully degraded (stresses being reduced to zero). 
 
3. Fracture Specimen and Residual Stress Generation 
 
The 1/2T C(T) specimens (thickness: 12.7 mm) are used in the fracture tests. The specific design 
utilized in this study is modified from the standard design specified by ASTM-E1820 as a means of 
applying controlled residual stresses. The aim is to introduce residual stresses into the C(T) 
specimen by compressing the two faces with cylindrical punches to a specified displacement to 
produce a pair of permanent depressions on both faces of the specimen. From the analyses 
performed by Mahmoudi et al. [4], the size and position of the punching tools have strong influence 
on the magnitude and distribution of the residual stress field. Thus one can tailor the residual stress 
field at the crack tip by varying the position of the set of depressions relative to the crack tip. 
 
A series finite element analyses are conducted first to determine the diameter, applied displacement, 
and locations of each depression, in order to obtain larger residual stress influenced region. From 
these analyses, the 8.89 mm punch radius is selected and the punch position is chosen to be 

1/ =Rxδ  and -1, 2.1/ =Ryδ , where xδ  and yδ  are the distances from the punch center to the 
crack tip parallel and normal to the crack growth direction respectively and R is the radius of the 
punch.  
 
With the aid of the above analyses, fixtures were designed for use in side compression. The 
specimen is sandwiched between two guide plates. The guide plates are aligned with the specimen 
by threading two pins through one guide plate, the pin loading holes of the specimen, and through 
the other guide plate. These guide pins ensure consistency in locating the side compression 
indentations between specimens. Two side compression punches (one on either side of the crack 
plane) are placed in the top guide plate and two mating punches are placed in the bottom guide plate. 
Once assembled, the compression force is applied to the top punches while the bottom punches 
remain fixed. Sets of fixtures were designed and machined for both the δx/R = 1 and δx/R = -1 
configurations (δy/R = 1.2). Figure 2 illustrate the schematic of side compression fixture. 
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Figure 2. Schematic of side compression fixture 
 
 
4. Experimental and Numerical Results 
 
4.1. C(T) specimens without residual stress 
 
The plane-sided C(T) specimen is considered first. Due to symmetry of the geometry and the 
boundary conditions, only a quarter of the specimen is meshed. The element size along the crack 
path is 0.254 mm in all three directions. The eight-node, isoparametric, brick elements with reduced 
integration are used in the analysis. Figure 3 compares the predicted crack profile with the fracture 
surface of the broken specimen and the agreement is very good. A “V” shape crack profile, seen in 
both test and simulation results, shows strong crack tunneling effect. This is due to the variation of 
the constraint in the thickness direction, where the plane stress prevails at the free surface and the 
plane strain condition prevails in the center. Figure 3 (b) displays the stress triaxiality contour on the 
crack plane, showing the stress triaxiality decreases from the mid-plane to the free surface. The 
computed and measured load vs. load line displacement curves of the plane-sided C(T) specimen 
are compared in Figure 4. Good agreement is observed before fracture initiation and at the early 
stage of crack growth. 
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Figure 3. Fracture surface and stress triaxiality distribution in the plane-sided C(T) specimen 

 

 
Figure 4. Comparison of the load-displacement curves for plane-sided and side-grooved specimens 

 
In order to promote plane strain constraint along the crack front and obtain more uniform though 
thickness crack growth, the C(T) specimens are side-grooved by 20% of the thickness (10% each 
side). Consequently, a quarter-symmetric finite element model is generated for the side-grooved 
specimen, in which the same element type and size are used as those for the plane-sided specimen. 
With the side grooves, the constraint level is significantly raised close to specimen edges and as a 
result, more uniform crack growth (less tunneling) is observed. Figure 5(a) compares the predicted 
crack profile with the crack surface of the broken specimen. Figure 5(b) shows stress triaxiality 
becomes almost uniform through specimen thickness due to the side grooves. Because the 
constraint level is raised by the side grooves, fracture becomes easier, resulting in a lower load 
carrying capacity by the specimen. As shown in Figure 4 the load carrying capacity of the C(T) 
specimen is significantly reduced by the side grooves. 
 
In conducting the experiments, the test was stopped after some amount of crack extension and the 
specimen was broken by fatigue loading. The post fatigue marks were used to determine the amount 
of crack growth. Due to the non-uniform crack growth through the specimen thickness, a nine-point 

side-grooved  

plane-sided  

(a) (b) 
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average was used to determine the crack length. We compare the model predicted crack growth with 
experimental measurements at the same applied load levels and find very good agreements between 
the two. For examples, C(T)-17 has crack extensions of 6.81 mm (measured from post fatigue 
marks) when the test was stopped. The finite element analyses predict the amount of crack 
extension of 7.11 mm at the same load level.  

         
 

Figure 5. Fracture surface and stress triaxiality distribution in the side-grooved C(T) specimen. 
 
4.2. Fracture tests with tensile residual stress 
 
The C(T) specimens considered hereafter are all side-grooved. Two levels of compression forces, 
182 kN and 220 kN, were used in the experiments to generate tensile residual stresses. The average 
total indentation depths (after the punches were removed) are 0.083 mm and 0.244 mm for 182 kN 
and 220 kN respectively. The finite element analyses results in 0.089 mm and 0.259 mm total 
indentation depths for these two cases.   
 
Since the LOPC method creates residual stress field by introducing plastic strain into structure, too 
much side compression may results in the crack extension. Several methods, such as dye injection 
and SEM observation of the fracture surface, are used to verify if this has happened. From result of 
the dye and also SEM observations, the tensile residual side compression does result in crack 
initiation and growth when 220 kN load was applied. SEM observations also showed clear damage, 
i.e., inclusions broken and pulled loose from the matrix. However, this was not observed for the 182 
kN case.   
 
The simulation results for both cases confirm the experimental observations. Figure 6 shows the 
crack front region after side compression, suggesting crack does extend about 1.5 mm when 220 kN 
of compression force is employed, whereas crack extension does not happen when 182 kN 
compression force is applied. The contours of residual stresses normal to the crack plane for both 
cases are shown in Figure 6. The high positive residual stress is confined in a small region close to 
the crack tip, within about 1.3 mm from the crack tip, and the residual stress distribution is fairly 
uniform along the crack front except in the region close to the free surface. 

(a) (b) 
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Figure 6. Contour plots of the residual stress normal to the crack plane: (a) 220 kN side-compression, 

(b) 182 kN side-compression (stress unit in contour plots: psi) 
 

 
Figure 7. Comparisons of the computed and measured load-displacement curves for C(T) specimen 

without residual stress and with tensile residual stress  
 
After the residual stress fields have been generated in the specimens, finite element analyses of the 
compact tension tests of these specimens are carried out. Figure 7 compares the model predicted 
load-displacement curves with experimental records for the as-received specimen as well as the 
specimens with tensile residual stress field. The numerical model captures the effect of the tensile 
residual stress on the fracture resistance. The existence of tensile residual stress drastically reduces 
the fracture resistance and lowers the specimen’s load carrying capacity. After crack grows away 
from the residual stress influence area, the features of crack growth become similar to those 
exhibited by the virgin specimen. 
 
4.3. Fracture tests with compressive residual stress 
 
When side-compression is applied behind the crack tip, crack will close and the crack surfaces will 
contact each other. In finite element analysis, to prevent crack surface penetration, a rigid surface is 
added to the symmetric plane behind the crack tip. The finite element analysis results show that the 
high compressive residual stress region is at the initial EDM notch (behind the fatigue pre-crack 
front) and the residual stress distribution is not as uniform as tensile residual stress case, Figure 8(a). 
Figure 8(b) shows the variation of the residual stress (σ22) with the distance in the crack growth 

(a) (b) 

as-received  

182 kN LOPC 

220 kN LOPC  



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-9- 
 

direction at the mid-plane respectively. 

   
Figure 8. (a) Contour plot of the residual stress normal to the crack plane, (b) variation of the residual 

stress (σ22) with the distance in the crack growth direction 
 
Compressive residual stresses reduce the constraint level at the crack front region and tend to close 
the crack, and consequently, increase the fracture resistance. Figure 9 compares the 
load-displacement curves of the specimen with compressive residual stress field generated by 220 
kN side compression with the as received specimen. Included in the figure are also comparisons 
between the model predictions and the experimental measurements. Again, good agreement is 
observed. 
 
3. Concluding Remarks 
 
In this study, the residual stress effects on the ductile fracture behavior of the aluminum alloy 
5083-H116 are investigated through a series of experiments and finite element analyses. An I1-J2-J3 
dependent plasticity model is used to describe the plastic response of the materials and a damage 
parameter is defined as a weighted integral with respect to the effective strain, where the integrand 
is the reciprocal of the effective failure strain as a function of the stress triaxiality and the Lode 
angle. The model parameters are calibrated and validated by comparing the numerical predictions 
with experimental measurements. To generate residual stress fields in fracture specimens, a local 
out-of-plane compression approach is adopted and an experimental fixture is designed. The analysis 
results show that tensile residual stress not only increases the crack driving force but also raises the 
constraint level in crack tip region, which results in a lower fracture resistance. Compressive 
residual stress has the opposite effect. The numerical results, such as load-displacement curves and 
crack front profiles, are compared with experimental measurements and good agreements are 
observed, suggesting that the numerical model is capable of capturing the residual stress effect on 
ductile fracture resistance. 

(a) (b) 
fatigue pre-crack 
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Figure 9.  Comparisons of the computed and measured load-displacement curves for C(T) 

specimen without residual stress and with compressive residual stress. 
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Abstract  Duplex stainless steels that have two phases with different mechanical and physical 
properties exhibit micro deformation heterogeneity and localized cracking or fracture in nature. In 
this study, the cleavage fracture behaviors in two super duplex stainless steels have been 
investigated in the following three conditions: at low temperatures, the material with spinodal 
decomposition and that with other precipitates and defects.  By both impact toughness and fracture 
toughness tests, the ductile to brittle transition and cleavage behaviors have been investigated. The 
fracture is analyzed using a SEM with EBSD. The fracture mechanisms are focused; mainly the 
parameters or factors that cause the occurrence of cleavage in the materials. Since the austenitic 
phase in the material in these conditions is still tough, a coupling effect will be discussed to explain 
the cleavage in the austenitic phase observed. Local approach to fracture is used to assess or discuss 
the influence of local hardness, precipitates and stress concentration on the formation of cleavage 
fracture in the materials in different conditions.  
 
Keywords  Duplex stainless steel, cleavage, local approach method, spinodal decomposition, 
fracture  
 
1. Introduction 
 
Multiphase materials due to their microstructures and excellent properties are becoming more 
attractive for both engineering applications and academic interests. Duplex stainless steels (DSS) 
are a group of steels that consist of approximately equal volume of austenite and ferrite. Due to a 
good combination of excellent corrosion resistance and high mechanical properties, they are 
increasingly employed in various industries [1-4].  
 
Duplex stainless steels have two phases with different mechanical and physical properties such as 
modulus of elasticity, yield strength and deformation hardening rate, and therefore exhibit micro 
deformation heterogeneity [5-13]. As a result, both stress and strain are not uniformly distributed at 
the phases and the actual load sharing on the microscopic scale is dependent on the property 
mismatch and microstructural features. It is believed that the difference in the elasto-plastic 
properties between the phases and the coupling effect, i.e., the load and strain sharing between the 
phases, is largely responsible for the varying elasto-plastic deformation mechanisms with varying 
plastic strain ranges in DSSs [8]. The phase-specific stresses, i.e., the total stresses that the 
constituent phases are subjected to is the sum of macrostresses, corresponding directly to the 
applied stresses, and microstresses due to micromechanical responses. The importance of 
micromechanical interactions under mechanical load has been recognized [8, 9]. Recently, the 
micro yielding and damage behavior of the austenitic and ferritic phases in duplex stainless steels 
have been studied by in-situ X-ray and neutron diffraction and multiscale modelling [8-13]. 
Fracture in duplex stainless steel is a local process in nature. Several works on local approach to 
fracture have been done to discuss the fracture in duplex stainless steels [14-17]. However, less 
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investigation has been done on the factors that affect the ductile to brittle transition behavior. In this 
paper, the influences of the factors such as temperature, ferrite content, cold deformation, phase size 
and different precipitates on the ductile to brittle transition and cleavage behaviors of a super duplex 
stainless steel are discussed with the purpose to increase the understanding on the micro fracture 
behaviors in duplex stainless steels and provide the information for the reliability and integrity to 
use the material.   
 
2. Material and experimental  
 
The material used is super duplex stainless steel (SDSS): UNS S32750 (Sandvik SAF 2507) with a 
nominal chemical composition as shown in Table 1:  
 

Table 1 Nominal chemical compositions and information of DSS used 
Materials Cmax Si Mn Cr Ni Mo N Dimension Rp0.2 
        (mm) (MPa) 
SAF 2507 0.03 0.8 1.2 25 7 4 0.3 φ260x14 595 
Filler 25.10.4.L 0.02 0.3 0.4 25 9.5 4 0.24 φ2.4 537 

 
Two types of materials were used. One was a tube with an outer diameter of 260 mm and a wall 
thickness of 14mm. The other type of material was all-weld metal produced with TIG-welding using 
super duplex filler Sandvik 25.10.4.L. The welding was carried out in a V-groove using 13mm plates 
in SAF 2507 with 10° beveling and a back strip 6 mm in thickness in SAF 2507. Distance between the 
plates was 14 mm. Arc energy varied between 0.69 and 0.82 kJ/mm and the shielding gas consisted of 
Ar + 2%N2. Totally 32 runs were used to build up the all-weld metal. Interpass temperature was 
below 150°C. Figure 1 shows the typical microstructure of the base material (Fig. 1a) and the weld 
metal (Fig. 1b).   
 

                    
Figure 1 Typical microstructure of SAF 2507; (a).  Base material, X200, (b). Weld metal. 

 
Two types of toughness tests (impact toughness and CTOD) have been performed in a temperature 
range from -196°C up to room temperature (RT). Two to three samples/temperature were tested and 
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an average value was used in the toughness versus temperature or DBT curves. For impact toughness 
testing, standard sample with a dimension of 50x10x10mm (SS-EN 10045-1) was used. For CTOD 
sample, SENT type of sample with a dimension of 90x20x10mm was used and tested according to BS 
7448, 1991.   
 
In this paper, two methods have been used to determine a ductile to brittle transition temperature 
(DBTT). One is to determine the transition temperature, T50, by Eq. 1 with 50% probability from a 
ductile to brittle transition curve [18, 19].  
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Where KV is the toughness at temperature T, KVmax is the maximum toughness, KVmin is the 
minimum toughness, and T50 is the temperature with 50% probability of brittle fracture, C is a 
constant.  
 
Another is though fracture analysis using a scanning electron microscopy (SEM). DBTT is the 
temperature where no cleavage could be observed on the fracture of an impact sample. In this 
investigation, no cleavage could be observed on the fracture of the sample with impact toughness 
higher than 90 joules. Therefore, T90J is another definition of DBTT for this material.   
 
In order to study the influence of factors on cleavage behaviors in DSS, some special tests were 
arranged. One is the effect of spinodal decomposition. The samples were aged at 450°C for up to 300 
hours. The second is the effect of intermetallic phase, mainly sigma phase. The samples were 
tempered at 850°C for up to 10 minutes. The third is the effect of hydrogen or hydrogen induced 
stress cracking, HISC. The experimental details are described in reference [21]. The effect of other 
defects such as inclusion and Al nitride were also investigated.   
 
3. Results and discussion 
3.1 Influence of temperature on DBT behavior  
 
Figure 2 shows the DBT curves from the CTOD and the impact toughness tests. As expected, both 
CTOD and impact toughness decrease with decreasing temperature. The modeling curves using Eq. 1 
with C=35 were used to determine T50 and T90J. Table 2 shows a summary of the influences of the 
factors such as amount of ferrite, cold deformation and phase size on the DBTT. The influence of 
phase size on the DBTT is relatively small. This result is quite different from that of the weld material 
where the DBTT (T27J) increases significantly with increasing grain size [20]. An increase in ferrite 
content will raise the DBTT. This is due to the fact that it is the ferrite that causes a DBT. Cold 
deformation that introduces dislocations in the material can cause a decrease of impact toughness and 
consequently increase the DBTT since cold deformation increases both the strength of the material 
and the density of dislocation, which will promote the tendency for cleavage [21].  
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Figure 2 DBT behavior of UNS S32750 SDSS, (a). CTOD (b). Impact toughness. 

 
Table 2 Influences of the different factors on DBTT 

Reference Ferrite content (%) Cold deformation (%) Austenite spacing (μm) DBTT 
(°C)  45 61 68 0 5 10 15 18 23 32 

T50 -86 -74 -58 -41     -74 -76 -72 
T90J -100 -92 -74 -54 -85 -76 -58 -52 -92 -94 -90 

 
As known, the tendency for cleavage in the ferritic phase can increase when temperature decrease 
[22]. At -75°C, isolated cleavage fracture can be observed (Fig. 3a). It is in the transition regime as 
shown in Fig. 2. At -130°C, cleavage fracture is now dominant (Fig. 3b). It seems that brittle 
fracture could have also occurred in the austenitic phase. As discussed in [15, 16], the ferrite that 
has a BCC structure obeys the weakest link theory and shows a brittle fracture. For the austenitic 
phase, the weakest link theory can not be applied, but it follows the coupling effect. The effect of 
crack front length on fracture toughness is now practically absent when the hardness of austenitic 
phase is high enough. A sharp cleavage crack in the ferrite can lead to a stress concentration that can 
be higher than the critical shear stress for a cleavage fracture in the austenitic phase. In this 
investigation, quasi-cleavage or cleavage fracture can be observed in the austenitic phase. The 
cleavage in the ferrite shows multiple lines, not converge but are vertical to single big line like a 
“river” (Fig. 3c). The cleavage in the “river” may nucleate at some nuclei (Fig. 3c). A small 
cracking inclusion can be one of them (Fig. 3d).    
 

(a) (b) 
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Figure 3 Influence of temperature on fracture in duplex stainless steel, (a). At -75°C, impact 
toughness 46J, (a). At -130°C, impact toughness 14J, (c). Enlarged cleavage fracture at -75°C, (d). 
Enlarged cleavage in weld metal at -100 °C, a cracking inclusion is a Griffith crack.  
 
3.2 Influence of cluster on DBT behavior  
 
Duplex stainless steel can suffer from a spinodal decomposition at temperatures between 300-500°C 
where the ferritic phase undertakes a miscibility gap that gives rise concentration variations with 
Fe-rich (α) and Cr-rich (α’) regions (Fig. 4a), which leads to the formation of Fe-rich and Cr-rich 
clusters or phases [1, 2, 5]. Spinodal decomposition leads to an increase in the hardness of the ferritic 
phase, but not the austenitic phase (Fig. 4b). It was found that an increase in hardness of the ferritic 
phase promotes the occurrence of cleavage or DBT (Fig. 4c).  Using Eq. 1, the hardness at T50 can 
also be determined as shown in Fig. 4d. This type of curve provides useful information for a quick 
evaluation of the influence of spinodal decomposition on the brittleness of the material. 
 
The fracture structure in Fig. 4c is different from that in Fig. 3b. In Fig. 4c, the ferritic phase has a 
cleavage fracture, but not the austenitic phase. The austenitic phase is still ductile, and dimples can be 
observed. This indicates that the stress concentration at the cleavage crack in the ferritic phase is not 
high enough to initiate a quasi-brittle fracture as that in Fig. 3b since the fracture toughness in the 
austenitic phase in this case is still high enough. The above discussion shows that local approach to 

Al oxide 
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fracture should be considered when a fracture in duplex stainless steel is involved, but the mechanical 
behaviors of both phases in the considered environment should be considered.  
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Figure 4 Influence of spinodal decomposition on DBT of DSS, (a). Formation of cluster, (b). 
Influence of spinodal decomposition on the hardness of individual phases, (c). Fracture, (d). 
Correlation between hardness and impact toughness; α is the ferritic phase or Fe rich cluster, γ is the 
austenhitic phase, α´ is the Cr rich cluster or phase.  

 

3.3 Influence of precipitates and other defects on DBT behavior  
 
Classically, a second phase particle induced cleavage is treaded as the formation of cracks or Griffith 
cracks in the particle because of plastic strain in the surrounding matrix. If the stress ahead of the 
crack is sufficient, it will propagate into the matrix, causing failure by cleavage [21]. For duplex 
stainless steels, the following cases can be considered. It was found that the influences of different 
precipitates on the DBT or cleavage behaviors are different. Figure 5 shows the force versus time 
curves from an instrumental impact toughness testing for SAF 2507 material with different conditions. 
For the as received material and the weld joint, both the crack initiation and propagation energies are 
high, which lead to high impact toughness. For the material containing small amount of Al nitrides, 
the crack initiation energy is high, the propagation energy is also high, but lower than that the as 
received and welded material. This indicates that crack propagation rate in this case can be higher. 

(a) 

(b) 

(c)

(d) 
α 

γ 

γ 
α 

γ 
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For the material containing sigma phase, both the crack initiation and propagation energies are low, 
which lead to a low impact toughness.  
 

 
Figure 5 Force versus time curves from the instrumental impact toughness testing for SAF 2507 
material with different conditions 

 
The different cleavage behavior from different precipitates depends on the nature of precipitates and 
fracture mechanisms. Sigma phase has a P42/mnm structure and is brittle. They precipitate mainly 
along grain or phase boundaries. These particles become easily cracking during plastic deformation.  
The cracking usually occurs usually through the particle (Fig. 6a). These sharp microcracks become 
then stress raisers or Griffith cracks that provide a local stress concentration that initiate cleavage 
fracture in the ferritic phase (Fig. 6b). High amounts of sigma phase will increase number of 
microcracks or Griffith cracks formed during plastic deformation, the hardness of the ferritic phase is 
also increased. This leads to an easier cleavage fracture with smaller cleavage plans (Fig. 6c).  
 

       
Figure 6 Influence of sigma phase on cleavage in duplex stainless steel at RT. (a). Cracking of sigma 
phase, (b). Cleavage fracture in the material with about 1% sigma phase, (c). Cleavage fracture in the 
material with about 10% sigma phase.  
 

(a) (b) (c) 

σ 
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As shown in Fig. 5, the presence of small amount of Al nitrides has a small effect on the impact 
toughness comparing with sigma phase. However, at low temperature, Al nitride can also initiate 
cleavage fracture as shown in Fig. 7a. This does not happen for an Al oxide that is round and has a 
larger size (Fig. 7b). The results show that needle type of Al nitride can create a stress concentration 
that is higher than the critical stress for cleavage fracture in the ferritic phase. The morphology of the 
second particle can also play an important role to cleavage fracture.  
  

      
Figure 7 Influence of precipitate and defect on cleavage in duplex stainless steel. (a). Al nitride, (b). 
Al oxide at -130°C.  
 
Recently, hydrogen induced stress cracking (HISC) in duplex stainless steel is concerned [22]. 
Diffusion of hydrogen into the material can lead to an increase in hardness, and on the other hand 
hydrogen can accumulate at phase and grain boundaries, which causes the formation of hydrogen 
pore or voids [22], and consequently the formation of stress concentration. When the hydrostatic 
pressure in the void reaches a critical value or a critical shear stress, the void can develop into a small 
crack or Griffith crack, and eventually cleavage initiation (Fig. 8a).  Cleavage fracture propagates 
discontinuously due to the austenitic phase that acts as a hinder for crack propagation, which creates 
an unusual top-valley fracture (Fig. 8b). The cracks in the ferritic phase are mainly classical brittle 
cleavage. The herringbone pattern of fracture with the cleavage plane of {100} and two growth 
directions from <110> is the most common one (Fig. 8c). The situation here is similar to that due to 
the spinodal decomposition as discussed above.  
 
 
 

(a) (b) 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-9- 
 

    
Figure 8 Cleavage initiation and propagation in hydrogen enriched duplex stainless steel, γ –austenite, 
α-ferrite.  
 
The results and discussion above indicate that fracture initiation and propagation in duplex stainless 
steel are local processes but also have coupling effects. They can behave very differently in different 
environments.  Local approach to fracture should be applied by considering the heterogeneous 
mechanical behaviors in these two phases.  
  
4. Concluding remarks  
 
Duplex stainless steels have heterogeneous mechanical and fracture behaviors in the ferrtic and 
austenitic phases. The cleavage behavior of the material depends strongly on the microstructure and 
environments. Influences of small variations of the microstructure such as phase size, ferrite content 
and cold deformation on the DBTT are small. Spinodal decomposition and precipitates can 
significantly raise the DBTT. The cleavage propagation in duplex stainless steel can be discontinuous 
since the austenitic phase behaves as a stopper.   
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Abstract  Most of the existing local approaches for cleavage fracture derive from the assumptions that 
global failure is a weakest-link event and that only the tail of the size distribution of micro-crack initiating 
features is significant. This appears to be sufficient in predicting lower shelf toughness under high constraint 
conditions, but may fail when attempting to predict toughness in the transition region or for low constraint 
conditions when using the same parameters. While coupled ductile damage models with Beremin-like failure 
probability could be useful in the transition region, uncoupled models with “a posteriori” probability 
calculations are advantageous to the engineering community. Cleavage toughness predictions in the 
transition regime, which can be extended to low constraint conditions, are here made with improved criterion 
for particle failure and experimentally based size distribution of initiators for specific RPV steel. The model 
is shown to predict experimentally measured locations of cleavage initiators. Further, the model predicts the 
fracture toughness in a large part of the transition region and accurately predicts a measured shift with 
irradiation. All results are obtained without changes in model parameters. This suggests that the model can be 
used for assessing toughness changes due to constraint- and temperature-driven plasticity changes. 
 
Keywords  RPV steel; local failure criterion; global failure probability; transition temperature regime 
 
1. Introduction 
  
Safety assessment and life extension decisions in nuclear plant require reliable methodologies for 
predicting changes in cleavage fracture toughness behaviour of ferritic RPV steels due to irradiation 
and defect geometry effects. Local approaches (LA) to cleavage fracture are promising as these 
could account for the micro-mechanisms involved in the cleavage failure phenomenon, such as the 
nucleation of micro-cracks at second-phase brittle particles, the propagation of such micro-cracks 
within grains and the propagation of a critical micro-crack leading to component failure [1]. The 
pioneering LA to cleavage, proposed by the Beremin group [2], is based on two main assumptions: 
that the global failure probability is a weakest-link event and that the individual failure probabilities 
are dictated by local mechanical fields and specific microstructure data such as the size distribution 
and number density of cleavage-initiating particles. Assuming that the tail of the size distribution 
can be approximated by a power-law, the weakest-link statistics leads to a global failure probability 
expressed as a Weibull-type function of a generalised stress, the Weibull stress σw [2, 3]: 
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The shape, m, and scale, σu, of the Weibull function can be calibrated using fracture toughness data 
obtained with particular crack geometry at a given temperature and corresponding FE analysis [4]. 
For calibrations performed with high-constraint crack geometries at or below the ductile-to-brittle 
transition temperature, T0, the shape and scale obtained can be used with sufficiently good accuracy 
to predict cleavage fracture toughness of other high-constraint geometries at temperatures below T0 
[2-4]. However, an attempt to use the same parameters to calculate cleavage toughness under lower 
constraint conditions or higher temperatures leads to predictions that do not match experimental 
values. For cleavage fracture toughness data obtained at a given temperature with low- and 
high-constraint geometries, independent calibrations would typically show that the low-constraint m 
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is smaller than the high-constraint m (assuming that σu is not dependent on constraint), see e.g. [5]. 
This suggests that the excess of plastic deformations introduced by the lower constraint require 
reduction of m to make reliable predictions. The methodology proposed in [5] for cross-calibration 
of m between high and low constraint geometries has shown promise [5, 6], but remains limited to 
temperatures well below T0, where the lower constraint conditions do not introduce substantial 
increase in plastic deformations relative to the high constraint case. This may prove problematic 
when used to predict cleavage fracture toughness for short cracks in irradiated material, where the 
reference temperature is shifted to higher values. To predict the irradiation effects on cleavage one 
needs a reliable model for the ductile-to-brittle transition (DBT) regime. Here, however, the Weibull 
parameters need to be varied to match experimental data. One possibility is to keep the shape 
parameter constant, which leads to temperature dependence of the scale, σu [7, 8]. Another 
possibility is to keep the scale parameter constant, which leads to temperature dependence of the 
shape, m [9, 10]. As for the low-constraint situation, m needs to be reduced with increasing 
temperature, i.e. with enhanced plasticity. 
 
Considering the physical basis for the Beremin LA [2, 3], the current state of affairs is not 
satisfactory, because the Weibull parameters must depend exclusively on the material microstructure. 
If the model for individual failure probability accounted adequately for the local fields and 
microstructure effects on particle failure, and the global failure were a weakest-link event, then the 
changes in plasticity due to constraint reduction or temperature increase should be already 
accounted for, leaving the Weibull parameters constants. In particular, m should be linked to the 
shape of size distribution of cleavage initiation particles, while σu should depend on the elastic 
properties and surface energy of the material as well as on the scale of the particle size distribution. 
Since these parameters do not change noticeably with constraint or temperature, the need to vary m 
and σu at increasing plastic deformations suggests that the link between physics and mechanics 
breaks. One possibility is that the individual failure probability model does not account adequately 
for the mechanical and particle size effects. A second possibility is that with the increase of plastic 
deformations the population of micro-cracks that needs to be accounted for in the weakest-link 
statistics becomes larger than the tail of the distribution, approximated by power-law in the 
Weibull-stress models. A third possibility is that the weakest-link assumption becomes increasingly 
invalid with increasing plasticity and micro-crack interaction effects need to be accounted for. 
 
To improve the individual failure probability, the effect of the plastic strain has been introduced in 
modifications of the Beremin model [11, 12] as well as in incremental formulations [13]. Recently, 
in addition to plastic strains the effect of stress triaxiality has also been introduced [14]. In a 
previous work [15], we have compared these models with the original Beremin and demonstrated 
that they provide improvements in the predicted failure probability profiles ahead of cracks with 
different constraints. This comparison has been done against a large set of experimental data for the 
locations of cleavage initiation sites reported in [16]. However, the prediction of the cleavage 
fracture toughness temperature dependence with these models remained unsatisfactory when 
performed with single set of Weibull parameters calibrated at T0. The effect of particle size on local 
failure probability was first proposed in [17]. The model now known as WST, however, remained as 
a microstructure-informed local model and to our knowledge had not been applied for global failure 
predictions. A different direction of work considers ductile damage prior to cleavage in the DBT 
regime, employing damage models for the material behaviour coupled with subsequent calculation 
of failure probability following Beremin [18, 19]. This approach has the potential to capture better 
the fracture behaviour in the DBT, but the models are presently too simplified with no interaction of 
void growth and micro-cracking at microstructure level [20]. Until advanced coupled models are 
developed and tested, the wider engineering community would benefit from a simpler uncoupled 
cleavage fracture model for the DBT region. 
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In [15] we have proposed a model incorporating mechanical and particle size effects and 
demonstrated that it provides excellent predictions for failure probability profiles. In this work we 
report on application of the model to predict cleavage fracture toughness in DBT regime. We focus 
on the first two possibilities mentioned above: to improve individual probability of failure and to 
account directly for the real particle size distribution rather than approximating the tail. The validity 
of the weakest-link assumption for the calculation of global probability is maintained. The model is 
applied to specific RPV steel, Euro Material A, for which fracture toughness data is available in [21] 
and particle size distribution, obtained via metallographic analyses, is given in [22]. 
 
2. Theory and model 
 
LA methods share a common philosophy based on two distinct components. Firstly, the local 
mechanical fields provide a local or ‘individual’ probability of failure when linked to the size 
distribution of the micro-crack initiators. The individual probability of failure at location i is 

( ) drrfpp
icr

icif ∫
∞

=
,

,, ,          (2) 

where f(r) is the probability density of initiators’ sizes, pc,i is the probability of micro-crack 
nucleation, and rc,i is a critical micro-crack size at location i. Note, that pc f(r) is the probability 
density of nucleated micro-crack sizes. Existing LAs can be recast into Eq. (2) albeit with different 
definitions of pc and rc. For example in [2-4] pc = 0 or 1 for zero and non-zero plastic strains. In [11, 
12] pc scales with the equivalent plastic strain, while in [14] pc scales with the equivalent plastic 
strain and exponent of the stress triaxiality. In [13] pc is a more complex function of stress and 
plastic strain increments. In all cases rc is defined via Griffith or plasticity-modified Griffith 
criterion. Common feature of [2-4, 11-14] is that pc is independent of particle size. 
 
Secondly, it is assumed that the individual failure events are independent. This allows the 
weakest-link argument to be invoked for calculating the global failure probability, so that 

( ) ( )∏
=

−−=
N

i
iff pVP

1
,11 ,         (3) 

where N is the number of possible weakest-links, i.e. active micro-cracks, in volume V. In practice, 
LAs are applied to FE solutions of cracked components, where the mechanical fields are constant 
within an integration point volume, Vi. The failure probability of such a volume is thus 

( ) ( ) ( ) iii V
if

N
ifif ppVP ρ

,, 1111 −−=−−= ,     (4) 

where Ni = ρi Vi is the number of micro-cracks in Vi, and ρi  is the density of the micro-cracks. 
Strictly speaking ρi = ρ pc,i, where ρ is the density of initiating particles in the material. The 
component probability of failure is then calculated by repeated application of (3) to get 

( ) ( )∏
=

−−=
IP

i

V
iff

iipVP
1

,11 ρ ,        (5) 

where the product is taken over all integration points. When pc is independent of particle size, Eq. (2) 
can have a closed-form solution in terms of critical micro-crack sizes, rc. With a power law 
approximation for particle sizes and assuming small individual failure probabilities, Eq. (5) yields 
the Weibull-stress function in Eq. (1). We use Eq. (5) directly for global failure probability, because 
the experimental particle size distribution, Section 2.1, and our expression for individual failure 
probability, Section 2.3, do not allow for closed form solution of Eq. (2). 
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2.1. Experimental data 
 
The material analysed is an RPV 22NiMoCr37 ferritic steel, known as Euro Material A, for which 
we have the mechanical and fracture toughness properties at a number of temperatures and 
irradiation states within the lower shelf and in DBT from the Euratom FP6 project PERFECT [21] 
and FP7 project PERFORM60. The temperature dependence of Young’s modulus E, proportionality 
stress σ0, and ultimate tensile strength σu under un-irradiated conditions are 

20600090 +−= TE ,             (6) 

( )91exp9.632.4210 T−+=σ , ( )108exp2.701.564 Tu −+=σ ,       (7) 

where T is in oC and E, σ0, and σu are in MPa. Poisson's ratio is ν = 0.3 independent of temperature.  
For the irradiated state considered here, fluence of 4.3 x 1019 n cm-2, En > 1 MeV at 285oC, E is 
given by Eq. (6) while σ0 and σu are given by 

( )2.95exp1.624.4900 T−+=σ , ( )2.188exp1.1552.524 Tu −+=σ .   (8) 

The fracture toughness properties of Material A were determined according to the ASTM standard 
[23] using SEN(B) specimens in three-point bending [21]. This standard is based on the Master 
Curve formalism, which defines the temperature dependence of a reference toughness, K0, relative 
to a reference temperature, T0, at which K0 = 108 MPa√m, for high-constraint cracked geometries 
with reference crack front length B0 = 25.4 mm 

( )[ ]00 019.0exp7731 TTK −+= .       (9) 

The scatter in measured cleavage fracture toughness values is described as a function of the 
probability of failure, p, and the actual crack front length, B, with 

( )
4141

0
min0min 1

1ln ⎟⎟
⎠
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⎝

⎛
−

⎟
⎠
⎞
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⎝
⎛−+=

pB
BKKKK p ,    (10) 

where Kmin is a temperature independent threshold toughness, Kmin = 20 MPa√m in [23]. Eqns. (9) 
and (10) define the cleavage fracture toughness behaviour of a material with known T0. The 
reference temperatures for deep-notch (a0/W = 0.5) specimens reported in [21] are T0 = -104ºC for 
un-irradiated and T0 = -78ºC for irradiated state. In the present work, we assume that Eqns. (9) and 
(10) provide a relevant representation of experimental data and assess our model against it. 
 
The density and size distribution of cleavage initiating particles in Material A have been reported in 
[22]. The nature of the initiators has been determined by fractography revealing that cleavage in this 
material initiated predominantly at metal carbides, specifically M3C and M23C6, and occasionally at 
carbide-sulphate composites. Comprehensive metallographic examination of carbides provided 
number density ρ = 7.6×1017 m-3 and a probability density of particle sizes which was fit by 
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00
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r
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βrf ,       (11) 

with shape β = 2.7 and scale r0 = 0.036 μm. 
 
2.2. Micro-mechanically informed model 
 
The expression for the probability of particle failure is based on experimental observations that this 
probability depends not only on the mechanical fields but also on the particle size, similarly to the 
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WST model [17]. The rationale is that larger particles have higher probability of failure than smaller 
particles under identical mechanical conditions. The particles are assumed to be elastic-brittle with 
elastic constants equal to those of the matrix as a first approximation. The principle stresses, Σα, in a 
particle can be given in terms of the principal stresses, σα, and plastic strains, εp

α, in the matrix with 

321
1

,,α,ε
ν

EσΣ p
ααα =

+
+= .       (12) 

The criterion of particle failure is based on a critical value of the strain energy density in a particle 
associated with failure normal to the maximum principal stress. This is given by 

hIIc ΣΣ
E
νΣ

E
νψ −

+
= 21 .         (13) 

where ΣΙ and Σh (=σh) are the maximum principal and the hydrostatic stress in the particle, 
respectively. If a particle of size r ruptures normally to the maximum principal stress upon 
achieving some critical condition, the energy lost (or the work of rupture) will be proportional to Ψc 
= r3

 ·ψc. The survival probability, ps, of the particle must decrease with increasing work of rupture, 
which can be written in the form 

0Ψ
dΨ

p
dp c

s

s −= ,           (14) 

where Ψ0 is a scaling energy. The survival probability at a given Ψc can be determined by 
integrating Eq. (14) from the initial value of the work of rupture, which is zero, to the current value.  
The probability of particle rupture, pc, is one minus the survival probability 
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where the rupture energy density scale ψ0  = Ψ0 / r0
3 is introduced for convenience. Note, that Eq. 

(15) incorporates the effects of plastic strain and stress triaxiality. Increased plastic strains will 
result in increased ψc and hence probability of micro-crack formation. Inversely, increased 
hydrostatic stress, which could lead to micro-crack blunting, will result in reduced ψc and hence 
probability of micro-crack formation under equal other conditions, see Eqns. (12) and (13).  
 
We use Eq. (15) and Eq. (11) into Eq. (2) to calculate individual probabilities of failure at the 
integration points by numerical integration. The lower limit of the integral, i.e. the critical 
micro-crack size, is defined with a heuristic argument leading to a new modification of the Griffith 
criterion. We assume that the behaviour of a micro-crack of radius r formed in the plastic matrix 
corresponds to a fictitious micro-crack with rf >r in an elastic matrix. The crack opening 
displacement of a penny-shaped crack of radius rf in an elastic material subject to normal stress σI is 

( ) ( )
ff

I rxxr
E

xu <<−
−

= 0,14 22
2

π
σν .    (16) 

The blunting of the physical micro-crack formed after particle rupture can be approximated by rεp
Ι. 

The fictitious micro-crack size is then defined in such a way that the opening at x = r equals the 
blunting of the physical micro-crack, i.e. u(r) = rεp

Ι. Solving Eq. (16) with this constraint leads to 
the following expression for the fictitious micro-crack size 
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2
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σν
επ .        (17) 

Used in conjunction with the Griffith criterion an effective critical micro-crack size can be defined 
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The square-root factor in Eq. (18) replaces the exponent of plastic strain in the modified Griffith 
criterion used previously [2-14]. As before, it is intended to account for the reduction in crack 
driving force due to plastic dissipation in the matrix. The difference is that in the case of Eq. (18) 
the effect is not only dependent on the plastic strain but also on stress triaxiality via the ratio 
between the maximum plastic strain and the maximum stress. 
 
2.4. FE model  
 
The developed LA has been applied to an FE model of Pre-Cracked Charpy-V (PCCV) specimens 
used in the tests [21]. These were 30 mm thick, 200 mm long and 25.4 mm deep. Here, this is 
modelled in 2D under plane strain conditions. Crack depth was 12.7 mm representing high 
constraint conditions. Rigid loading rollers were positioned with a total span of 180 mm (i.e. 10 mm 
from the specimen edge) and at the crack back-face. The FE model, with account for symmetry, was 
created and analysed with ABAQUS 6.11 [24]. The crack tip region was modelled as a fine blunt 
notch with a radius of 25 μm for use in large strain analyses. The crack tip elements were 5 μm long 
and 0.6 μm wide. In total 34,000 CPE8R elements were used. Model illustration is given in Fig. 1. 
 

 
 

Figure 1. FE Model of 3PB specimen 
 
We considered a range of temperatures in un-irradiated and irradiated states, spaced between 
approximately ±60oC of the un-irradiated T0 in a maximum of 10oC increments. Power-law 
stress-strain relation was used to describe material behaviour at each temperature, such that ε = σ /E 
for σ <σ0, and ε = (σ0 /E) (σ /σ0)n for σ >σ0, where E was determined from Eq. (6) and σ0 was 
determined from Eqns. (7) or (8). The power law exponent, n, was found using the Considère’s rule 
describing the stress-strain condition at the point of loss of stability, represented by σu. 
 
Loading was applied by displacing the bottom loading pin into the specimen whilst preventing the 
top pin from moving. It was also necessary to apply boundary conditions to the loading pins to 
prevent free rotation and unwanted displacement. Standard contact was used with a small 
adjustment of 0.015 mm to the mesh around the rigid surface of the loading pins to ensure correct 
transference of the load. The contact was also modelled as having no separation, ensuring contact 
throughout the analyses. Large strain analyses were performed in all cases. 
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In each analysis the J-contour integral, calculated by Abaqus, was used to determine the stress 
intensity factor for comparisons with Master Curve. The validity of J for this purpose can be 
questioned as the applied load caused the plastic zone to reach the back face and interact with the 
loading pin, preventing the contour zone from fully encompassing the plastic zone. To try and 
encompass as much of the plastic zone as possible up to 80 contours were taken away from the 
crack tip node set. Thus, the estimate of J covered as much of the plastic zone as possible whilst 
remaining contained in the model. Validation of the model was performed that provided confidence 
in the model, loading and extracted values of J. 
 
3. Results and discussion 
 
For known carbide distribution parameters, β and r0, in principle the model requires a single 
calibration of the rupture energy density scale, ψ0, in Eq. (15). This can be performed by comparing 
experimentally measured positions of cleavage initiation sites with the profile of the individual 
failure probability ahead of the crack, calculated using Eq. (2) with Eqns. (15) and (18). For surface 
energy γs = 2.4 Jm-2 available for typical ferritic steels in the literature [25] and β =2.7 we have 
previously calibrated ψ0 using experimental data for Material A at several constraints and 
temperatures taken from [16] and found a value ψ0 =105 that was fairly insensitive to such changes 
[15]. Here, we used this value for all cases analysed. However, to investigate the sensitivity of the 
results to variations in carbide size distribution we considered two shapes: the experimental β =2.7 
and a higher β =4. To accommodate for this, keeping ψ0 =105, we calibrated γs at a single 
temperature, T0 for the un-irradiated material, so that at applied K = 100.3 MPa√m the model 
predicted 50% probability of cleavage. The calibrated values for γs were 2 Jm-2 for β =2.7 and 8 
Jm-2 for β =4. Note that the calibrated γs for β =2.7 is within 20% to the literature value. 
 
Fig. 2 shows two failure probability profiles as functions of normalised distance ahead of the crack 
obtained with β =2.7 and β =4 and the calibrated ψ0 and γs. For both profiles r0 = 0.036 μm is used. 
The green stars show experimentally measured locations of cleavage initiation sites reported in [16] 
for SEN(B) specimens with deep cracks tested to fracture at several temperatures. The results are 
normalised so that the maximum individual failure probability is at unity. Note that the predicted 
profiles do not change significantly with the shape β, suggesting a small dependence of the 
calibration results on particle size distribution. Clearly, the model captures the peak location of 
initiating particles accurately and approximates the overall shape sufficiently well. The 
experimental β =2.7 appears to give a slightly better fit.  
 

 
Figure 2. Individual failure probability predicted by proposed model with β = 2.7 and β = 4. 
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The predictive bounds from the model compared to both experimental data and the Master Curve 
are given in Fig. 3 for the un-irradiated material for both the β =2.7 (left) and β =4 (right) carbide 
size distributions. It can be seen that our model provides a good fit of the experimental data for both 
values of β with only a couple of points slightly outside the lower bound prediction. This, however, 
is also observed for the Master Curve. The comparison to the Master Curve is very good over the 
lower transition region before becoming slightly wider at higher temperatures. This provides 
confidence in the finite element analyses and developed local approach model. That the results 
widen at higher temperatures is likely to be an effect of plasticity which could manifest in both the 
accuracy of the finite element analyses and of the assumptions in the local approach model. The 
effect of changing β is only slight over the lower DBT transition region, where the higher value of β 
provides a narrower probability bound, as reflected in Fig. 2. 
 

  
Figure 3. Temperature dependence predicted by proposed model with β = 2.7 (left) and β = 4.0 (right) for the 

un-irradiated material. Experimental data and Master Curve predictions shown for comparison. 
 

  

Figure 4. Temperature dependence predicted by proposed model with β = 2.7 (left) and β = 4.0 (right) for the 
irradiated material (4.3 x 1019 n cm-2, En > 1 MeV at 285oC). 

 
The predictive bounds from the model for the irradiated material are given in Fig. 4, again with β 
=2.7 (left) and β =4 (right) carbide size distributions. It can be seen that both the developed model 
and the Master Curve profiles provide a good fit to the experimental data. It must be emphasised 
that our model’s predictions are based only on the changes in the tensile properties from the 
un-irradiated analyses while the calibrated model parameters were the same. At the same time the 
position of the Master Curve is dictated by the experimentally determined T0 for the irradiated state. 
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If assessed in terms of a shift in the Master Curve T0 value the proposed model provides a +33oC 
reference temperature shift, whereas the Master Curve assessment provides a +29oC shift. This 
means that the model has, for this case, accurately predicted the shift in toughness with irradiation 
with some additional safety margin. 
 
The strong side of the proposed model is that it offers a microstructure-property relation that 
remains as true to the physics as presently possible within the constraints of the uncoupled material 
behaviour and the weakest-link assumption. The model takes directly microstructure data: the 
density of initiators and the probability distribution of their sizes, which can be determined by 
metallography. It basically requires the calibration of a single parameter: the rupture energy density 
scale, for which the additional information for positions of cleavage initiators can be determined by 
fractography. In the particular case reported here, the surface energy was also calibrated. This 
however was necessary to study a distribution with a higher than the experimental shape, while the 
scale parameter and density of initiators remained the same. It should be noted that the shape, scale 
and density are intrinsically related for a given material, so that the need to calibrate the surface 
energy could be eliminated for accurate experimental data. We have shown, at least in principle, that 
by advancing the local failure probability expression and accounting for a “real” size distribution 
data, one can achieve improved predictions for cleavage fracture toughness, certainly in the lower 
transition region. The outcome at higher temperatures is not yet satisfactory, but the reason for this 
could be the third possibility described in the introduction: interactions between micro-cracks, the 
density of which increases with plasticity, may become strong enough to invalidate the weakest-link 
assumption behind the current model. This will be a subject of future investigations. 
 
4. Conclusions 
 

• The proposal offers a microstructure-informed strategy for calculating the probability of 
failure in a large part of the DBT region. 

• The calibration provides an estimate of surface energy that is close to values available in the 
literature, indicating that if all available parameters were well defined, the model would 
provide meaningful predictions of fracture toughness. 

• The predicted initiation sites (individual probability profiles) correspond very well with 
experimentally determined initiation sites for this material. 

• Cleavage toughness predictions in the DBT regime correlate well with both experimental 
data and Master Curve fits in the un-irradiated state. 

• On changing the tensile properties to consider irradiation, the shift in fracture toughness and 
spread of experimental results are well predicted. This is achieved with a single calibration 
at one temperature in the unirradiated state.  
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Abstract Fracture toughness is required for assessing structural integrity of reactor pressure vessels (RPV). 
However, it has been long recognized that load history effects can increase the apparent toughness, which is 
not considered in practical rules assessment. This could lead to over pessimistic assessment in case of 
thermomechanical transient. The so-called warm prestress (WPS) effect corresponds to the absence of crack 
propagation after prestressing if the load is held constant or decreased as the temperature is decreased. This 
study investigates the WPS effect on A508 Cl3 RPV steel, focusing on transient loadings in which the load is 
increased during cooling, with a twofold aim. Firstly to investigate experimentally to which extent it is 
possible to go beyond the WPS effect by progressively increasing the slope of the transient. Secondly, to 
assess numerically the ability of local approach to fracture (LAF) models to quantitatively predict the 
experimental results. The evolution of local quantities such as opening stress, cumulated plastic strain, 
triaxiality close to the crack tip are finally described in details. 
 
Keywords Warm prestress effect, Cleavage fracture, RPV steel, Local approach to fracture 
 
1. Introduction 
 
  The warm prestress (WPS) effect describes the fact that, when a crack is loaded at a 
temperature T1 to a stress intensity factor K1, no fracture will occur if the stress intensity factor 
decreases or is held constant between T1 and T2 < T1, even if the fracture toughness of the virgin 
material (i.e without prior loading) is exceeded [1, 2]. The WPS effect has been the object of several 
experimental studies on ferritic steels (see e.g. [3]) as security assessment of nuclear reactor 
pressure vessels (RPV) requires to consider the case of a loss of coolant accident (LOCA) in which 
the vessel is subjected to a mechanical loading associated with a variation of the temperature. In this 
particular case, the embrittlement due to neutron irradiation has to be considered and, in the 
perspective of prolongation of nuclear power plant lifetime, the WPS effect has to be well 
understood in order to justify security margins. In this paper, we study the WPS effect on French 
RPV 16MND5 (similar to A508 Cl3) steel, focusing on transient loadings in which the load is 
increased while cooling the specimen (Fig. 1). Our aim is first, from an engineering point of view, 
to quantify how much it is possible to go beyond the conservative principle of WPS effect, i.e. no 
propagation if the load is held constant or decreased during cooling. Secondly, we use these WPS 
cycles to compare the numerical predictions of local approach to fracture (LAF) models, the 
differences being discussed by looking in details at the evolution of the crack tip stress/strain fields.  
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2. Experimental results 
 
2.1 Mechanical tests 
 
The material studied is a 16MND5 steel (similar to A508 Cl3 steel) that originates from a forged 
nozzle shell of a pressurized water reactor of 220 mm thickness [4]. CT specimens precracked at a 
ratio a0/W ~ 0.56 (where a0 is the fatigue precrack length and W the width) are tested using ASTM 
E1921 standard recommendations [5]. Isothermal fracture toughness tests were performed using 
specimens of two different thicknesses (B=12.5 and 25 mm), leading to a reference temperature, T0, 
equal to -104.7°C [4]. 
                          
WPS experiments presented in this study were performed using standard CT specimens with a 25 
mm thickness. Four different types of WPS cycles were conducted: LCF (Load-Cool-Fracture), 
LCDKF (Load-Cool-Decreasing K-Fracture), LCIKF (Load-Cool-Increasing K-Fracture) and 
LCOIKF (Load-Cool-Oscillating Increasing K-Fracture) (Fig. 1). For all the WPS cycles, the 
loading sequence was: (i) Loading up to 500 N under displacement control with a crosshead speed 
of 0.25 mm/min, (ii) loading up to KWPS under extensometer control at 0.1 mm/min, (iii) Cooling 
from TWPS down to Tfrac under load control with a temperature rate of -1.5°C/min, (iv) Reloading up 
to fracture under extensometer control at 0.1 mm/min if the specimen survived the transient. All 
values of K presented here, at WPS loading and fracture levels, are elastic values, thereafter noted 
Kel, calculated according to ASTM E 1921 [5]. 
 

2.1 Synthesis of the experimental data 
 
The whole set of WPS experiments that were performed in this study are presented in Table 1. The 
first four cycles give us a reference base which will be useful for comparison to the main object of 
the study, LCIKF cycles. All specimens survived to the transient and failed during reloading phase. 
From all the WPS tests performed, the following observations can be made: 
 

• LCF and LCDKF cycles performed on the 16MND5 RPV steel confirmed the numerous 
experimental results on ferritic steels published in the literature, i.e. no propagation if the 
load is held constant or decreased during cooling ;  
 

• LCIKF cycles performed in this study confirm and extend the previous results [6, 7] that a 
critical slope has to be exceeded to induce cleavage during cooling. 
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Figure 1 : Overview of all the transient loadings studied (LCF/LCOIKF (a), LCDKF (b), LCIKF (c)). Note 
that Master Curve confidence bounds are obtained considering elasto-plastic fracture toughness values, KJc, 
so that comparison with elastic values of stress intensity factors are not strictly valid. 
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Table 1 : Experimental results on CT specimens are given for the various WPS cycles. * For LCOIKF cycle, 
the mean slope ΔK/ ΔT is given. 

 
3. Numerical modeling 
3.1 Local approach to fracture 

 
As the local approach to fracture needs an accurate description of the stress/strain fields at the crack 
tip, the mechanical behavior of the material has to be modeled as precisely as possible, as well as 
the evolution of the characteristics with temperature. Large plastic deformations occur during the 
pre-loading at the crack tip, producing work-hardening so that finite strain formalism was used. 
Thus, elasto-visco-plastic constitutive equations were used in order to describe accurately the 
behavior of the material [8]: 

 

 

 
 

where p is the cumulated plastic strain, s the stress deviator and f(σ,p) the yield surface. The 
parameters determined  in  previous studies [4,9] are given in Table 2 and allow reproducing 
accurately both smooth tensile and notched tensile tests up to plastic strains of about 40% (Fig. 3). 
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Table 2 : Young's modulus, Poisson's ratio and visco-plastic coefficients for 16MND5 steel 

 

 
Figure 2 : Tensile curves at different temperature for 16MND5 steel. Open symbols correspond to the 
experimental data, solid lines to the modeling. Inset: Applied force vs. diameter reduction for AE notched 
specimens (notch radius 0.6mm, initial diameter φ0=6mm). All the mechanical tests correspond to a strain 
rate of ε = 5.10-4s-1. 
 

All the analysis were performed using the finite element software Cast3m [10] using the 
elasto-visco-plastic constitutive equations described above. CT specimens are modeled with 2D 
plane strain, quadratic, full integration elements. 
 

Two different LAF models were used to predict the probabilities of cleavage fracture. The first one 
is the seminal Beremin model [11] modified to account for non-monotonic loadings [12]. The 
second is a simplified version of the model proposed by Bordet [6,13] which has the particularity to 
account explicitly for the necessity of active plasticity to trigger cleavage. The fracture probability 
for both models can be written as: 
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where σI is the largest principal stress and σY the yield stress. In both models, the normalization 
volume V0 is taken to be 0.001mm3, and in the Bordet model, the reference yield stress σY,0 = 
650MPa. The parameters σu and m have to be determined independently for each model to 
reproduce the experimental results of fracture toughness without prestressing. A F.E. simulation of 
a CT specimen was performed at -150°C, and the Beremin and Bordet models parameters were 
fitted so as to reproduce the fracture probability given by the Master Curve approach (with a 
reference temperature T0 = -104.7°C). The parameters obtained are given below: 
 

 
 
As shown in [8,14], for this steel a constant value of σu can be used only on a typical range 
[-150:-50°C], higher values being needed at higher temperatures. However, for the LCIKF cycles 
where cleavage is potentially expected, the loading path is under the Master Curve for T>-50°C (see 
Fig. 1), so that no cleavage fracture is expected. The temperature dependence of σu is thus not 
considered here. For practical reasons, when post-processing the simulations, the value of σu is 
taken as constant in the range [-150:-50°C], and to a very high value above. The results from LAF 
models - corresponding to probability of failure of 5%, 50% and 95% - and their comparisons with 
experimental data are shown in Fig. 3.  

 

 
Figure 3 : Elastic stress intensity factor Kel at fracture for the different WPS cycles. Dots correspond to the 
experimental data, dashed and solid lines to the fracture probability of 5%, 50% and 95% for Beremin and 
Bordet models, respectively. 
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Several observations can be made from the comparison in Fig. 3: 
 

• For the LCF and LCDKF cycles, both models give predictions in good agreement with 
experimental data, Bordet model being less conservative than the Beremin model. 

 
• For LCIKF cycles, both models underestimate the toughness after warm prestressing, but 

predictions from Bordet model are closer to the experimental data. 
 

• For all transient loadings, the scatter after warm prestressing is larger for Bordet model than 
for Beremin model.  

 
These results tend to indicate that, after warm prestressing, the simplified version of the model 
proposed by Bordet gives more accurate predictions than the Beremin model which is more 
conservative. To better understand and assess the physical hypothesis used in the models – and thus 
why do they lead to slightly different results - the evolution of mechanical quantities such as plastic 
zone size and stress/strain fields during the WPS cycles are investigated in more details in the 
following section. 
 
3.2 Evolution of local parameters 

 
The basic assumption for the WPS effect to happen is that the size of the plastic zone at reloading is 
much smaller than the one at preloading. In other words, this means that the material keeps the 
memory of the prestressing at high temperature. Conversely, if the size of the plastic zone when 
reloading is much larger than the one at preloading, no WPS effect is expected. The evolution of the 
size of the active plastic zone as a function of the temperature is shown in Fig. 4 for LCIKF cycles. 
The size is normalized by the square of the thickness B2, which confirms the plane strain 
assumption. For all the transient, the size is roughly constant up to a temperature of about -75°C, 
and then decreases drastically. In the temperature range where the size of the plastic zone is large, 
the path is under the Master Curve, thus no cleavage is expected. When the paths goes through the 
Master Curve and above, plasticity is almost not active - except on a very small area close to the 
crack tip - which explains roughly why cleavage fracture was not observed for the LCIKF cycles. 
Note that the evolution of the active plastic zone size could have been guessed without F.E. 
simulations: under small scale yielding assumption plastic zone extent scales as (K/σY)2 and K 
increases linearly with temperature in LCIKF experiments, while σY increases exponentially.  
 

Beremin and Bordet models both account for active plasticity, by integrating Weibull stress on the 
active plastic zone for the former, by considering nucleation of microcracks that depends on plastic 
strain for the latter so that the models will not predict cleavage fracture during the studied 
transients. 
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Figure 4 : Evolution of the active plastic zone for LCIKF cycles. 

 
The history of local mechanical parameters - principal stress σI, cumulated plastic strain p and 
triaxiality τ - at the physical point where cleavage is triggered (identified by SEM investigations) 
were computed for each specimen. The results corresponding to the different experiments are 
shown in Fig. 5 where circles indicate cleavage fracture. The case of an isothermal test was added 
in Fig. 5 for comparison. 
 

For all the experiments, the maximum principal stress and the cumulated plastic strain are 
increasing at cleavage triggering. This is consistent with the hypotheses of Beremin type models 
that consider the necessity of plastic flow to initiate microcracks and a stress-controlled propagation. 
Moreover, we note that the value of principal stress at which the cleavage fracture is triggered is 
almost the same for all the experiments (with or without warm prestressing), about 2250MPa, 
whatever the level of plastic strain, reinforcing the idea of a critical stress needed to propagate 
cracks. Note that this value of critical stress is higher than the one found in [4], as our modeling 
slightly overestimates stresses at large strains (see inset fig. 3). Compared to the isothermal test, the 
plastic strain at fracture - and its evolution with stress - is larger for WPS tests. The evolution of the 
triaxiality vs. stress is also different for WPS tests than for isothermal tests, which suggests that 
LAF models should include the effect of triaxiality. 
 

 
Figure 5: Evolution of plastic strain as a function of the principal stress (b) and triaxiality (b) at the location 
where cleavage was found to be triggered from microstructural investigations. Solid lines correspond to WPS 
experiments, dashed lines to isothermal test at -150°C. 
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Results from Fig. 5, and especially the different levels of plastic strains for a given stress that can be 
achieved in WPS experiments compared to isothermal tests, suggest that integrating over the active 
plastic zone may not be enough to account for the necessity of plastic strains. This may explain why 
considering strain-controlled germination of microcracks as in the Bordet model leads to better 
estimate of fracture toughness after prestressing.  
 
4. Conclusion 
 
In this study, the warm prestress effect on 16MND5 RPV steel was studied, focusing on transient 
loadings in which the load increases during cooling. The existence of a critical slope under which 
no propagation occurred is confirmed for this steel. Looking at the evolution of the active plastic 
zone gives some insights into the physical explanation of this critical slope: in the last part of the 
transient where the loading path is above the Master Curve, plasticity is confined to the vicinity of 
the crack tip and is much smaller than the size of the plastic zone at prestressing. Local approach to 
fracture models give predictions in good agreement with experimental data, a simplified version of 
the model proposed by Bordet et. al. leading to more accurate predictions The difference between 
the two models investigated is explained by looking at the evolution of stress, strain and triaxiality 
close to the crack tip: compared to an isothermal test, cumulated plastic strain can be larger for a 
given stress for WPS tests, suggesting that accounting explicitly for the necessity of plastic strain – 
as in the Bordet model – is required. 
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Abstract  This work presents a numerical and experimental investigation into the applicability of 

precracked Charpy specimens to determine the T0 reference temperature for pressure vessel steels. A central 

objective is evaluate the effectiveness of the Weibull stress model to correct effects of constraint loss in 

PCVN specimens which serves to determine the indexing temperature T0 based on the Master Curve 
methodology. Fracture toughness testing conducted on an A285 Grade C pressure vessel steel provides the 

cleavage fracture toughness data needed to estimate T0. For the tested material, the Weibull stress 

methodology yields estimates for the reference temperature from small fracture specimens which are in good 
agreement with the corresponding estimates derived from testing of much larger crack configurations. 

 

Keywords  Cleavage Fracture, Constraint Effects, Weibull Stress, Master Curve, PCVN Specimen 

 

1. Introduction 
 

Standard compact tension and three-point bend specimens containing deep, through cracks 

( ≥Wa 0.5) are commonly employed in fracture toughness testing of ferritic steels in the 

ductile-to-brittle transition (DBT) region. The primary motivation to use deeply cracked specimens 

is to guarantee SSY conditions leading to high crack-tip constraint with limited-scale plasticity. 

Under these conditions, fracture toughness values (such as the J-integral at cleavage instability, cJ , 

or the elastic-plastic stress intensity factor, JcK ) prove effective to characterize the essentially 

stress-controlled failure by a transgranular cleavage mechanism. 

 Current structural integrity assessment procedures for reactor pressure vessels (RPVs) focus on 

the utilization of small fracture specimens to facilitate experimental measurements of fracture 

toughness data. In particular, three-point bend testing of precracked Charpy (PCVN) specimens 

become necessary when severe limitations exist on material availability, for example, in nuclear 

irradiation embrittlement studies, as this specimen configuration is predominant within surveillance 

capsule programs. However, the measuring capacity of these specimens for fracture toughness prior 

to constraint loss may be insufficient for moderate strength pressure vessel and structural steels. 

Once constraint loss occurs, measured values of cleavage fracture toughness ( cJ , JcK ) increase 

markedly as the global plastic deformation interacts with the local crack front fields (governed by J) 

thereby relaxing the level of stress triaxiality. Moreover, cleavage fracture is a highly localized 

phenomenon which exhibits strong sensitivity to material characteristics at the microlevel. In 

particular, the random inhomogeneity in local features of the material causes large scatter in 

measured values of cleavage fracture toughness. The coupled effects of constraint loss and inherent 

scatter of toughness values in the DBT region greatly complicate the development of fracture 

mechanics assessments based on small specimen data. 

Motivated by these observations, this work explores application of a micromechanics model to 

determine the 0T  reference temperature for pressure vessel steels from precracked Charpy (PCVN) 

specimens. A central objective is evaluate the effectiveness of the Weibull stress model to correct 

effects of constraint loss in PCVN specimens which serves to determine the indexing temperature 

0T  based on the Master Curve methodology. Fracture toughness testing conducted on an A285 
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Grade C pressure vessel steel provides the cleavage fracture toughness data needed to estimate 0T . 

For the tested material, the Weibull stress methodology yields estimates for the reference 

temperature, 0T , from small fracture specimens which are in good agreement with the 

corresponding estimates derived from testing of much larger crack configurations. 

 

 

2. Overview of the Weibull Stress Model for Cleavage Fracture 

 
2.1. Weakest Link Modeling of Cleavage Fracture 

 

Extensive work on cleavage fracture in ferritic steels demonstrates that cracking of grain boundary 

carbides in the course of plastic deformation and subsequent extension of these cracks into the 

surrounding matrix governs failure. The inherent random nature of failure micromechanism causes 

large scatter in the measured values of cleavage fracture toughness for ferritic steels tested in the 

DBT region thereby complicating quantitative assessments of fracture behavior in terms of 

meaningful toughness values. A continuous probability function derived from weakest link statistics 

conveniently characterizes the distribution of toughness values, described by cJ -values, as [1]  
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which is a three-parameter Weibull distribution with parameters ),,( 0 thJJα . Here, α  denotes 

the Weibull modulus (shape parameter), 0J  defines the characteristic toughness (scale parameter) 

and thJ  is the threshold fracture toughness. Often, the threshold fracture toughness is set equal to 

zero so that the Weibull function given by Eq. (1) assumes its more familiar two-parameter form. 

The above limiting distribution remains applicable for other measures of fracture toughness, such as  

JcK  or δ  (CTOD). Under SSY conditions, the scatter in cleavage fracture toughness data is 

characterized by 2=α  for cJ -distributions or 4=α  for JcK -distributions [2]. 

 A number of micromechanics models to describe transgranular cleavage, most derived from the 

local approach philosophy, have focused on probabilistic methodologies which couple the 

micromechanical features of the fracture process with the inhomogeneous character of the near-tip 

stress fields. By adopting weakest link arguments to describe the failure event, the overall fracture 

resistance is assumed to be driven by the largest fracture-triggering particle that is sampled in the 

fracture process zone ahead of crack front. This approach enables defining a probability distribution 

for the fracture stress of a cracked solid with increased loading (represented by the J-integral) in 

terms of a two-parameter Weibull distribution [3-5] in the form 
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where Ω  denotes the volume of the (near-tip) fracture process zone, 0Ω  represents a (unit) 

reference volume and 1σ  is the maximum principal stress acting on material points inside the 

fracture process zone. In the present work, the active fracture process zone is defined as the loci 

where ysλσσ ≥1 , with 5.2~2≈λ  and ysσ  represents the material’s yield stress. Parameters m 

and uσ  appearing in Eq. (2) denote the Weibull modulus and the scale parameter of the Weibull 
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distribution. The stress integral appearing in Eq. (2) defines the Weibull stress, wσ , a term coined 

by the Beremin group [3], in the form 
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A central feature of this methodology involves the interpretation of wσ  as a macroscopic crack 

driving force [4-5]. Consequently, it follows that unstable crack propagation (cleavage) occurs at a 

critical value of the Weibull stress; under increased remote loading (as measured by J), differences 

in evolution of the Weibull stress reflect the potentially strong variations of near-tip stress fields 

 

 

2.2. Effects of Plastic Strain on the Probabilistic Crack Driving Force 

 

The previous approach can be further extended to include the strong effects of near-tip plastic strain 

on cleavage microcracking thereby altering the microcrack distribution entering into the local 

criterion for fracture. Based upon direct observations of cleavage microcracking by plastic strain 

made in ferritic steels at varying temperatures [6-8], a generalized form of the Weibull stress can be 

defined as 
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Here, )(Jfp =ε  is the near-tip effective plastic strain, and γ  and β  are parameters defining 

the contribution of the plastic strain on cleavage fracture probability; for example, setting 0=γ  

recovers the conventional description for the probability distribution of fracture stress. The above 

plastic term correction simply reflects the increase in cleavage fracture probability that results from 

the growth in microcrack density with increased levels of near-tip plastic strain. Ruggieri [5] 

provides further details on the character of the previous definition for the generalized Weibull stress. 

 Early work of the Beremin group [3] also recognized the potential strong effects of plastic 

deformation on cleavage fracture. Based on experimental analyses of the failure strain for notched 

specimens made of an ASTM A508 steel, they proposed a modified form of previous Eq. (3) as 
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which indicates that wσ  increases approximately with )2exp( pε . 

 

 

3. Summary of the Master Curve Approach 

 
Wallin [9] has developed a relatively straightforward procedure to characterize fracture toughness 

data over the DBT region, widely known as the master curve approach, which relies on the concept 

of a normalized curve of median fracture toughness vs. temperature applicable to hold 

experimentally for a wide range of ferritic pressure vessel and structural steels. The approach begins 

by adopting a three-parameter Weibull distribution to describe the distribution of toughness values 

in the form 
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where the Weibull modulus, α , takes the value of 4.  

 Now, following a standard maximum likelihood estimate, the scale parameter, 0K , 

corresponding to the 63.2% cumulative failure probability, is given by  
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where N denotes the total number of specimens tested and r represents the number of valid tests 

(uncensored data). The median toughness at the tested temperature follows simply as 

 ( ) mMPa20209124.0 0)( +−= KK medJc  (8) 

The master curve of median toughness, )(medJcK , for 1-T specimens over the transition range for 

the material has the final form 

 ( )[ ] mMPa,C019.0exp7020 0)(
oTTK medJc −+=  (9) 

where T is the test temperature and 0T  is the reference (indexing) temperature The above 

expression for the median toughness applies throughout the lower part of the DBT range prior to the 

occurrence of significant ductile tearing. ASTM E1921 [10] test standard outlines procedures to 

construct various tolerance bounds based on the above representation for the toughness distribution. 

 

 

4. Computational Procedures and Finite Element Models 
 

Calibration of the Weibull modulus for the tested pressure vessel steel is conducted by performing 

detailed finite element analyses on 3-D models for the SE(B) and precracked Charpy specimens. 

described in Section 5.1. The analysis matrix includes conventional, plane-sided SE(B) specimens 

with =Wa 0.2 and 0.5, and precracked Charpy (PCVN) specimens with =Wa 0.5. 

 Figure 1 shows a typical finite element model constructed for the 3-D analyses of the SE(B) 

specimen with =Wa  0.5. A conventional mesh configuration having a focused ring of elements 

surrounding the crack front is used with a small key-hole at the crack tip where the radius of the 

key-hole, 0ρ , is 0.0025 mm. Symmetry conditions permit modeling of only one-quarter of the 

specimen with appropriate constraints imposed on the remaining ligament and symmetry planes. A 

typical quarter-symmetric, 3-D model has 22 variable thickness layers with ~27000 8-node, 3-D 

elements (~31000 nodes) defined over the half-thickness 2B ; the thickest layer is defined at 

0=Z with thinner layers defined near the free surface ( 2BZ = ) to accommodate strong Z 

variations in the stress distribution. The finite element models are loaded by displacement 

increments imposed on the loading points to enhance numerical convergence with increased levels 

of deformation. 

 The next section addresses cleavage fracture predictions using the Weibull stress model based 

on toughness data measured at different lower-shelf temperatures. The numerical computations for 

the cracked configurations at the test temperature reported here are generated using the research 

code WARP3D [11]. The analyses utilize an elastic-plastic constitutive model with 2J  flow theory 

and conventional Mises plasticity in large geometry change (LGC) setting. The plastic stress-strain 
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response for the tested material follows a power hardening law given by ( )n
ysys σσεε ∝  where n 

denotes the strain hardening exponent, ysσ  and ysε  are the (reference) yield stress and strain. 

Using the tensile properties provided in Savioli and Ruggieri [12] and an improved estimate for the 

hardening exponent given by API 579 [13], the strain hardening exponents yield 3.6=n  at 

=T −80°C and 2.5=n  at =T −60°C. 

 

 
 

 

Figure 1. Fracture specimens utilized in the analyses (all dimensions in mm). 
 

 
 

5. Cleavage Fracture Predictions 
 

 

5.1. Mechanical Properties and Experimental Toughness Data for Tested Material 

 

A series of toughness tests was conducted on bend fracture specimens made of a C-Mn low alloy 

pressure vessel steel in the T-L orientation. The fracture mechanics tests include: (1) conventional, 

plane sided SE(B) specimens with =Wa 0.2 and 0.5, =B 25 mm, =W 50 mm and WS 4=  and 

(2) a precracked Charpy specimen with =Wa 0.5, =B 10 mm, =W 10 mm and WS 4= . 

Testing of these configurations was performed at =T −80°C for the deeply-cracked SE(B) 

specimen and PCVN specimens and =T −60°C for the shallow-cracked SE(B) specimen; these 

temperatures correspond to the lower-shelf, ductile-to-brittle transition behavior for the tested steel. 

Figure 2(a) shows the measured toughness-temperature properties for the material in terms of 

conventional Charpy-V impact energy (T-L orientation). 

 The material is an ASTM A285 Grade C pressure vessel steel with 230 MPa yield stress at 

room temperature (20°C) and high hardening properties ( 36.2≈ysuts σσ ). Figure 2(b) shows the 

engineering stress-strain response at room temperature. Additional tensile tests were conducted at 

=T −60°C and −80°C to measure the flow properties utilized in the finite element analyses of the 

fracture specimens described previously. Savioli and Ruggieri [12] provide the measured 
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mechanical properties at different temperatures. 

 

 
 

Figure 2. Mechanical properties of the tested A285 Gr C steel: (a) Charpy-V impact energy (T-L orientation) 

versus temperature; (b) Engineering stress-strain response at room temperature. 

 

 Figure 3 provides a Weibull diagram of the measured toughness values for both test 

temperatures. These cJ -values were determined using revised η -factors based on crack mouth 

opening displacement (CMOD) recently developed by Ruggieri [14] using full 3-D finite element 

analyses of 1-T SE(B) specimens and PCVN configurations with varying crack sizes (as 

characterized by Wa ) and different hardening properties. The solid symbols in the plots indicate 

the experimental fracture toughness data for the specimens. Values of cumulative probability, 

( )cJF , are obtained by ordering the cJ -values and using )4.0/()3.0()( +−= NkJF k
c , where k 

denotes the rank number and N defines the total number of experimental toughness values. The 

curves displayed in this plot indicate the two-parameter Weibull distribution, Eq. (1), obtained by a 

maximum likelihood analysis of the data set with 2=α . Here, the maximum likelihood estimates 

of the Weibull parameters, )ˆ,ˆ( 0Jα , are )mkJ6.72,0.2( 2  for the SE(B) specimen with 

=Wa 0.5, )mkJ2.215,0.2( 2  for the SE(B) specimen with =Wa 0.2 and )mkJ8.217,0.2( 2  

for the PCVN configuration. In particular, the experimental toughness distribution for the deep 

crack SE(B) specimen agrees very well with the theoretical Weibull distribution. 

  

 
5.2. Determination of T0 and Master Curve Analysis 

 

The master curve analysis described here followed the procedures of ASTM 1921 [10] summarized 

previously. The reference temperature was estimated from the toughness distribution of cJ -values 

at =T −80°C converted to JcK -values using )1( 2ν−= cJc EJK , where plane-strain conditions 

are assumed. For the tested pressure vessel steel, the indexing (reference) temperature has the value 

of C5.930
o−=T .  
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Figure 3. Two-parameter Weibull distribution of experimentally measured Jc-values. 

 

 
 

5.3. Calibration of Weibull Stress Modulus 

 

The parameter calibration scheme described in Gao et al. [15] and Ruggieri [5] is applied to 

determine the Weibull stress parameters for the tested pressure vessel steel. The Weibull modulus, m, 

is calibrated using the SE(B) specimens. Because these specimens were not tested at the same 

temperature, the present methodology adopts a simple procedure to correct the measured toughness 

values for temperature in which the cJ -values for the deep crack SE(B) specimens ( =Wa 0.5) at 

=T −80°C are scaled to corresponding cJ -values at =T −60°C using the Master Curve fitting 

obtained previously. The characteristic toughness values for the deep notch and shallow notch SE(B) 

specimens are then given as: =0J  116.5 KJ/m
2
 and 215.2 KJ/m

2
. 

 With the toughness values for the deep and shallow crack SE(B) specimens set at the same 

temperature ( =T −60°C) and using wσ  vs. J curves constructed from the 3-D finite element 

analyses for both crack configurations, the calibration procedure is then applied to determine the 

m-value that yields the best correction 2.0/5.0/ )(
0

)(
0

== → WaWa BSEBSE
JJ . Table 1 provides the 

calibrated Weibull stress modulus, m, for the tested material based on different definitions for wσ : 

1) 0=γ  (no plastic strain correction); 2) 1=γ  and 0=β  (linear plastic strain correction); 3) 

21=γ  and 0=β  (square root plastic strain correction) and 4) Beremin plastic strain correction. 

 

Table 1. Calibrated Weibull parameter, m, for different forms of wσ  

Weibull Stress Model m 

Standard Beremin ( 0=γ with no plastic strain correction) 10.4 

Generalized Weibull Stress with 1=γ  and 0=β  (linear correction) 28.5 

Generalized Weibull Stress with 21=γ  and 0=β  (square root correction) 28.0 

Plastic Strain Modified Beremin Model 29.0 
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5.4. Cleavage Fracture Predictions Using the Weibull Stress Model 

 

The procedure used here to predict the effects of constraint loss for the experimental cleavage 

fracture toughness data follows the toughness scaling model introduced by Ruggieri and Dodds [4]. 

Based upon micromechanics considerations, the scaling model requires the attainment of a specified 

value for the Weibull stress to trigger cleavage fracture in different specimens even though J-values 

may differ markedly. Here, we predict the distribution of cleavage fracture values for the deep crack 

SE(B) specimens ( =Wa 0.5) using the distribution of measured fracture toughness for the 

precracked Charpy (PCVN) configuration. 

 Figures 4(a-b) show the computed evolution of wσ  with increased levels of loading, as 

characterized by J, for the deep crack SE(B) specimen and PCVN configuration using the calibrated 

m-values displayed previously in Table 1. Here, we direct attention to the evolution of wσ  vs. J 

derived from using 0=γ  (no plastic strain correction) and the plastic strain modified Beremin 

model (Eq. (5) previously described). In each plot, the correction 5.0/5.0/ )(
00

== → WaWa BSEPCVN
JJ  

defines the predicted 0J -value for the deep crack SE(B) specimen at =T −80°C which then 

enables estimating the reference temperature, 0T , for the tested pressure vessel steel.  Table 2 

summarizes the predicted 0J -values and the estimated 0T  for all different forms of wσ  adopted 

in the present work. 

 The sensitivity of 0J -predictions on the adopted formulation for wσ  is evident in these 

results which also strongly impacts estimates of 0T . The standard definition of wσ  described by 

previous Eq. (3), which is essentially the original Beremin model, provides a conservative estimate 

of 0T . In contrast, adoption of the linear plastic correction overpredicts the 0J -value for the deep 

crack SE(B) specimen and, consequently, the reference temperature. However, use of the plastic 

strain modified Beremin models yields a 0T  estimate which is in very good agreement with the 

corresponding estimate derived from the master curve analysis based on toughness values for the 

1-T, deep crack SE(B) specimen with =Wa 0.5. 

 

 

6. Concluding Remarks 
 

This study describes a probabilistic framework based on the Weibull stress model to predict the 

effects of constraint loss on macroscopic measures of cleavage fracture toughness in the 

ductile-to-brittle transition region. A central objective is to determine the indexing temperature 0T  

based on the Master Curve methodology from PCVN specimens. An additional feature of the 

proposed approach also includes the effect of near-tip plastic strain on cleavage microcracking 

which impacts directly the magnitude of the Weibull stress and, consequently, the toughness scaling 

curves. While the correction term included into the Weibull stress assumes an ad-hoc linear 

dependence of microcrack density on plastic strain, our exploratory analyses demonstrate the 

effectiveness of the Weibull stress model to provide estimates for the reference temperature, 0T , 

from small fracture specimens which are in good agreement with the corresponding estimates 

derived from testing of much larger crack configurations. 
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Figure 4. Weibull stress trajectories with increased levels of J for the deep crack SE(B) and PCVN 

specimens: (a) Standard Beremin model; (b) Plastic strain modified Beremin model. 

 

 

 

 
Table 2. Estimates of J0 and T0 derived from different forms of the Weibull stress model 

Weibull Stress Model J0 (kJ/m
2
) T0 (◦C) 

Standard Beremin ( 0=γ with no plastic strain correction) 54.1 -82.0 

Generalized Weibull Stress with 1=γ  and 0=β  (linear correction) 100.8 -103.6 

Generalized Weibull Stress with 21=γ  and 0=β  (square root 

correction) 
137.6 -113.7 

Plastic Strain Modified Beremin Model 74.1 -93.2 
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Abstract . Understanding and modeling hold time effects on fatigue crack growth rate (FCGR) 
above 500 °C in Inco 718DA is a great challenge. Fatigue tests with a trapezoidal wave shape signal 
including hold times from 90 s to 3600 s were carried out on Inco 718DA with a small grain size 
(5-15 µm) over a wide range of temperatures (500 °C-650 °C). FCGRs were measured using 
potential drop technique. SEM observations were carried out to correlate the measured FCGRs with 
the trans- or inter-granular aspect of the fatigue fracture surfaces. Two regimes must be 
distinguished. The first regime associated with relatively short hold times can be represented by a 
power law, where da/dN is proportional to tα, α ~ 0.25. This first regime corresponds to the 
situation where the fatigue crack does not propagate during the hold time but its propagation takes 
place during the cyclic part of the loading over a damaged zone ahead of the crack tip. The second 
regime associated with longer hold times corresponds to the case where crack propagation during 
hold time (creep crack growth) is predominant. This regime is purely time dependent. Simple 
models are introduced to describe both regimes. 
 
Keywords: Inco 718, High temperature fatigue, hold time effect, fatigue crack growth 
 
1. Introduction 
 
Inco 718 alloy is a Ni- base superalloy which is widely used in the fabrication of a number of gas 
turbine components, especially turbine disks, operating at high temperatures (up to 650 °C). Both 
the low cycle fatigue properties and the fatigue crack growth rate (FCGR) behavior of this material 
have been investigated in some detail by a number of investigators (see e.g. [1-12]). The creep 
crack growth resistance of this alloy has also been examined (see e.g. [13-15]). It is also well 
established that this alloy, like other Ni-base superalloys, is sensitive to oxidation. This oxidation 
effect depends on the microstructure, in particular the grain size [5]. These studies constitute the 
basis for the application of a defect tolerance approach. However most of these studies have been 
limited to relatively short hold times (< 300 s) which are clearly too small compared to in-service 
conditions. The recent work by Gustafsson et al. [10-12] constitutes one exception. The first aim of 
the present study is an extension of the effect of hold time, tm, on FCGR over longer times (up to 1 
hour). It is also well established that this alloy, like other Ni-base superalloys, is sensitive to 
oxidation. This oxidation effect depends on microstructure, in particular the grain size [5]. 
 
In gas turbine design, the main load cycle is typically defined by the start-up and shut-down of the 
engine. The loading varies from component to component but often is a combination of both 
temperature variations and mechanical loads. These two events defining the main load cycle are 
separated by few hours in the case of an aero engine, and weeks or months in turbines for power 
generation. When searching for a model for predicting the interaction between pure cyclic damage 
(PF), creep (C), oxidation (Ox) the following requirements will appear [10] : (i) the interactions 
between the time dependent and cyclic load need to be separated, (ii) a damage accumulation 
between the time dependent damage and the cyclic damage must be considered. This is the second 
aim of the present study. 
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The methodology developed in this work is, to some extent, similar to the “local approach to 
fracture” (LAF) which is now widely used for predicting the variation of fracture toughness of 
ferritic steels with temperature (see e.g. [16]). However the LAF approach has been much less 
developed for high temperature applications and for Ni base superalloys. This is the reason why the 
present study should be considered as a preliminary attempt in this field. 
 
2. Material and experimental procedures 
 
The chemical composition of the material is, in weight%: 
Ni54,18Cr17,97Fe17,31(Nb+Ta)5,4Mo2,97Ti1Al0,56Co0,14Mn0,08Cu0,03C0,023B0,0041. This heat of Inconel 718 
alloy was received as a forged disk. It was given a conventional heat-treatment (720 °C – 8 h + 
620 °C – 8 h) directly after forging (DA). This resulted in a small grain size (5 - 15 µm) with 
particles of the stable phase δ (Ni3Nb), precipitated along the grain boundaries (Fig. 1a) with small 
strengthening γ’ (Ni3TiAl) and γ” (Ni3Nb) precipitates (Fig. 1b). 
 

 
Figure 1. a) Optical micrograph showing the crystalline structure of the material and δ phase particles located 
at the grain boundaries (in white); (b) SEM observations showing γ’ and γ’’ precipitates within a grain. 
 
FCGR tests were performed between 500°C and 650°C under an air environment using KBr 
specimens shown in Figure 2. A small EDM semi-circular notch (depth 0.3mm) was introduced and 
the specimens were fatigue-precracked at room temperature (RT) and at a frequency of 2 Hz in 
order to extend the notch over a distance by about 0.3mm (Fig. 2b). 
 

 
Figure 2. KBr specimens used for fatigue crack growth rate measurements. a) Schematic diagram showing 
the dimensions (mm) and the position of the EDM notch (red dot); b) Fracture surface of a specimen where 
the EDM notch (0.3mm), the fatigue pre-crack (0.6mm) and the propagation area can be distinguished. 
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Then the specimens were heated up and tested at R ratio of 0.05 where R = Kmin /Kmax. These tests 
were performed either under continuous pure fatigue (PF) at 2 Hz or with a trapezoidal shape signal 
10/X/10 where 10 is the time (in s) to reach the maximum load and to unload the specimen while X 
designates the hold time at Kmax in seconds. A potential drop technique which was previously 
calibrated was used to measure the crack growth rate expressed in terms of da/dN or da/dt, where N 
is the number of cycles and t is the total time (rising time + hold time + unloading time). The stress 
intensity factor (SIF) K was calculated using an expression which was calibrated previously. The 
measurement of the fatigue crack growth rate was performed following the standard ASTM 
E647-08. 
 
Scanning electron microscopy (SEM) was used to observe the fracture surfaces of the specimens. A 
special attention was paid to the fracture surface character, i.e. transgranular with fatigue striations 
or intergranular. 
 
3. Results 
 
The results of FCGR measurements, da/dN expressed as normalized values, are shown in Figure 3 
(da/dN)tm / (da/dN)2Hz for a given value of ΔK equal to 25 MPa.m1/2. The results reported by Pédron 
and Pineau [5] and by Gustafsson et al. [10-12] for a similar ΔK are also included in figure 3. 

 

 
Figure 3. Normalized fatigue crack growth rate (da/dN)tm / (da/dN)2Hz as a function of hold time, tm. Test 
conditions are given in the insert. Squares and full lines indicate data from this study whereas 
diamonds/dashed line and triangle/dot line represent data from Gustafsson’s [10] and Pédron’s and Pineau’s 
[5, 14] work. Results obtained for ΔK = 25 MPa.m1/2. 
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A close examination to this figure shows that, in all cases, the introduction of a hold time into the 
fatigue cycle produces an acceleration of the fatigue crack growth rate which can reach up to three 
orders of magnitude for long hold times and for elevated temperature (650 °C). Two regimes are 
distinguished in this acceleration of (da/dN)tm. For short hold times (typically 1200 s at 550 °C and 
10 s at 650 °C), the slope of the normalized FCGR versus hold times, tm is of the order of 0.20 - 
0.40. In this regime (named A), the slope of (da/dN)tm versus tm is assumed to value 0.25 for the 
reasons detailed in the following. This regime A extends over hold times lower than a transition 
time named ti hereafter (~ 1200 s at 550 °C and ~ 10 s at 650 °C). This transition time is thus 
dependent on temperature. It is also dependent on ΔK but this load dependence is not introduced 
here because it is out of the scope of the present work. 
 
Figure 3 shows also that when tm > ti, the slope of the (da/dN)tm – tm curves is close to 1, which 
means that in this regime, called hereafter regime B, the crack growth rate is purely time dependent. 
The a-N records reported by Gustafsson et al. [10] showed that in regime B, the crack propagated 
during the hold time (see their figures 7 and 8). 
 
A comparison of our results at 550 °C with those reported previously by Gustafsson et al. [10] 
shows that both materials exhibit similar properties although they experienced different heat 
treatments. The same comparison at 650 °C with the results reported by Pédron and Pineau [5] 
indicates that, for the same testing conditions: ΔK = 25 MPa.m1/2, same temperature, same hold time, 
our material tends to exhibit better fatigue crack propagation properties. These variations in FCGR 
in the presence of a hold time are related to differences in the microstructure of the materials. In 
particular our material has a much smaller grain size as compared to those investigated by Pédron 
and Pineau (d ~ 50 µm) [5].  
 
SEM observations showed significant differences in the fracture modes depending on test 
conditions (Figure 4). At low temperature and for small hold times the fracture mode is purely 
transgranular with the presence of fatigue striations (Fig. 4a). At increasing temperature and for 
longer tm, i.e. in the regime B, the fracture mode is purely intergranular, as shown in figures 4c. In 
the intermediate regime A, i.e. close to the transition with regime B, the fracture surface is also 
predominantly intergranular, although less brittle than that observed in regime B. In this particular 
condition as shown in figure 4b, the fracture mode is mixed, with areas showing features of 
intergranular and transgranular fracture. 
 

 
Figure 4. SEM observations of fracture surfaces. a) 450 °C, 2 Hz; b) 550 °C, 10/300/10; c) 600 °C, 10/1200/10. 
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4. A tentative model in the frame of the local approach to fracture 
 
A simple model based on a linear summation of three components is proposed to account for the 
effect of hold time on FCGR, i.e.: 
 

  (1) 

 
Most terms in Eq. 1 have already been defined. The remaining ones are defined in the following. 
The three components in Eq. 1 are successively analyzed in more detail. 
 
The first term (da/dN)PF represents the pure fatigue (PF) component. This contribution to FCGR 
which is temperature dependent but not environment dependent has already been modeled by 
Clavel and Pineau [2]. It is enough to say that at low FCGR (< 10-8m/cycle), the crack propagation 
rate was modeled as successive discontinuous crack jumps according to the first LAF model 
introduced by McClintock [17] for fatigue. At higher FCGR (~ 10-6 m/cycle) the fatigue damage is 
associated with the formation of striations. The corresponding crack propagation rate can be 
described by the crack tip opening displacement (CTOD) first introduced by Pelloux [18]. It is well 
to remember that, in this regime of FCGR, one observes that the distance between fatigue striations, 
i, can simply be expressed as: 
 

 

   
where E is the Young’s modulus and σY the yield strength of the material. 
 
The second term in Eq. 1 represents the oxidation component. It is assumed that no crack 
propagation takes place during the hold time provided that tm < ti. However stress assisted grain 
boundary oxidation occurs at the crack tip and produces a damaged zone. This might correspond to 
the “damaged zone” evidenced by Gustafsson et al. [12]. These authors showed that the extent, x, of 
this damaged zone could be written as: 
 

  

(3)

(2)
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Several mechanisms have been proposed to account for this oxidation-assisted regime (see e.g. [5, 
19-22]). It is out of the scope of the present study to discuss these mechanisms. The results of 
Gustafsson et al. [10, 12] strongly suggest that the time dependence in this regime can be described 
by a power law with an exponent of 0.25 (see Eq. 3). 
 
Theoretical results giving the diffusion distance, z, along a grain boundary and the concentration in 
oxygen along this grain boundary, Cb, in equilibrium with a concentration Co at the free surface, 
which is itself in equilibrium with the oxides covering the grain boundary and the matrix surface 
[21] is given by [23]: 

  (4) 

where D is the diffusion coefficient of oxygen through the grain matrix and Db is the grain boundary 
diffusion coefficient of oxygen along the grain boundary of thickness, δ. Assuming that fracture 
occurs during the cyclic part of the loading over a critical distance, z, when Cb reaches a critical 
value at that position, Eq. 4 predicts that the crack growth rate will be proportional to t1/4, i.e.: 
 
  (5) 
 
The t1/4 time dependence is thus in good agreement with the experiments, especially those reported 
by Gustafsson et al. [12]. Moreover Eq. 5 predicts that the temperature dependence will be given by 
an exponential law with activation energy of (Qb/2 – Qm/4) where Qb and Qm are the activation 
energies of oxygen along the grain boundaries and through the matrix, respectively. The value of Qb 
in nickel is close to 275 KJ/mole [19]. Unfortunately nothing is known about the value of D and Qm. 
This shows that further studies are necessary for a better understanding of the damage mechanisms 
prevailing in the regime A of FCGR. 
 
The transition between regime A and B requires the evaluation of the initiation time ti. It is well to 
remember that Riedel and Rice [24] have shown that the viscoplastic strain in creeping solids with a 
Norton type law can be expressed as: 

  (6) 
 
In this expression, F is a numerical factor which is an increasing function of temperature and which 
is equal to 8.34 10-9 at 650°C for plane strain conditions [25] (time in h, K in MPa m1/2, r in m), n is 
the exponent of the stationary creep law and was found to be around 10 in Inco 718 at 650°C [25]. 
 
Assuming that crack initiation takes place during the hold time, when a critical strain εc, is reached 
over a characteristic distance Xc, Eq. 6 predicts that: 
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  (7) 

 
where β is a constant. In Eq. 7, εc may be strongly dependent on oxidation as underlined by Diboine 
and Pineau [25] (see their figure 9). The parameter C can be evaluated from the tests performed by 
Pédron and Pineau [5, 14] at 650°C. These tests suggest that ti  ≈ 10 s for K = 25 MPa.m1/2 leading 
to C ≈ 9.109 (t in s, K in MPa.m1/2). Moreover the critical distance Xc, must be lower than the 
calculated creep zone size, Rvp given by [24]: 
 
  (8) 
 
with G = 10-8 for Rvp (m), t (h) and K (MPa m1/2) [25]. The parameter G increases with temperature. 
This leads to Rvp ≈ 10 µm at 650°C, which is close to the grain size of our material. 
 
 
 
These calculations indicate that, within a first approximation, ti could be calculated from Eq. 7 with 
Xc equal approximately to the grain size or from Eq. 8 written as Eq. 9: 
 
  (9) 
 
The transition time ti in Eq. 1 can thus be evaluated with two expressions (Eqs 7 and 9). However it 
appears to be difficult to establish a definite model for the FCGR behavior in regime A in the 
absence of more detailed measurements of ti and variations of εc with time. 
 
The third term in Eq. 1 can be determined using the FCGR behavior in regime B which is purely 
time dependent (Figure 3). The creep crack growth (CCG) regime (tm >> ti) has been investigated by 
a number of authors (see e.g. [5, 15, 25]). However, the test procedure used by these authors is 
completely different from ours. They start from a fatigue precrack and then maintain the load 
constant. This procedure does not allow investigating the initiation and the propagation of a crack in 
a continuously creep-oxidation damaged material. Our test procedure allows us avoiding the tail of 
the curves observed in most CCG rate measurements reported in the literature. An attempt was 
made to model these transient curves observed in stainless steel [26]. These tails lead to an apparent 
threshold in K which is load and time dependent, as clearly shown elsewhere [25]. In our tests the 
CCG rate component is simply obtained by noting that for long tm the third term in Eq. 1 is much 
larger than the two other ones. This means that the CCG rate, (da/dt)cr at a given temperature, can 
simply be obtained using Eq. 1 with long hold times only (3600 s at 550 °C, 1200 s at 600 °C and 
650 °C). The results are shown in figure 5 where test results by Gustafsson et al. [10] obtained with 
long hold times (2160 s) have also been included. A good agreement between both sets of results is 
observed which suggests that crack propagation in regime B is not too much dependent on 
microstructural details. The results obtained by Sadananda and Shahinian [15] are also included in 
figure 5 but, as these authors have investigated the propagation of a fatigue precrack under constant 
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load, the results obtained by Sadananda and Shahinian and corresponding to the  “steady” state 
regime  are included in figure 5 to avoid the transient regime. Their results are also close to ours 
and to those of Gustafsson et al. [10], reinforcing our conclusion on the moderate effect of 
microstructure in this regime of crack propagation. 
 
The slope of the (da/dt)cr curves drawn in figure 5 is between 2 and 4. The temperature dependence 
is indicated in figure 6 where an apparent activation energy of the order of 300 KJ/mole is observed 
from our tests and Gustafsson et al. experiments [10]. This energy is close to the activation energy 
for oxygen grain boundary diffusion (274 KJ/mole) in nickel, as noted earlier. It is clear that the 
CCG rate behavior is also affected by oxidation and can be described as successive crack jumps 
over a critical distance (≈ Rvp) with lasting times of the order of the transition time ti defined earlier 
by Eq. 7. This simple approach leads to a predicted slope of the (da/dt)cr – K curves of 2(2n2 – n-1) / 
(n-1), i.e. to a slope close to 4n for sufficiently large values of the exponent n. This predicted slope 
is much higher than the slope indicated in figure 6 which was found to be between 2 and 4. 
However this simplified approach is valid only when it can be assumed that the critical creep strain, 
εc (Eq. 7) is constant. This assumption is not valid when the tests are carried out under air 
environment. Results of CCG rate measurements under vacuum [27] showed that the slope of the 
(da/dt)cr – K curves was much higher (> 20) compared to those determined in air environment. 
These large values of the slope under vacuum are thus in better agreement with the predicted value 
of ~ 4n. This indicates that it is necessary to develop more sophisticated models when the material 
is tested under air environment. These models must include a variation of the critical creep strain 
ahead of the crack tip with oxygen grain boundary diffusion given by Eq. 4. 
 

 
Figure 5. Creep crack growth rate versus ΔK curves corresponding to regime B (see text). The results by 
Gustafsson et al. (diamonds) [10] and Pédron and Pineau (triangles) [5, 14] obtained under similar conditions 
and those reported by Sadananda and Shahinian (circles) [15] using fatigue precracked specimens are shown. 
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Figure 6. Creep crack growth rate as a function of 1/T (log scale). The slope giving the activation energy is 
indicated. 
5. Conclusions 
 

1. This study has confirmed that Inco 718 alloy exhibits a strong dependence to hold time, tm , 
effect when tested at elevated temperature (500 °C – 650 °C) in air environment with fatigue cycles 
including long hold times (< 1 h). These results are in good agreement with other results published 
in the literature. The tm dependence is related to a combination of creep strain accumulation ahead 
of the crack tip and detrimental effect of oxidation. 
 

2. A simple linear damage accumulation law has been proposed to account for this hold time 
effect. This law includes three terms: (i) a pure fatigue component, (ii) an oxidation component 
(Regime A), and (iii) a pure creep component (Regime B). 
 

3. The oxidation component (da/dN)ox leads to an acceleration in fatigue crack growth rate 
proportional to (tm)α , where α is close to 0.25. This component prevails for hold times, tm lower 
than a critical transition time, ti , which is a decreasing function of temperature. 
 

4. The pure creep component (da/dt)cr gives rise to a crack growth rate proportional to hold 
time, tm. It is better to determine this component using cyclic tests with hold times, similar to those 
of the present study, than using fatigue precracked specimens submitted to a steady load. 
 

5. An attempt has been made to model the time dependent regimes A and B. It has been 
shown that Regime A can be interpreted as resulting either from the kinetics of oxygen diffusion or 
from creep damage accumulation. Both explanations are more complementary than contradictory. 
An estimate of the transition time ti between regimes A and B has been given. Regime B which 
occurs for very long hold times has been interpreted as a pure creep crack growth. It has been 
shown that the crack growth rate in regime B is an increasing function of hold time with apparent 
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activation energy close to the activation energy for oxygen diffusion along the grain boundaries. 
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Abstract  Experiments on Charpy and CT specimens were carried out on one heat of A533B steel under 
two conditions: (i) as received, and (ii) thermally aged (450°C – 5000h). A shift of the ductile to brittle 
transition temperature (DBTT) was measured after aging. In both cases SEM observations showed that 
fracture occurred both by intergranular and transgranular cleavage fracture modes when the materials were 
tested at sufficiently low temperature. Detailed examinations revealed that intergranular fracture was 
associated with micro-segregated zones, enriched in carbon and phosphorus. A recent model developed by 
the authors for predicting the fracture toughness of inhomogeneous materials was applied to describe the 
large scatter related to the bimodal failure modes observed in both conditions and the DBTT shift after aging. 
It is shown that thermal aging produces a slight decrease of the critical cleavage stress (due to the crossing of 
grain boundaries embrittled by phosphorus segregation) and a larger decrease of the critical intergranular 
fracture stress. The McLean-Guttmann- Militzer model is used to predict the kinetics of segregation during 
aging. An attempt is made to show how these results can be used to model DBBT variations under in-service 
conditions. 
 
Keywords Ductile to brittle transition, intergranular, phosphorus segregation 
 
1. Introduction 
 
It is often noticed the presence of segregated zones (S.Z) in large components used for the 
fabrication of pressurized water reactors (PWR) (see e.g. [1, 2]. These SZs are linked to the 
solidification process of large ingots. They are enriched in the alloying elements (Mn, Ni, Mo, C, 
etc.) present in the steel. They are also enriched in impurities, such as P which may segregate at 
grain boundaries during aging. These local microstructural modifications can generate a bimodal 
fracture process (cleavage and intergranular fracture), as shown elsewhere [2]. 
 
Brittle (cleavage and intergranular) fracture in homogeneous ferritic (or bainitic) steels has been 
investigated by many authors, for a review see e.g. [3]. The seminal work by Beremin [4] has 
shown that in a homogeneous material the fracture toughness, KIC obeys a size effect given by 

4
ICK B =  constant, where B is the thickness of the specimen, while the scatter in test results can be 

described by a Weibull law. The probability of failure can be expressed as: 

 
4 4

,1 exp
m

IC o m n
r m

o u

K B C
P

V

−⎡ ⎤σ
= − −⎢ ⎥σ⎣ ⎦

 (1) 

Where σo is the yield strength of the material, m is the Weibull shape factor, Cm,n is a parameter 
depending both on material work-hardening exponent, n, and the Weibull shape factor, m (see [5] 
for detailed values of Cmn.) Vo is a representative volume and σu is the Weibull scale factor. 
Recently it has been shown how Eq.1 must be modified in the presence of inhomogeneities leading 
to local intergranular fracture [2]. 
 
The main aim of the present study is the application of these recent modifications of the original 
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Beremin model to predict the variation of fracture toughness with temperature. One heat of 18 
MND5 grade steel (type A533B) was used for this purpose. The material (a 100mm thick hot-rolled 
plate) was tested in the as-received condition and after aging at 450°C for 5000 hours. This aging 
heat treatment was introduced to reinforce the segregation of phosphorus at grain boundaries and to 
decrease the grain boundary fracture resistance. The McLean [6]–Guttmann [7] theories for 
impurity intergranular segregation was used to calculate the grain boundary enrichment in 
phosphorus and in carbon under isothermal conditions. These theoretical values were compared to 
experimental values determined by Auger spectrometry. The interaction between C and P atoms was 
adjusted from this comparison. Therefore the approach developed in the present study contributes to 
an improvement in the prediction of the shift in DBTT with thermal aging. 
 
2. Material and experimental procedures 
 
The composition of the investigated steel is (in weight %): C = 0.192, Mn = 1.44, Ni = 0.683, Mo = 
0.473, Cr = 0.194, Si = 0.249, S = 0.0053, P = 0.010. It was received as a thick plate (100 mm) 
produced for simulating welding operations. This material was used in the past for the 
manufacturing of steam generator secondary pressure vessel, and is very close to plates used in the 
past for pressurizer vessels. The material was given the conventional heat-treatments applied to 
PWR components, including the final stress-relieving heat-treatment (615°C-Air cooling at ~ 30°C 
/hour). The prior austenite grain size was between 20 and 30 µm. The yield strength determined at 
RT was 490 MPa. 
 
The microstructure of the material is shown in Fig.1. Segregated zones (SZ) aligned along the 
rolling direction (L) and distant of about 0.2 mm in the short-transverse (ST) directions are 
observed in Fig.1a. This is the consequence of micro-segregations of alloying elements during 
solidification, deformed by the rolling process. The dark zones are much harder than the matrix (~ 
300 HV instead of ~ 210 HV) (Fig.1b). They are enriched in all alloying elements (C, Mn, Mo, Si) 
and in P as revealed by microprobe analysis (Fig.1b). The surface fraction covered by these 
segregated zones is about 10%. SEM and Auger spectrometry were used to examine the fracture 
surfaces and to determine the amount of phosphorus segregated along the grain boundaries. 

Figure 1. a) Optical micrograph showing two segregated zones aligned along the rolling direction; b) 
Microprobe analysis across one segregated zone showing the bulk concentration CB in carbon, manganese, 
molybdenum, silicon and phosphorus. The variations of micro-hardness (100g) are also shown. 

a) b) 
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3. Results – Mechanical tests and fractography 
 
The results obtained on Charpy specimens and on CT specimens, tested along the T (transverse) – L 
orientation are reported in Fig. 2. A shift of the ductile to brittle transition temperature (DBTT) 
measured at 41J appears in Fig. 2a when comparing the as-received and the aged conditions. This 
shift is of about 39°C. Similarly the fracture toughness determined on CT20 specimens is lowered by 
aging (Fig. 2b and c). In these figures we have also reported the probabilities to fracture for 5%, 
63% and 95% determined from the master curve (MC) analysis [8, 9]. The temperature To at which 
KJC = 100MPa m1/2 is shifted from – 124°C in the as-received condition to – 91°C in the aged 
condition. The scatter in the aged material is much wider than in the as-received material. In 
particular it is noticed that the MC analysis is unable to describe this large scatter. 

 
Figure 2. a) Charpy tests in as-received and aged (450°C – 5000 h) conditions; b) Fracture toughness, KJC 
(thickness) determined on CT 20 mm thick specimens as a function of temperature in the as-received 
material; c) Fracture toughness KJC on CT20 mm thick specimens in the aged (450°C – 5000 h) condition. 
The probabilities Pr = 5%, 63%, 95% determined from the Master Curve (MC) are also drawn. 
 
Fracture surface examination of Charpy and CT specimens tested at relatively low temperature 
showed the presence of elongated zones aligned along the L direction (Fig. 3a) in which the fracture 

a) 

b) c) 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-4- 
 

mode was intergranular (Fig. 3c). This local intergranular fracture mode was observed in both 
conditions. These zones correspond to the SZ evidenced in Fig. 1a. They contained very often MnS 
inclusions (Fig. 3b) and were surrounded by cleavage facets as observed in Fig. 3b. This 
observation is thus similar to previous examinations on a segregated PWR material (see Fig. 1 in 
[2]). The ratio of intergranular/transgranular cleavage fracture was similar in both conditions. 
 

 
Figure 3. SEM observations: a) and b) As received material; c) Aged (450°C – 5000 h) condition. 
 
4. Intergranular segregation – Results and theoretical considerations 
 
Auger spectrometry measurements showed that the phosphorus concentration (atomic %) at grain 

boundaries increased significantly between the as-received condition ( )12.5 6%gb
pC = ±  and the aged 

condition ( )23 9%gb
pC = ± . The grain boundary concentration in carbon tended to decrease with aging 

( 37 14%gb
cC = ±  in the as-received condition compared to 28 10%gb

cC = ±  in the aged condition). 

Full details about these measurements can be found elsewhere [10]. Intergranular P phosphorus 
segregation was shown to occur during cooling after the stress-relieving heat treatment. The 
relatively low cooling rate (~ 30°C/h below 615°C) thus produces temper-embrittlement effect in 
the segregated zones enriched in phosphorus. 
 
The theory of isothermal intergranular segregation has been developed by McLean [6] in his 
pioneering work. This theory was extended by Guttmann [7] to account for the interaction of an 
impurity element (here P) with other elements, in particular carbon atoms. A comprehensive review 
of these theories can found in the recent book of Lejcek [11]. The grain boundary concentration at 
equilibrium, Cgb,eq in a system containing N elements in solid solution CB can be written as: 

 
,

, exp
1 1 R

gb eq B seg
i i

N gb eq N B
j o j j o j

C C G
C C T= =

⎡ ⎤Δ
= −⎢ ⎥−Σ −Σ ⎣ ⎦

 (1) 

The segregation energy seg
iGΔ  is expressed as: 

 seg o E o o E
i i i i iG G G H T S GΔ = Δ + Δ = Δ − Δ + Δ  (2) 

a) b) c) 
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where  E
iGΔ  represents the deviation from an ideal system due to the presence of elements other 

than the impurity, i. 
 
In a binary system, such as Fe-C or Fe-P, the kinetics of segregation Cgb(t) is given by [6]: 

 ( ) ( ) ( ),
2 2 1 2 2

2 2

4 2α α exp
α δ α δ

gb gb eq
o

Dt DtC t C T C erfc
⎡ ⎤⎡ ⎤

= − − ⎢ ⎥⎢ ⎥
⎣ ⎦ ⎣ ⎦

 (3) 

where ,gb eqC  is the concentration at equilibrium of the impurity, at temperature T2, given by Eq. 1, 
Co = CB (t = 0) is the impurity concentration in the matrix which is assumed to be constant, α1 = 
Cgb,eq (T1) / Co with T1 the temperature from which the material is cooled down, α2 = Cgb,eq (T2) / Co, 

D the coefficient of diffusion of the impurity at T2, t the time and δ, the thickness of the grain 
boundary. 
 

In a ternary system, Guttmann [7] assumed that seg
iGΔ  can be expressed as: 

 2seg o gb gb
i i ii i ij jG G C CΔ = Δ − α +α  (4) 

where the coefficients αii and αij describe the interaction between the elements segregating at grain 
boundaries (αii > O or αij < O correspond to a repulsive interaction which is the situation met with C 
and P). 
 
The solution for the kinetics of segregation for non-isothermal conditions can be derived from 
Militzer’s work [12]. 
 
All terms in Eqs. 1-4 have been determined in the literature: 

10810 md −=  

( )2 -12000000.25exp cm s
RpD

T
⎛ ⎞= −⎜ ⎟
⎝ ⎠

  [13, 14]  (5) 

( )2 1760000.003exp
RCD cm s

T
−⎛ ⎞= ⎜ ⎟

⎝ ⎠
    [15]  (6) 

( )-164273 23.7 J molo
pG TΔ = −   [13]  (7) 

( )-116752 40.9 J molo
cG TΔ = +   [13]  (8) 

-1 -1 -14000 J mole ; 1500 J mole ; 4500 J molecc pp cpα = α = α = −   [10, 16] (9) 

The McLean-Guttmann-Militzer model has been applied to our steel with T1= 888 K, B
CC = 80 ppm 

(Wt %) and B
PC  = 150 ppm (Wt %) for predicting the C and P grain boundary concentration in the 
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as-received condition (t = 0) and during aging at 450°C. Full details can be found elsewhere [10]. 
The results are compared to experimental measurements in Fig. 4 where it is observed that in the 
as-received condition (t = 0), phosphorus and carbon atoms are already segregated. Carbon atoms 
desegregate during aging while phosphorus concentration is increasing. This results from the 
repulsive interaction between C and P atoms (Eq. 9). The calculated values are in good agreement 
with the experimental values. 
 

 
Figure 4. Phosphorus (P) and carbon (C) concentration at grain boundaries (expressed in atomic %) a 
function of aging time at 450°C. Experimental results and calculated curves. 
 
5. Prediction of fracture toughness – Influence of impurity segregation 
 
It has been shown that the fracture mode of our material in the DBTT regime was bimodal: 
transgranular cleavage and intergranular. A recent model has been proposed for this situation [2]. 
However this model includes a number of parameters (Weibull shape factors, critical cleavage and 
intergranular fracture stress, σu) which have to be discussed first. This is related to the fact that 
aging produces a variation in the concentration of impurities (C and P) segregated along the grain 
boundaries. It is well to remember that C atoms produce a strengthening effect of the grain 
boundaries while P atoms have an opposite effect [17]. 
 

It has been shown previously that the intergranular fracture stress decreases linearly with gb
pC  [18, 

19] as soon as the grain boundary concentration in P is larger than about 10 at %. These results can 
be used to predict the variation of the fracture toughness with aging using the kinetics models 
developed in the preceding section. 
 
The cleavage fracture stress is also dependent on the grain boundary composition as explained 
below. This effect is related to the crossing of grain boundaries by cleavage cracks, which has 
already been studied in some detail by Qiao [20, 21]. This crossing depends on the misorientation 
between two adjacent grains, as depictured in Fig. 5 where the tilt, φ, and the twist, ψ, components 
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between two grains are defined. The tilt component produces only a deviation of the crack front. 
The twist component produces a segmentation of the crack front and the formation of ridges, as 
observed in Fig. 6a and as schematically depictured in Fig. 6b. Complete crossing of the grain 
boundary by the cleavage crack in grain 1 necessitates in these conditions that the intergranular 
“triangles” are also broken. The = global ?  cleavage stress is thus also dependent on the local 
composition of the grain boundaries. 
 

 
Figure 5. Notations for tilt and twist grain boundaries. 
 

 
Figure 6. a) SEM observations showing the formation of bifurcations when a cleavage crack crosses a grain 
boundary. Four ridges are formed. The values of the tilt and twist angles determined by quantitative 
stereoscopy are given; b) Sketch. 
 
A model was developed to analyze this phenomenon of crossing of twisted grain boundary cleavage 
cracks. It is out of the scope of the present paper to describe in detail this model which is 
schematically shown in Fig. 7. The grain boundary crossing process includes four steps. The 
cleavage crack in grain 1 is approaching the grain boundary in step 1. Cleavage microcracks are 
assumed to nucleate on (001) planes in grain 2 (step 2). These microcracks propagate in the second 
grain and break the “triangles” remaining along the grain boundary and which belong to the grain 
boundary itself (step 3). This generates a perturbed crack front which is still attached to the grain 
boundary by remaining ligaments. In step 4 the perturbed crack front propagates and leads to final 
fracture. The model is based on an energy balance between the driving energy corresponding to the 
strain energy release rate of the perturbed crack and the dissipated energy. This energy includes 

a) 

b) 
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three contributions: (i) the cleavage surface energy on the facets of the second grain, (ii) the 
intergranular energy of the “triangles”, and (iii) the energy spent in breaking the remaining 
ligaments. This model predicts that the number of segmentations along a given grain boundary is an 
increasing function of ψ, as observed experimentally [10] and that the = global ?  cleavage stress 
is also increasing with ψ. 

 
Figure 7. The four steps for a cleavage crack to cross a twisted grain boundary. 
 
This model of grain boundary crossing has been used to identify the parameters introduced in the 
Beremin-type model for predicting the fracture toughness of inhomogeneous materials [2] in which 
two modes of failure (intergranular and cleavage) are competing. The results shown in Fig. 8 were 
obtained using Vo = (50 µm)3, mB = mSZ = 30 (Weibull shape factors for base metal (B) and 
segregated zones (SZ)) in the as-received and aged conditions), f = 10 % (volume fraction of 
segregated zones). The critical stresses were taken as: 

( ) ( )
( ) ( )

3300 , 3230 ,

3250 , 2750

B B
u u

SZ SZ
u u

MPa as received MPa aged

MPa as received MPa aged

σ = − σ =

σ = − σ =
 

It is thus observed that aging produces a small decrease of the cleavage stress (by about 2%), due to 
the mechanism for cleavage described in Figs. 6 & 7, and a larger decrease of the intergranular 
fracture stress in the segregated zones (by about 15%)due to phosphorus intergranular segregation 
after aging. This value is in good agreement with the measurements carried out on homogeneous 
material representing the composition of the segregated zones [18]. 
 
Fig. 8 shows that the bimodal model for fracture is able to reproduce the observed variations in 
fracture toughness with temperature in both conditions (as-received and aged). This model accounts 

also reasonably well for the shift in DBTT with aging (~ 30°C at 100K MPa m=  and Pr = 63 %). 

It accounts also for the increased scatter observed in test results on aged material. This model can 
also be used for predicting the variation of fracture toughness with longer aging times and lower 
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temperatures typical of those of in-service conditions. 

 
Figure 8. Variation of the fracture toughness with temperature. Experiments and predictions from 
Beremin-type bimodal model [2]. The calculated values corresponding to failure probabilities of 5%, 63% 
and 95% are shown. 
 
6. Conclusions 
 
1. Thermal aging of a 18MND5 plate (type A533B) at 450°C for 5000 hours produces a shift of 
the ductile-to-brittle transition temperature (DBTT) of about 39°C. This shift is not accompanied by 
a drastic change in fracture modes which remain partly intergranular in the segregated zones and 
transgranular cleavage in the matrix. The fracture toughness of aged material is much more 
scattered than that of the as-received material. 
2. The slow cooling rate applied during cooling after the stress-relieving heat treatment (~ 30°C/h) 
generates intergranular phosphorus segregation which is sufficient to provoke intergranular fracture 
in the segregated zones, even in the as-received conditions. 
3. Auger spectrometry measurements showed that during aging at 450°C, phosphorus continues to 
segregate along the grain boundaries, while carbon concentration at grain boundaries decreases. 
Both phenomena produce an embrittlement effect of the grain boundaries. 
4. A model of intergranular segregation including the interaction between C and P atoms and 
non-isothermal conditions was identified. The results of this model were used as inputs for the 
prediction of bimodal fracture toughness of an inhomogeneous material representing the banded 
structure of the micro-segregated steel. The kinetics is represented using the McLean – Guttmann – 
Militzer theories. 
5. The variations in DBTT and in the scatter of fracture toughness test results induced by aging 
are correctly predicted using these models of segregation and of fracture toughness. 
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Abstract  The final goal of this study is to develop a method for estimating the effect of micro-structural 
characteristics of steel (especially two-phase steel) on ductile crack growth resistance of a structural 
component.  For this purpose, hierarchical approach to link the micro-structural characteristics of steel and 
ductile crack growth resistance curve of a component is proposed.  First attention is paid to reveal 
mechanical properties that control ductile crack growth resistance curve (CTOD-R curve), so that the 
R-curve could be numerically predicted only from those properties.  It is shown from the observation of a 
mechanism for ductile crack growth that two types of “ductile properties” of steel associated with ductile 
damage can mainly influence CTOD-R curve; one is a resistance of ductile crack initiation estimated with 
critical local strain for ductile cracking from the surface of notch root, and the other one is a stress triaxiality 
dependent ductility obtained with circumferentially notched round-bar specimens.  The damage model for 
numerically simulating the R-curve is proposed taking these two “ductile properties” into account, where 
ductile crack initiation from crack-tip is in accordance with local strain criterion, and subsequent crack 
growth triaxiality dependent damage criterion.  This macroscopic simulation can correlate the mechanical 
properties of steel with CTOD-R curve of a component.  The second approach is to develop a simulation 
method to predict the effect of micro-structural characteristics of two-phase steel on the two types of ductile 
properties that were found to be ductile crack growth controlling mechanical properties.  To simulate 
meso-scale ductile damage behaviors, 3D micro-structural FE-model is developed for analyzing the 
stress/strain localization behaviors by micro-structural strength mismatch and ductile damage model for 
reproducing damage evolution up to micro-void/micro-crack formation.  This meso-scopic simulation can 
correlate micro-structural characteristics with mechanical properties of two-phase steel.  Through the 
proposed hierarchical approaches, micro-structural morphology of two-phase steel to improve ductile crack 
growth resistance of a component can be discussed. 
 
Keywords  Damage model, 3D-simulation, Microstructure, Ductile crack growth resistance 
 
1. Introduction 
 
It is necessary to estimate ductile crack growth property of a steel structure for rational assessment 
of unstable fracture associated with ductile crack initiation and subsequent crack growth.  
Furthermore, from steel developing side, it should be required to provide a guideline for improving 
ductile crack growth resistance from material properties point of view.  On the other hand, it is 
expected to improve resistance of ductile crack initiation and extension by controlling 
heterogeneous micro-structure of steel.  However, no effective guideline in terms of material 
properties for improving resistance of ductile crack growth resistance of a cracked structural 
component has been necessarily established. 
 
For this purpose, the target was focused on proposing a hierarchical approach to link the 
micro-structural characteristics of multi-phase steel and ductile crack growth resistance of a 
structural component, which consists of macroscopic approach and mesoscopic approach.  Figure 
1 describes this concept.  The final goal of this study is to develop a numerical simulation method 
for estimating the effect of micro-structural characteristics of multi-phase steel on ductile crack 
growth resistance of a structural component. 
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Figure 1. Concept for developing simulation method. 

 
2. Simulation method for correlating ductile crack growth resistance with 
mechanical properties (Macroscopic approach) 
First attention in this study, that is macroscopic approach, was paid to developing a simulation 
method for correlating ductile crack initiation and extension properties (CTOD-R curve) with 
mechanical properties that could be obtained by laboratory tests.  One of the authors has already 
proposed the numerical simulation model [1].  The ductile crack initiation from crack-tip is in 
accordance with local strain criterion [1-4], and the subsequent crack extension triaxiality 
dependent damage criterion [1].  This model can predict a CTOD-R-curve only from two types of 
ductile properties and stress-strain curve of steel; one is a resistance of ductile crack initiation 
estimated with critical local strain for ductile cracking from the surface of notch root obtained with 
notched bend specimen, and the other one is a stress triaxiality dependent ductility obtained with 
circumferentially notched round-bar specimens.  In this chapter, the applicability of this model to 
prediction of CTOD-R curve of a cracked component of high strength steel is demonstrated. 
 
2.1. Mechanical properties controlling ductile crack growth resistance 
The steels used in this study are steels A, B and C.  The steels A and B have almost the same yield 
stress and work hardening, whereas the steel C has higher strength and lower work hardening as 
shown in Figure 1.  Table 1 summarizes the strength properties of all the steels used. 
 
Two types of the ductile properties, which are critical local strain and stress triaxiality dependent 
ductility, of all the steels that would control ductile crack growth resistance of cracked components 
were measured.   

 
To measure a critical local strain (!p

tip )cr , static 3-point bending tests were conducted using 
V-notched Charpy specimen.  Typical shear mode ductile cracking was observed, which implies 
that the local strain criterion can be applicable to the steels used.  By means of FE-analysis, a 
critical equivalent plastic strain (!p

tip )cr  at crack-tip element was estimated.  Another ductile 
property of the steels, that is stress triaxiality dependent critical local strain (!p )cr , was examined 
by conducting tensile test as well as FE-analysis for round-bar specimens with circumferential 
notch.  (!p )cr  as a function of stress triaxiality were estimated on the middle of the notch-root 
section where ductile cracking occurred in experiments.  The details of the method of experiments 
and FE-analysis are described in the literature [1].  Figure 2 summarizes the obtained two types of 
the ductile properties.  The (!p

tip )cr  and tress triaxiality dependent critical local strain (!p )cr  for 
the steel C are lower than those for steels A and B.  From these results, ductile crack growth 
resistance for the steel C can be supposed to be the lowest. 
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Table 1. Mechanical properties of steels 
used. 

 
!0.2 !T YR "T 

Steel A 620 721 0.86 8.5
Steel B 650 735 0.88 5.1
Steel C 829 879 0.94 5.8

!0.2 : 0.2%proof stress, !T : Tensile strength,
"T : Uniform elongation (G.L.=32mm),
YR : Yield to tensile ratio !0.2/!T)  

Figure 2. True stress-true strain curves for steels used. 
 

 
Figure 3. Ductile properties controlling ductile crack growth resistance for steels A, B and C. 

 
2.2. Simulation based prediction of ductile crack growth resistance 
2.2.1. Simulation model for ductile crack growth behavior [1] 
The damage model for numerically simulating a ductile crack growth resistance, that is R-curve, has 
been proposed taking the two ductile properties of steel into account, where the ductile crack 
initiation from crack-tip is in accordance with local strain criterion, and the subsequent crack 
growth triaxiality dependent damage criterion.  The details of the criteria are described in the 
literature [1] 
 
The local strain criterion is applied only for predicting ductile crack initiation from tip of a 
crack-like defect.  In the FE-model, a first element ahead of crack-tip losses a stiffness when an 
equivalent plastic strain at this element !ptip attains to a critical local strain (!ptip )cr  of steel of 
interest. 
 
The triaxiality dependent damage criterion is applied for simulating subsequent ductile crack 
extension.  The proposed yield function, that is the plastic potential, as a function of the damage 
variable D*  is expressed in Eq. (1), 
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where !  and !m are macroscopic equivalent stress and hydrostatic stress of the unit cell, 
respectively, and !  is flow stress of a matrix material.  This yield function, which is based on a 
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void growth model that was originally proposed by Gurson [6], was derived so that the relation 
between the critical strain (Ep )i  for micro-voids formation and the stress triaxiality can be in 
accordance with an exponential function as expressed in Eq. (2). 

(Ep )i = Aexp B !m
! const.

!

"
#

$

%
& ,  

A = 2
a1a2

ln (1!D0 )Dc
(1!Dc )D0

B = !a2

"

#
$

%
$

 (2) 

Therefore, the material parameters a1 and a2 can be identified only from the stress triaxiality 
dependent ductility of steel.  The (Ep )i  is generally set to be 80% of ductile cracking strain 
(!p )cr  for the steel which exhibits mico-voids nucleation controlled ductile failure behavior. 
 
2.2.2. Simulation of ductile crack growth resistance of a cracked component.  
In the light of two types of ductility of each steel presented in Fig. 3, critical local strain (!ptip )cr and 
damage parameters a1 and a2 were identified.  Table 2 summarizes these parameters for all the 
steels used: D0, Dc and K are fixed as 0.0001, 0.001 and 4, respectively. 
 

Table 2. Materials parameters used for simulation. 
Initiation

D0 Dc K a1 a2

Steel A 1.6 1.54 1.28
Steel B 1.6 0.66 1.59
Steel C 1.4 0.72 1.78

0.0001 0.001 4

Extension

Critical
local strain

Damage process based variables Ductility based
variables

 
 
Figure 4 exhibits a FE-model of 3-point bend specimen with a deep crack (a0/W=0.5) used for 
simulation, which has the same configuration and size as used in experiments.  The simulated 
ductile crack growth resistance curves, that are CTOD-R curve, were compared with experimental 
results.  As shown in Fig. 5, it was demonstrated that the proposed simulation method could 
predict CTOD-R curve of the cracked 3PB specimen with high accuracy even for the high strength 
steel C. 
 
Consequently, by means of the proposed simulation method, a ductile crack growth resistance of a 
cracked component can be quantitatively correlated with the mechanical properties obtained by 
laboratory tests. 

 

 

Figure 4. FE-mesh division and simulation model. 
Figure 5. Comparison between CTOD-R 
curves obtained by experiment and 
simulation for steels A, B and C. 
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3. Simulation method for correlating micro-structural characteristics with 
mechanical properties of two-phase steel (Mesoscopic approach) 
Second effort is to develop the mesoscopic method for correlating micro-structural characteristics 
with mechanical properties of two-phase steel, for instances Ferrite-Pearlite, Ferrite-Bainite, 
Ferrite-Martensite steel and so on.  The authors have proposed a simulation method for predicting 
the effect of micro-structural morphology on ductile cracking for two-phase structural steel on the 
basis of micro-mechanism for ductile cracking through the following developments [3-5]: one is a 
meso-scale 3D micro-structural FE-model that enables the analysis of stress/strain localization 
behaviors dependent on the morphology of two phases with strength heterogeneity in real steel, 
another is a damage evolution and subsequent micro-void nucleation model.  This model is 
expected to be able to predict the two ductile properties, which was found in the macroscopic 
approach to be the mechanical properties controlling CTOD-R curve, as well as stress-strain curves.  
In this chapter, it is demonstrated that the proposed model could simulate ductile cracking behaviors 
associated with heterogeneous micro-structure of two-phase, Ferrite-Pearlite, steel.  Then, the 
effect of morphology of micro-structure of two-phase steel on two ductile properties, which are the 
critical local strain and the stress triaxiality dependent ductility, is analyzed. 
 
3.1. Ductile cracking behaviors of two-phase steel with heterogeneous micro-structure 
The structural steel JIS SM490YB with Ferrite-Pearlite two phases (F-P steel) was used. The 
hardness of Pearlite phase is about 1.4 times larger than Ferrite phase. Volume fraction of Pearlite 
phase is about 30 %, the average grain size is about 25 !m.   
 

Table 2.  Mechanical properties of SM490YB steel used. 

Ferrite Pearlite
344 540 64 17.6 31 198 276

El. : Elongation(G.L. = 36 mm, Dia. = 6 mm), Hv : Average Vickers hardness (Load : 25 gf)
!Y : Lower yield stress, !T : Tensile strength, YR : Yield to tensile ratio = !Y/!T, "T : Uniform elongation

!Y (MPa) !T (MPa) YR (%) "T (%) El. (%) Hv

 
 

 
 

Figure 6. Microstructures of SM490YB steel 
used. 

Figure 7. Configuration of notched 
micro-tensile specimen used. 

 
The specimen for observing ductile cracking behaviors is flat micro-tensile specimen with side 
notches, as shown in Fig. 7.  Figure 8 presents load P and displacement u curves obtained by 
tensile testing for three specimens.  The specimens were unloaded at levels 1 and 2, and observed 
damage evolution up to failure.  The ductile cracks generated from not only notch-root surface but 
also middle of net section, that is inside of the specimen, were observed at loading level 2, as shown 
in Fig. 9.  These micro-cracks seem to mainly nucleate at Ferrite side with lower hardness near 
Ferrite-Pearlite boundary.  This implied ductile damage was localized by stress/strain 
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concentration that would be due to micro-structural strength mimatch.  The other important point 
to be notice is that no large voids associated with non-metallic inclusions were found after large 
amount of plastic straining, as is observed in the cross section at loading level 1.   
 

 

 

  

Figure 8. Load - displacement curves 
obtained by tensile tests for micro-tensile 
specimen with side notches. 

(a) Level 1 (b) Level 2 
Figure 9. Ductile damage evolution in 
notched micro-tensile specimen. 

 
3.2. Simulation method of ductile cracking behavior associated with heterogeneous 
micro-structure 
In order to simulate ductile cracking behaviors associated with heterogeneous micro-structure of 
two-phase steel, ductile damage simulation method was proposed [5].  Figure 10 shows the 
conceptual illustration of this method.  According to this method, ductile cracking behaviors of 
two-phase steel can be predicted from the following characteristics of constituent phase by using 3D 
micro-structural model; one is two kinds of mechanical properties i.e., strength property and 
damage property.  The former is stress-strain curve, and the later is stress triaxiality dependent 
ductility.  Another one is morphology of micro-structure of steel, for instances size and aspect 
ratio of grain size, volume fraction of second phase, connectivity of matrix phase and so on.  In 
this method, the same numerical damage model as that used in the macroscopic approach is applied. 
 

 
Figure 10. Conceptual illustration of the mesoscopic simulation method. 

 
A simulation model of the micro-tensile specimen that has the same configuration of that used in 
the experiment is shown in Fig. 11.  3D micro-structural model is employed only around the net 
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section.  The two-phase polycrystalline model has totally 187 grains and volume fraction of hard 
Pearlite phase of about 30%.  Average grain size is about 25µm, and element size 5µm.   
 

 
Figure 11. Meso-scale 3D FE-model of flat micro-tensile specimen with side notches. 

 
The mechanical properties needed for the proposed simulation can be identified from testing for full 
Ferrite and full Pearlite steels having the same morphological and metallurgical properties as those 
of each phase in F-P steel used.  However, in this work, some assumptions were employed for 
identifying those properties.  As for the stress-strain curves of Ferrite and Pearlite phases, they 
were estimated in accordance with a rule of mixture from stress-strain curve of two-phase steel used 
[5].  Figure 12(a) shows the equivalent stress ! – equivalent plastic strain !p  curves for the 
Ferrite and Pearlite phase along with that obtained by tension test for F-P steel used.  The damage 
parameters for the each phase can be obtained by conducting tension tests for round-bar specimens 
with/without circumferential notches in accordance with the proposed procedure (section 2.2).  
However, these parameters were determined based on the stress triaxiality dependent ductility for 
the F-P steel as presented in Fig. 12(b).  The properties for the Ferrite phase were identified by 
reverse analysis so that the stress triaxiality dependent ductility for the F-P steel might be 
reproduced by simulation using a 3D micro-structural model (see Fig. 15(b)).   As for the Pearlite 
phase, the same properties as those for F-P steel were used, because no significant effect of those 
parameters on simulated result was found in this case. 
 

  
(a) Stress-strain curve (b) Stress triaxiality dependent ductility 

Figure 12. Mechanical properties of constituent phases of F-P steel needed for damage simulation. 
 
Figure 13 shows P–u curves obtained by experiment and simulation.  The simulation reproduces 
critical tensile displacement where load drop due to ductile cracking occurred.  Ductile damage 
evolution behaviors from notch root surface and middle of the specimen obtained by simulation are 
well consistent with experimental results, and damage localization in Ferrite phase near 
Ferrite/Pearlite boundary is well simulated as shown in Fig. 14.   
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Figure 13. Load - displacement curves 

obtained by experiment and simulation for 
notched micro-tensile specimen. 

Figure 14. Comparison between simulated and 
observed ductile damage evolution for notched 

micro-tensile specimen. 
 
3.3 Effect of micro-structural morphology on mechanical properties 
It is demonstrated that the developed simulation model can well simulate ductile cracking behaviors 
regardless of surface or inside of a specimen, namely regardless of global triaxial stress conditions.  
Therefore, effect of micro-structural characteristics of two-phase steel on the macro-scopic ductile 
properties i.e., critical local strain and stress triaxiality dependent ductility which were found to 
control ductile crack growth resistance of a cracked component could be expected to be able to 
predict on the basis of the meso-scopic simulation method. 
 
Simulation model to estimate those macro-scopic ductility are proposed as given in Figure 15; (a) is 
3-point bend specimen with sharp crack for critical local strain and (b) is tensile RVE 
(Representative Volume Element) under constant stress triaxiality for stress triaxiality dependent 
ductility, which controls macro-scopic ductile crack initiation and extension, respectively. 
 

 
 

 
(a) Random type 

 
(b) Layered type 

(a) For critical local strain (b) For stress triaxiality 
dependent ductility 

 
Figure 16. Type of 

morphology of 
micro-structure 

Figure 15. Models for simulating the effect of micro-structural 
characteristics of two-phase steel on ductility. 
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As a case study, effect of second phase (harder phase) distribution of two-phase steel is estimated 
using a random type and layered type morphology as presented in Fig. 16.  Both types have the 
same volume fraction of the second phase of 30%, and the same average grain size of 25µm.  The 
matrix and second phases are assumed to be Ferrite and Pearlite, respectively, and the mechanical 
properties given in Fig. 12 are used for damage simulation. 
 
Results of simulated damage evolution are presented in Fig. 17.  Critical global deformation for 
ductile cracking from notch root surface, which is defined as Vg where ductile crack growth !a 
reaches 50µm, can be obtained from the 3-point bending simulation (Fig. 17(a)).  Then, in contrast 
to the FE-analytical results for homogeneous material model of the 3PB specimen, macro-scopic 
critical local strain (!ptip )cr  can be estimated.  Figure 17(b) gives evolution of damage fraction D 
of RVE as a function of macro-scopic equivalent plastic strain Ep .  The stress triaxiality 
dependent ductility that is defined as Ep  where D reaches 0.001 (=Dc) can be estimated. 
 

  
(a) For critical local strain (b) For stress triaxiality dependent ductility 

Figure 17. Damage simulation to estimate the effect of micro-structural morphology of two-phase 
steel on macro-scopic ductility. 

 
Figure 18 summarizes the estimated macro-scopic critical local strain (!ptip )cr  and stress triaxiality 
dependent ductility for the random and layered type morphology of F-P steel.  It was predicted that 
the layered type morphology provided larger macro-scopic ductility than the random type 
morphology as long as a volume fraction of second phase were the same. Therefore, the layered 
type morphology could enlarge ductile crack growth resistance of a cracked structural component. 
 

 
Figure 18. Effect of micro-structural morphology of two-phase steel on macro-scopic ductility 

simulated on the basis of the proposed meso-scopic approach. 
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4. Conclusions 
In this work, hierarchical approach to link the micro-structural characteristics of multi-phase steel 
and ductile crack growth resistance of a structural component was proposed (see. Fig. 19).  This 
approach consists of macro-scopic approach and meso-scopic approach.  The macro-scopic 
approach can provide a guideline to control mechanical properties for improving ductile crack 
growth resistance of a cracked structural component.  And the meso-scopic approach can correlate 
micro-structural characteristics with mechanical properties of two-phase steel.  Through the 
proposed hierarchical approach, micro-structural characteristics of two-phase steel to improve 
ductile crack growth resistance of a structural component can be discussed, however further 
verification works should be conducted. 
 

 
Figure 19. Hierarchical approach to correlate multi-scale characteristics i.e., micro-structural 

characteristics, mechanical properties and structural performance. 
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Abstract  With decreasing temperature the failure of typical engineering metals changes from ductile 
fracture to cleavage. A possible cleavage initiation in the brittle-ductile transition region is typically 
evaluated by stress-based criteria like those after Ritchie-Knott-Rice or of Weibull-type. Such models 
describe the experimental results adequately in the lower brittle-ductile transition region but problems arise 
in the upper part of the transition region. 
In the present study cleavage is modeled by a cohesive zone and ductile damage is described by a non-local 
Gurson-model. With this modeling of both failure mechanisms the fracture initiation and propagation can be 
simulated in the whole brittle transition region. The results show that the crack tip constraint has a 
considerable influence on the stability of the crack propagation. 
Keywords  fracture mechanics, brittle-ductile transition, non-local Gurson model, FEM simulation 
 
1. Introduction 
 
In the range of room temperature typical engineering metals fail by a ductile mechanism. Thereby, 
the voids nucleated at non-metallic inclusions grow and coalesce finally to a macroscopic crack. 
Due to the plastic deformations much energy is dissipated with this mechanism leading to a high 
macroscopic fracture toughness. In contrast, at low temperatures fracture by cleavage occurs at 
favorably oriented crystallographic planes in the particular grains. With this mechanism 
considerably less energy is dissipated compared to the ductile mechanism which is why the 
macroscopic material behavior is termed as brittle. In the ductile-brittle transition region both 
mechanisms are observed, see Fig. 1. In this regime a large scatter of the fracture toughness values 
is observed for specimens of nominally identical material. This behavior is caused by the strong 
sensitivity to local material imperfections.  

Due to the relevance in engineering applications numerous approaches were developed to describe 
the behavior in the ductile-brittle transition region. Mostly, the ductile mechanism is incorporated 

  
Fig. 1: Ductile-brittle fracture surface [1] Fig. 2: Models for brittle-ductile transition 
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by damage models like those after Gurson or Rousselier or modifications thereof. With such models 
all stages of crack initiation and propagation can be simulated. In contrast, cleavage is typically 
associated with unstable crack propagation. For this reason a possible cleavage initiation is usually 
evaluated by stress-based criteria like those after Ritchie-Knott-Rice (RKR) [2] or Beremin [3]. 
Especially the Beremin model and its numerous modifications enjoy great popularity as those 
models are probabilistic and the prediction of failure probabilities corresponds to the experimentally 
observed large scatter of measured fracture toughness values. The failure probabilities rely on the 
so-called weakest-link theory where the failure of an element is assumed to coincide with the failure 
of the complete structure. 
Comparisons with experiments show that models of Beremin-type allow realistic predictions in the 
lower ductile-brittle transition region. However, problems arise in the upper ductile-brittle transition 
region even if the ductile crack propagation is incorporated as sketched in Fig. 2. Furthermore, the 
weakest-link theory predicts a vanishing survival probability of very large specimens at arbitrary 
small loadings. Anderson, Stienstra and Dodds [4] argue that this prediction is physically 
questionable since some work is always necessary to separate the crystallographic planes. 
Experiments confirm the existence of a corresponding lower-bound fracture toughness, see e.g. [5]. 
The problem of models of Beremin-type is the identification of cleavage initiation with immediate 
unstable crack propagation since the stability of crack propagation is in general a matter of the 
interaction of material properties, specimen type, specimen size and loading. 
In the present study cleavage is modeled by a cohesive zone and ductile damage is described by a 
non-local Gurson-model. With this modeling of both failure mechanisms the fracture initiation and 
propagation can be simulated in the whole brittle transition region. The stability is an outcome of 
the simulations. 
 
2. Model 
 
Concretely, cleavage is modeled by a so-called cohesive zone. In a model of this kind it is assumed 
that the normal stress σ(x) transmitted at each point x in the process zone depends on the local 
separation δ(x) of the crack edges as sketched in Fig. 3. The particular relation between σ and δ is 
described by the cohesive law. In the present study the exponential law after Xu and Needleman [6] 
is employed. The maximum transmittable stress σc is termed as cohesive strength. The area Γ0 is the 
work of separation and corresponds to the work which is necessary for the formation of new 
surfaces. Correspondingly, Γ0 has the unit of work per area. 

Modeling cleavage by means of a cohesive zone captures phenomenologically two essential 

  
Fig. 3: Cohesive zone at  the crack tip Fig. 4: Exponential cohesive law 

-2- 
 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

experimentally observed issues. Firstly, the softening initiates (in the considered case of mode-I 
loading) if the maximum principal stress in the ligament reaches the value σc. Secondly, Γ0 is the 
minimum work necessary for the formation of free surface in absence of plastic deformations and 
corresponds thus to the lower-bound fracture toughness. In finite-element models implementing a 
cohesive zone, the results are expected to converge with an increasing mesh resolution. 
In the bulk material embedding the cohesive zone the ductile damage mechanism is described by 
the Gurson-model [7] in the established modification by Tvergaard und Needleman [8] 
(GTN-model). However, from this approach (and all other classical damage models) it is known 
that the results depend strongly on the element size and orientation. But for a consistent numerical 
implementation of the cohesive zone the stresses around the crack tip need to be resolved very fine. 
In order to overcome this problem the non-local extension of the GTN-model by Linse et al. [9] is 
employed for the following simulations. In classical constitutive theories the softening at a material 
point depends only on the internal state variables at this point. Within a non-local approach a region 
of finite size around the particular material point is incorporated for the softening. The dimension of 
this region is associated with a relevant microstructural length of the damage mechanism, for the 
ductile mechanism thus to the mean distance of the voids. 
Concretely, in the non-local modification by Linse et al. the flow potential 
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of the original GTN-model is retained. Therein, σeq and σh denote the Mises stress and the 
hydrostatic stress, σM is the equivalent yield stress of the matrix material and q1 and q2 are the fitting 
parameters after Tvergaard und Needleman. In the following the established values q1=1.5 and q2=1 
are assigned. In the initial stage the effective void volume fraction f* corresponds to the actual value 
f. In the stage of void coalescence which initiates at f =fc, the effective value f* increases faster than 
f by the factor K: 
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At f = ff (corresponding to f*=fu) the material has lost its load carrying capacity completely. The 
non-local modification concerns the evolution law of f. In contrast to the classical GTN-model the 
non-local plastic volumetric strain εnl is used in this law: 

 nl N(1 )f f fε= − + 

  (3) 

The nucleation term fN is not considered in the following for simplicity, but all voids are assumed to 
be initially present and are thus captured with the initial void volume fraction f0. The non-local 
plastic volumetric strain εnl is defined in a so-called implicit-gradient formulation by an additional 
partial differential equation of Helmholtz-type 

 2
nl nl nl vlε ε ε∆+ =  (4) 

wherein the local volumetric plastic strain εv forms the source term. A region around the current 
material point is incorporated through the Laplace-operator Δ. The intrinsic length scale lnl enters as 
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the weighting prefactor of the Laplace-operator. Regarding the boundary conditions necessary in 
addition to the Helmholtz-equation the reader is referred to [9,10]. A one-parametric power-law is 
implemented for the matrix yield stress σM in such a way that in a uniaxial tension test with the 
compact material f=0 a relation 

 y
y

N
Eεs s
s

 
=   

 
 (5) 

between true stress σ and logarithmic strain ε is obtained. Therein, E denotes Young’s modulus and 
σy and N are the initial yield stress and the hardening exponent, respectively. The following 
simulations are performed with σy/E=0.003 and N=0.1 and a Poisson ratio of ν=0.3 corresponding to 
typical medium strength engineering alloys (e.g. E=210 GPa, σy=500…700 MPa). The initial void 
volume fraction is assumed to be f0=0.01. The work of separation is taken as Γ0=1/3 σylnl which is 
realistic for the material which will be considered finally for a comparison between simulations and 
experiments. 
Due to the non-local formulation the boundary-value problem is well-posed also in the case of 
ductile softening. Thus, the combined model of cohesive zone and non-local GTN-model leads to a 
mesh-independent solution in the complete temperature range. Correspondingly, the local field 
quantities in the process zone are determined only through the material parameters and the loading. 
In particular, the size of the process zone is defined by the material parameters of unit length. For 
ductile failure this is the non-local length lnl whereas for cleavage the size of the process zone is 
related to the characteristic cohesive separation δ0 which is necessary to reach the cohesive strength 
σc. For the employed cohesive law this value amounts to δ0=Γ0/(σcexp(1)), compare Fig. 4. For the 
simulation of the crack propagation by means of the finite element method (FEM) the fields in the 
process zone need to be resolved sufficiently fine. For realistic values, δ0 is always smaller than lnl 
so that the maximum feasible element size is determined by δ0. According to a performed 
convergence study elements of edge length be=1.2 δ0…1.8 δ0 are placed at the ligament. A typical 
mesh at the crack tip is depicted in Fig. 5. Only a half-model needs to be meshed for symmetry 
reasons. The cohesive elements do not have a geometric thickness and are thus only sketched in the 
figure.  

Fig. 5: FE-mesh at the crack tip Fig. 6: FE-mesh for 3PB specimen  
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Realistically, an initial stage of crack tip blunting is expected to occur with the non-local 
GTN-model before the fracture initiation [9,10]. In order to handle the associated strain singularity 
an initial radius rt is introduced in the FE-model. The radius rt has to be small compared to lnl 
preventing an inadmissible perturbance of the solution. The mesh in Fig. 5 fulfills this requirement. 
For the computations the commercial FE-code Abaqus/standard is employed. Dynamic simulations 
are performed with implicit time integration under plane-strain conditions. The loading is applied 
quasi-statically. The elements for non-local GTN-model and the cohesive elements are both 
implemented with quadratic shape functions as user-defined elements via the UEL-interface. The 
crack propagation is simulated in the following for a three-point bending specimen (Fig. 6) or under 
a KI-dominated far-field (boundary-layer model, see [10]).  
 
3. Results 
 
First, the influence of the cohesive strength σc is investigated. In order to exclude possible effects of 
the geometry of a particular specimen, the limit case of a KI-dominated far-field is considered. A 
dimensional analysis shows that under these conditions the ratio of σc and initial yield stress σy is the 
only relevant parameter. In metals σy increases with decreasing temperature. If σc is assumed to be 
independent of the temperature, σc/σy increases with increasing temperature.  
Computed crack growth resistance curves (R-curves) are shown in Fig. 7 for several values of σc/σy. 
In addition, the active damage mechanism is marked. It has to be noticed that the crack growth 
resistance JR is normalized with respect to the yield stress σy and the non-local length lnl. The 
amount of crack growth Δa is normalized by lnl as well. The results show that the crack growth 
resistance increases with the ratio σc/σy, i.e. with increasing temperature. For σc/σy=2.6 the crack 
growth resistance is determined by the work of separations Γ0. In the lower ductile-brittle transition 

Fig. 7: Crack growth resistance curves 

region at σc/σy=3.05 there is still pure cleavage but already a considerably higher crack growth 
resistance JR. The difference between JR and Γ0 is caused by the dissipation due to the plastic 
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deformations during the blunting of the crack tip. After the fracture initiation at JR=Jc the plastic 
dissipation decreases leading to a decaying R-curve. For a prescribed loading J=Jc this point is 
unstable so that a dynamic crack propagation initiates. For σc/σy=3.07 and σc/σy=3.10 the crack 
begins to propagate with the ductile mechanism until cleavage initiates and the propagation 
becomes dynamic, too. The distribution of the void growth behind the current crack tip is depicted 
in Fig. 8 showing a so-called stretch zone. Whilst the crack propagates only by cleavage for 
σc/σy=3.07, the crack arrests again for σc/σy=3.10 followed by ductile propagation. Such a behavior 
accords to experimental results, compare Fig. 1.  

Fig. 8: Stretch zone at initial crack tip (σc/σy=3.07) 

In order to investigate the effect of the crack tip constraint, now the crack propagation in a 
shallow-crack three-point bending specimen of width W=100 lnl is simulated with a FE-mesh like 
that in Fig. 6. The relative crack depth amounts to a/W=0.15, a value corresponding to the 
experimental data which will be used below for a comparison. The computed R-curves are depicted 
in Fig. 9 for the lower ductile-brittle transition region. 

Fig. 9: R-curves for shallow-cracked specimen (a/W=0.15) 

The results show that initially the crack grows by cleavage but nevertheless stably until the crack 
propagation becomes dynamic at the unstable point. Typically, in the context of brittle damage this 
point is used for the definition of the fracture toughness Jc. However, because of the initially stable 
crack propagation a Jc defined this way does not depend only on the crack tip constraint at the initial 
crack tip. Merely, it is also significantly influenced by the evolution of the crack tip constraint with 
ongoing crack growth.  
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In order to verify the presented model the simulation results are compared to the experimental data 
of Sorem, Dodds und Rolfe [11] in the following. These authors investigated the fracture behavior 
of an A36 steel in the ductile-brittle transition region. They focused on the effect of the crack-tip 
constraint which is why specimens of different crack depth were employed having all a width of 
W=34 mm. Since the predictive capabilities of the presented model shall be checked the model 
parameters are determined only from the deep-cracked standard specimen with a/W=0.50. Finally, 
the behavior of the shallow-cracked specimen with a/W=0.15 is simulated. 
According to the procedure proposed in [10] the intrinsic length of the non-local GTN-model is 
determined to be lnl=0.34 mm corresponding to a size ratio of W/lnl = 93.5. The yield stress is given 
in [11] for the complete temperature range. The work of separation corresponds to the lower-bound 
fracture toughness as discussed above and is assumed to be temperature-independent for simplicity 
leading to a value Γ0=0.028 MPam. The cohesive strength is now determined via the ductile-brittle 
transition temperature which gives σc=780 MPa.  
The fracture toughness values extracted from the simulations of the shallow-cracked specimens 
(a/W=0.15) are compared to the corresponding experimental data in Fig. 10. It has to be noted that 
the simulation results from above with W/lnl = 100 are used for convenience. Fig. 10 shows that the 
shift of the ductile-brittle transition temperature is predicted adequately. Furthermore, it is predicted 
correctly that even at a high level of fracture toughness of about Jc=0.15 MPam there is pure 
cleavage. This high fracture toughness is attributed to the initially stable crack propagation by 
cleavage as found above. 

Fig. 10: Fracture toughness of an A36-steel [11] in comparison to simulation results 

 
The employed model is deterministic. Thus, in the current state only mean properties can be 
considered. It remains open to investigate whether information about the scatter of the fracture 
toughness values can be gained if local imperfections are considered in the model. 
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The present contribution is a translation of [13] and outlines the results of [12]. Details of the model, 
numerical methods, the procedure for the determination of the parameters and the comparison with 
experimental data can be found in the latter reference. 
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Abstract Two German ferritic pressure vessel steels (JFL, JQR) are examined in the brittle to ductile 
transition regime as function of temperature and irradiation. The experiments are done by a miniaturized 
Small-Punch-Test (SPT) in hot cells within the temperature range of -185oC up to 70oC.  
From the load-displacement curve of the SPT, the yield curves and parameters of both a non-local GURSON-
TVERGAARD-NEEDLEMAN ductile damage model and the BEREMIN-model are identified. The influence of 
temperature and irradiation on the determined model parameters is analyzed. All parameters are verified by 
comparison with results from standard test methods.  
The parameters, identified from SPT, are used to simulate the failure behaviour in standard fracture 
mechanics specimens. In the upper shelf, the non-local GTN-model is applied to simulate J-∆a-resistance 
curves, from where the fracture toughness data JIc could be successfully predicted. In the lower shelf, the 
WEIBULL-stress of the specimens was computed to find out the statistics of KIc - values. Finally, a modified 
BEREMIN-model and the non-local GTN-model were combined to evaluate the failure of fracture specimens 
in the brittle-ductile transition region. This way, an acceptable agreement with Master-curve data for non-
irradiated steels could be achieved over the whole temperature range. 
 
Keywords non-local GTN-model, Beremin-Model, small-punch-test, brittle-ductile transition 
 
 
1. Introduction 
 
The quantification of irradiation effects on ferritic steels is an essential task to warrant the safety of 
existing nuclear power plants. While a large number of tests is needed for the description of the 
brittle and transition region, the available volume of irradiated material for testing is very limited. 
Damage mechanics can be used to assess the integrity of mechanical structures with micro-defects 
through the evaluation of local criteria. In contrast to the methods of linear-elastic and elastic-
plastic fracture mechanics, this approach, the concept of the Local Approach [1], can  in principle 
be applaied  to any structure. The application of the Local Approach to determine fracture 
mechanical properties requires the exact knowledge of the hardening and softening behavior of the 
material. 
A promising method for the description of the failure behavior of ferritic steels in the brittle, 
transition and ductile region consists in minimal invasive sampling and testing of miniaturized 
specimens followed by the numerical simulation of standard fracture mechanical tests to predict 
fracture mechanical properties. 
The small punch test (SPT, [2]-[6]) is a miniaturized deep drawing process that requires only tiny 
volumes of material. Its load displacement curve contains information about the elastic, hardening 
and softening properties of the tested material. 
Cleavage fracture is the typical failure mechanism observed when testing in the brittle and transition 
region. The probability of cleavage fracture depends on the distribution of microcracks resulting 
from microplastic deformation, which causes a large scatter of the fracture mechanical properties. 
Therefore, a probabilistic model such as the Beremin local approach model [7][8], is required to 
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describe the failure in the brittle or transition region. It quantifies the probability of cleavage 
fracture based on the weakest link theory and the Griffith criterion. 
Due to the absence of an initial macroscopic crack and a rather small stress triaxiality compared to 
fracture mechanic specimens, large parts of the SPT specimen undergo high plastic deformations 
even if brittle fracture is finally observed. In any case, the evolution of ductile damage precedes 
failure. Therefore, it is necessary to account for the influence of ductile damage when identifying 
material properties from the measured load displacement curves of the SPT. 
In this paper, fracture toughness values are predicted solely by numerical simulation of fracture 
mechanics tests using material parameters identified from the SPT. A non-local formulation of a 
ductile damage model is used in combination with a modified Beremin model to characterize the 
fracture behavior of pressure vessel steels in the transition region. 
 
2. Damage models 
 
2.1. Non-local ductile damage model 
When standard continuum damage models are implemented numerically using the finite element 
method, they exhibit a high sensitivity of the results to the spatial discretization size [9][10]. 
Material softening due to the evolution of damage localizes in a small portion of the model that is 
controlled by the finite element mesh, i.e. the finite element size becomes an additional model 
parameter. As a consequence, it is generally not possible to use the same damage model parameters 
in dissimilar FE models with very different element sizes. 
A common idea of different methods to reduce the mesh sensitivity of damage models is to account 
for the influence of the surrounding material at a given material point in the constitutive equations. 
This results in a formulation that introduces a characteristic length scale into the model. Non-local 
formulations [11][12] of damage models may be divided in to three main types: formulations of the 
integral type, explicit gradient formulations and implicit gradient models. 
The continuum  damage model established by Gurson and modified by Tvergaard and Needleman 
(GTN, [13]-[15])  provides the basis for the constitutive equations applied in the present work. It 
was developed to describe the growth and coalescence of initially present or later nucleating voids 
in isotropic ductile materials. The GTN model accounts for the growth, nucleation and coalescence 
of voids. It consists of the yield condition and evolution equation for the two relevant internal 
variables. The change of the void volume fraction is determined by the growth of existing voids and 
the nucleation of voids in the matrix. 
Motivated by the approach of generalized continua, the GTN continuum  damage model is modified 
by replacing the dilatational part of the plastic strain rate by its non-local spatial average in the 
evolution equation for the growth of existing voids. 

( )1 ε= −


nl
G pf f  

All other equations of the GTN model remain untouched. For the considered case of elastic strains 
being small compared to plastic strains, the change of the micro-volume becomes an additional 
degree of freedom. The local behavior is sustained for the elastic case. The non-local dilatational 
part of the plastic strain rate is treated as an additional independent field quantity that is governed 
by the partial differential equation of the Helmholtz type 
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2ε ε ε− ∇ =p p pc  , 

where the local hydrostatic part of the plastic strain rate pε  acts as a source term. The constant c can 

be regarded as an internal length parameter that controls the influence of the surrounding material. 
To complete the implicit gradient formulation, homogeneous Neumann boundary conditions are 
chosen at all boundaries to solve the averaging equation. Details of the non-local damage model and 
its numerical implementation into the commercial FEM software ABAQUS can be found in [16]. 
 
2.2. Modified Beremin-Model 
In the transition region both ductile damage and brittle fracture occur. Therefore, material models 
are needed that represent both micromechanical processes independently. The combined use of a 
non-local GTN-model together with the Beremin model for the calculation of the probability of 
cleavage fracture is conceivable in principle. However, the problems that accompany the original 
Beremin are getting worse when ductile damage is considered, i.e. dependence of the Weibull 
parameters with regard to sample shape, temperature and strain rate, difficulties in the iterative 
determination of the Weibull parameters, and large variations in the calculated probabilities of 
cleavage fracture. 
Bordet et al [17] discussed that the above problems are a result of a oversimplified description of 
local cleavage in the Beremin model. Already in [7], a proposal for the consideration of the 
influence of plastic strain is made. Further modifications of the Beremin model, mainly concerning 
the calculation of the Weibull stress can be found in [18]-[23]. 
In this paper, we apply a modification proposed by Bernauer et al [24]. This modification takes into 
account that the nucleation of voids is promoted by the presence of carbide particles, either by the 
detaching of the surrounding matrix or the breaking of the particles. Both lead to the formation of 
cavities, whereby the initiation of cleavage fracture is no longer possible at this point. Therefore, the 
number of active micro-cracks is variable in the modification proposed by Bernauer. The modified 
Weibull stress is calculated numerically as 
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As in the original model, the probability of cleavage fracture is determined according to 
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σ
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In conjunction with the non-local ductile damage model, the nucleation of voids and the associated 
reduction of cleavage initiation points can be considered.  
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3. Identification of material properties 
 
For a small initial void volume fraction of the investigated material ductile damage affects the 
behavior of the SPT specimen in a deformation state, where large equivalent plastic strains occur. 
Accordingly, the parameter identification is performed in two phases: First, the yield curve 
parameters are determined neglecting ductile damage. Here, the material is modeled as elastic-
plastic with the von Mises yield condition and the associated flow rule with isotropic hardening. 
Subsequently, the identification of the ductile damage parameter is carried out together with the 
adoption of a reduced number of yield curve parameters. 
 
3.1. Identification of yield curves 
For the determination of yield curves from measured load-displacement curves of the SPT, a 
method was used, which does not require FEM calculations during the identification process. 
Instead, previously trained Neural Networks are used. The parameter determination is done by 
minimizing the difference between measured load-displacement curves and those approximated by 
the Neural Networks. The optimization algorithm simulated annealing (SA, [25]) was used. Details 
of the identification of yield curves can be found in [4]. 
 
3.2. Identification of the parameters of the non-local ductile damage model 
The identification of damage parameters is done after the determination of the yield curve 
parameters, now with ductile damage taken into account. Here, the parallel optimization algorithms 
Appspack and Hopspack are used [26]-[28] . Both algorithms are based on Generating Set Search 
Methods (GSS, [29][30]), a class of derivative-free optimization methods. The asynchronous 
parallel implementations Appspack and Hopspack start FE-simulations on different processors; the 
algorithms are not waiting for the results of simultaneous calculations. 
 
3.3. Identification of Weibull-parameters 
For the determination of the Weibull parameters load-displacement curves of experiments in which 
the specimens failed brittle are simulated by FEM and the stress state at the time of failure is 
analyzed. The calculated probabilities of cleavage fracture are adapted to the experimental 
distribution using the maximum likelihood method (ML, [31]-[33]). 
 
3.4. Prediction of fracture mechanical properties 
Tests with fracture mechanics specimens are simulated to determine fracture toughness values. 
Here, the material behavior is described by the parameters of the implemented damage models that 
were previously identified from the SPT. The evaluation of the stress state in the fracture mechanics 
specimen provides the relation between Weibull stress and fracture toughness values in the brittle 
and the transition region, which allows the comparison with the Master Curve [34]. The 
determination of fracture mechanical parameters by numerical simulations of conventional fracture 
mechanics tests is based on the hypothesis that the crack initiation both in SPT specimens as well as  
in fracture mechanics specimens is accurately described by the same material models. In the brittle 
and transition region, critical fracture toughness values KIc are calculated from J-integral values if 
the Weibull stress reaches 5%, 50% and 95% probability of cleavage fracture. 
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4. Application and results 
 
4.1. Identified Hardening Parameters 
The explained identification strategy was applied to determine yield curve parameters from load-
displacement curves of SPTs carried out for the two materials, both in non-irradiated and irradiated 
state, at different temperatures. 
The influences of test temperature and irradiation level on the hardening characteristics of the 
reactor steels are clearly visible in the measured load-displacement curves of SPT [4][5]. They  are 
also found in the identified yield curves. Lower temperatures and higher irradiation levels lead to a  
significant increase in yield stresses in the entire strain range. Figure 1 shows the identified initial 
flow stresses for the material JFL. The results for the material JRQ are not shown here as they are 
comparable in quality; however JRQ shows a much higher sensitivity to radiation than the steel 
JFL. The identified values agree well with data measured with standard tensile test. 
 
4.2. Determined Weibull Parameters 
Weibull parameters were determined for those temperatures and irradiation levels, respectively, for 
which the tested specimens failed in a brittle manner. Using the maximum likelihood method, 
unreasonable high Weibull modules were obtained for some test series. Therefore, it was decided to 
set the Weibull module to a constant value of m=30. The parameters of the original Beremin model 
were identified for reference purpose. Figure 2 represents the determined Weibull reference stresses 
for the material JFL. 
Both the parameters of the original and the modified Beremin model show dependencies on 
irradiation level and test temperature. The influence of temperature on the Weibull reference stress 
is best visible for the non-irradiated materials: Within the same irradiation level, the specific 
Weibull reference stresses decrease for higher test temperatures. 
 
4.3. Critical Fracture Toughness values 
Subsequent to the identification of the yield curves and the damage parameters critical fracture 
toughness values were indirectly quantified by numerical simulation of fracture mechanics tests.  
The developed non-local ductile damage model was used in combination with the original Beremin 
model or the modified version after Bernauer to calculate the probability of cleavage fracture. 
The fracture toughness values from FEM calculations of CT specimens using the identified 
parameters are shown in Figure 3 for the non-irradiated material JFL. In the brittle region and the 
ductile region, the calculated values agree well with experimental results. For the transition region, 
the calculated fracture toughness values and their scatter are clearly too small. 
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Figure 1: Initial yield stresses identified from the SPT (material JFL; irradiation levels: non-
irradiated, RH6, RH7cf/cn) 

 

Figure 2: Weibull reference stresses identified from the SPT (material JFL; irradiation levels: non-
irradiated, RH6, RH7cf/cn) 
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Figure 3: Fracture toughness values for the non-irradiated material JFL 

 

Figure 4: Relation between identified yield stresses and Weibull reference stresses 
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5. Discussion and conclusions 
 
The parameters of both Beremin models clearly show dependencies on irradiation level and test 
temperature. In the relevant range of the load-displacement curve of the SPT, large parts of the 
specimen are subjected to a biaxial stress state which is characterized by approximately equal first 
and second principal stresses. Accordingly, the maximum principal stresses at the onset of void 
coalescence and consequently the determined Weibull reference stresses are mainly determined by 
the current yield stress of the material. Figure 4 shows the almost linear relationship between 
calculated Weibull reference stresses and identified yield stresses. The strong influence of the test 
temperature and irradiation level on the hardening properties of the matrix material thus transfers to 
the particular Weibull reference stresses: for higher temperatures, the Weibull reference stresses 
decrease. This result is consistent with the temperature dependence of principal stresses leading to 
cleavage fracture that were experimentally determined on notched tensile specimens [35]. Note that 
there are several temperature-dependent modifications of the Beremin model, e.g. [36]-[38]. 
However, in these modifications the Weibull reference stress must be increased with higher 
temperatures to get reasonable results, which lacks a micromechanical motivation [39] and 
contradicts with our results. 
The predicted fracture toughness values agree well with experimental results in the brittle region 
and in the ductile region. In the brittle-ductile transition region, the values determined from the SPT 
cannot be transferred to the fracture mechanics specimen. The calculated fracture toughness values 
are much smaller than the experimentally determined values. It is therefore questionable whether 
the assumptions made in the Beremin model are sufficient to capture size effect and influence of 
stress triaxiality. Particular in the transition region, the assumption of the failure of the whole 
structure by the unstable crack growth of a micro-crack (weakest link assumption) seems to be not 
justified for the fracture mechanics specimen. 
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Abstract  The physical-and-mechanical model of ductile fracture has been developed to predict fracture 
toughness and fracture strain of irradiated austenitic steels taking into account stress-state triaxiality and 
irradiation swelling. Comparison of experimental data on fracture strain of irradiated austenitic weld metal 
with predicted results by the model has been performed. The model also allows to describe sharp decrease of 
ultimate strength on the basis of the proposed mechanism called as “the running collapse mechanism”. 
 
Keywords  Ductile fracture model, Fracture toughness, Swelling, Irradiated austenitic steels, Vacancy voids 
 

1. Introduction 
 
Ductile fracture of unirradiated austenitic and ferritic steels may be sufficiently successfully 
described on the basis of well known model – The Gurson-Tvergaard-Needleman model 
(GTN-model) [1, 2], and also on the basis less known model – 
Margolin-Karzov-Shvetsova-Kostylev model (MKSK-model) [3]. 
 
Ductile fracture of irradiated austenitic steels has many features. Some of them are the following.  
(1) Ductile fracture is controlled by not only evolution of voids, nucleating by deformation 

(deformation voids), but also by vacancy voids (resulting in swelling) arising under irradiation 
before deformation.  

(2) Deformation voids nucleation rate is higher for irradiated steel than for unirradiated steel.  
(3) Neutron irradiation reduces fracture toughness stronger than fracture strain of tensile smooth 

specimens. It means that stress state triaxiality (SST) enhances the effect of neutron irradiation 
on fracture strain.  

(4) For some value of radiation swelling a fracture of smooth specimens occurs when stress less 
than yield strength, but fracture surface contains dimples. It means that fracture mechanism is 
ductile due to evolution of voids.  

 
The aim of this paper is development of MKSK-model for prediction the fracture strain on neutron 
dose for different stress states, prediction the influence of neutron irradiation and radiation swelling 
on material fracture toughness and also prediction fracture at high level of swelling when stress less 
than yield strength. 
 

2. The main considerations of the physical-mechanical ductile fracture model 
 
The main considerations of the proposed model are following: 
 
(а) Fracture proceeds by the mechanism of nucleation, growth and coalescence of voids. Two void 
populations are considered: vacancy voids and deformation voids, i.e. voids nucleating during the 
process of material deformation. 
 
(b) Polycrystalline material is presented as an aggregate of unit cells in the form of cubes with 
homogeneous properties of a material. 
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(c) The rate of change of void volume concentration 
nuc

def
v

dσ

dρ
 is presented in the form 

d

def
v

max
v

nuc

def
v

σ

ρρ

dσ

dρ 
 , (1)

where def
vρ  is the concentration of deformation voids in a unit of volume of a material matrix, max

vρ is 

the maximum volume concentration of void nucleation sites.  
 
In (Eq. 1) σnuc is stress which controls nucleation of discontinuity near some barriers [4, 5]. In case 
of void nucleation the following barriers are considered: inclusions of second phase or coarse 
carbides and others. According to papers [4, 5] σnuc can written in the form 

σnuc = σ1+ mTε·σeff , (2)

where the parameter mTε is concentration coefficient of local stress near dislocation pile-up; σ1 is 
maximum principal stresses; σeff = σeq – σY is effective stress; σeq is equivalent stress; σd is a local 
strength of matrix-inclusion interface.  
 
In general case σd depends on neutron dose and does not depend on test temperature [4, 5]. It is 
necessary to note that equation for σnuc is similar to equation proposed in paper [6]. 
 
From (Eq. 2) it follows that as a neutron dose D increases, σnuc will increase at the expense of an 
increase of σY and, correspondingly, σ1. According to papers [4, 5], as a dose D increases, σd 
decreases. Then from (Eq. 1) it follows that irradiation results in an increase of void concentration. 
This conclusion following from the considered equations is confirmed by the experimental data. It 
is shown in paper [7] that dimple concentration on a specimen surface in an irradiated condition is 
higher than that in the initial one. 
 
(d) When analysing the growth of vacancy and deformation voids the Huang’s equation [8] is used. 
To describe a void growth under conditions of their interaction an additional factor was introduced 

into Huang’s equation in the form 
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 p
eqdε æ is the Odquist's parameter; p

eqdε  is equivalent of a plastic strain increment, f is material 

void volume fraction 

Σ

Σ

VV

V


f , (5)

 
In (Eq. 5) VΣ is the total volume of vacancy and deformation voids in a material matrix of the 
volume V. 
 
(e) The criterion of a unit cell plastic collapse or, in other words, the criterion of plastic instability is 
used as fracture criterion [3, 9] 
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0
dæ

dFeq  , (6)

where Feq=σeq·(1- ΣA ), σeq is equivalent stresses related to a material matrix (without voids), ΣA  is 
a relative void area, i.e. void cross-section area related to the cross-section area unit of a unit cell 
with voids. It should be noted that when analysing conditions in (Eq. 6) stress state triaxiality is 
taken to be constant [3]. 
 

The parameter ΣA  is calculated on the basis of following considerations. In the general case α in 
(Eq. 4) depends on æ and does not depend on a void volume. Then an increase in the volume of 
vacancy and deformation voids taking into account (Eq. 1) and (Eq. 3) may be calculated by the 
equation: 

 (æ)ρdæ)(æρVdæV
f1

α3
Vd def

v
def
v

def
nucΣΣ 




 , (7)

where def
nucV  is the volume of a nucleus deformation void. 

 
When integrating (Eq. 7) the initial condition is formulated in the form: 

   0)(æρVSV def
v

def
nucw0Σ  , (8)

where  0ΣV  is the value of a relative void volume with æ=0, Sw is material swelling. 
 

The parameter ΣA  is connected with volume of voids by the following manner 
2/3
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 . (9)

 

It is necessary to note that for prediction of material behavior in ductile fracture regime GTN- 
model [1, 2] is widely used. According to this model the plastic potential introduced by Gurson [1] 
is presented in the form 
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where σS is the function describing the yield surface for material without voids, q1, q2,fc and ka are 
material constants; 
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The increase of void volume fraction is written 

growthnucl dfdfdf  , (12)

where 
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iigrowth f)dε(1df  , (13)
 

In (Eq. 13)  is the sum of normal plastic strain. Value of p
iidε

dæ

dfnucl  may be calculated by formula [10] 
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where SN, fN and εN are material constant. 
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As you can see for use of GTN-model it is necessary to identify seven parameters or six parameters 
if εN is assumed to be equal zero. Moreover in common case fc depends on stress triaxiality. It is 
increase number of constants. If the criterion (Eq. 6) is used we need to identify three constant, 
namely max

vρ , σd and def
nucV (initial volume of deformation void).  

 
Of course, as for both criterion (Eq.6) and GTN-model function σS(æ) should be known. So it is 
clear that the use of criterion (Eq. 6) is much simpler than GTN-model. 
 

3. Simulation of material fracture under different conditions of irradiation and testing 
 

The weld metal of 18Cr-10Ni-Ti steel in the initial and irradiated conditions was chosen as an 
object for the use of the model. Welding was performed with the use of 19Cr-11Ni-3Mo welding 
wire without subsequent heat treatment. Weld metal specimens were irradiated in the BOR-60 
reactor by neutron doses in the range from 6-7 to 46 dpa at a temperature Тirr=320-340C [11].  
 
As the criterion of fracture of a smooth cylindrical specimen the fracture of the central fibre of a 
specimen neck was taken. To describe the dependences characterizing SST in the central fibre of a 

specimen neck, 
eq

m
m σ

σ
(æ)q   and 

eq

1
1 σ

σ
(æ)q   the Bridgman’s formulas [12] were used. Over the 

range of Тtest=80-495°С the values of fracture strain calc
fε  were calculated on the basis of the 

condition (Eq. 6). Model parameters are assumed as temperature independent. Fig. 1a shows the 
experimental data and the dependence calc

fε (Ttest). As input data generalized stress-strain curves 
(SSCs), calculated by equations presented in [11] were used. Values of model parameters are 
presented in [13, 14].  
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Figure 1. Temperature dependence of the fracture strain of material irradiated by the dose D=46 dpa at 
Tirr=330-340°C:  - experimental data, (a) curve - calculated by the model with regard for generalized 

stress-strain curves [11]; (b)  - points calculated by the model on the basis of individual SSC  
 

Additional calculations calc
fε  were performed for each temperature taking into accounts individual 

SSCs, obtained from test of each specimen. Results of performed calculations for each test 
temperature presented on the Fig. 1b. As is seen from Fig. 1, a good agreement between the 
experimental data and results calculated by the model is observed. The presented data shows that 

with invariant values of σd and max
vρ  the model makes correct predictions of the value 

exp
fε  at 

different Ttest especial with taking into account the peculiarities of individual stress-strain curves for 
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each Ttest. Thus the effect of Ttest on εf is basically determined by the influence of strain hardening 
on the realization condition of a plastic collapse of a unit cell. 
 
For analysis of swelling effect and verification of model the weld metal specimens irradiated by a 
dose of 49 dpa at Тirr=400-450°С [15] were used. Swelling of these specimens varies from 3 up to 7%.  
 
Numerical simulation of the influence of vacancy void volume fraction on fracture strain is based 
on the following propositions: 
(1) the SSC for a material matrix, i.e. material without vacancy and deformation voids is invariant to 

swelling and irradiation temperature and depends only on a neutron dose and test temperature; 
(2) when calculating fracture strain for each temperature the individual values of swelling for each 

specimen [15] were used; 

(3) values of the parameters σd and max
vρ  are determined from the equality condition 

exp
fε  = 

calc
fε  

at Тirr=320-340°С (i.e. without swelling [11, 15]) and Тtest=80°С, i.e. the same way as 
described for analyzing of test temperature effect. 

 
The results of the calculation of fracture strain in the absence and existence of swelling are shown 
in Fig. 2. It is seen from the figure that there is a close coincidence of the experimental and 
calculated data for specimens without and with swelling (for specimens without swelling 

comparison of 
exp
fε  and 

calc
fε  was shown above in Fig. 1). The obtained results suggest that a 

decrease of εf at Тirr=400-450°С compared with εf at Тirr=320-340°С is connected exclusively with 
vacancy void volume fraction that determines material radiation swelling. It should be noted that 
nonmonotonic of the dependence exp

fε (Ttest) at Тirr =400-450°С is evidently determined by the 

inhomogeneity of specimens swelling. At the same time the average value of fracture strain fε  
over a temperature range of 80-425°С obtained experimentally approaches the calculated value: 

exp
fε =0.26, calc

fε =0.25. 
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Figure 2. Temperature dependences exp
fε  and calc

fε  for weld metal with and without swelling; the digitals 
denote swelling of specimens as a percentage:  - fracture strain of weld metal without swelling (experiment);  
 - fracture strain of weld metal with swelling (experiment);  - calculated value of fracture strain of weld metal 

with swelling; –– –– –– - calculated temperature dependence of fracture strain of weld metal without swelling. 
 

4. Analysis of an irradiation effect on fracture toughness 
 

To estimate the influence of SST in the dependence εf(D) let us compare the dependence 
0
f

f

ε

ε
(D) 
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obtained on the basis of test data processing of smooth cylindrical tensile specimens and the 

dependence 
0
f_crack

f_crack

ε

ε
(D) calculated by the model. For f_crackε  let us take calc

fε  calculated for the 

stress state typical for a material near a crack tip on the line of its extension. The  and  is 

fracture strain of material in initial condition with regard to corresponding SST. 

0
fε

0
f_crackε

 
Calculation of qm(æ) and q1(æ) for tensile specimens was made according to Bridgeman’s formulas 
[12], while calculation for a material near a crack tip was made by the dependences proposed in 

[16]. The calculation by the model 
0
f_crack

f_crack

ε

ε
(D) was made for Ttest=290°C. The choice of such 

temperature is connected with the available representative data on Jc(D) for Ttest = 290-350°C [17]. 

Table 1 presents the calculation results of 
0
f

f

ε

ε
by equation presented in [11] and 

0ε

ε

f_crack

f_crack  calculated 

by the model. 
 

Table 1. The values 
0
f

f

ε

ε
, 

0
f_crack

f_crack

ε

ε
 and 

0
c

c

J

J
 at different doses and for the same Ttest=290°C. 

Stress state 
in the centre of a tensile 

specimen neck  
near the crack tip 

D, dpa 

0
f

f

ε

ε
 

f_crackε  
0
f_crack

f_crack

ε

ε
 

flowσ , MPa 
0
c

c

J

J
0
c

c

J

J
 

(calc) 

 

(exp) 

0 1 0.0671 1 413 1 1 
27 0.480 0.0055 0.082 883 0.175 0.169 
46 0.480 0.0056 0.083 883 0.177 0.164 

 
On the basis of above calculations it is possible to estimate a fall of Jc with an increasing dose.  

Taking into account the approximate dependences 
flowσ

J
~δ  where δ is a crack opening and 

r

δ
~εp  where r is the distance from a crack tip the value Jc under ductile fracture may be presented 

in the form similar to the proposed in [9]: 

f_crackfflowc εrσηJ  , (15)

where Jс is the critical value of J-integral, rf is a process zone size, f_crackε  is a fracture strain near 

the crack tip determined with regard to SST typical for a crack, η is some numerical coefficient, 
σflow is the flow strength 

2

σσ
σ ulY

flow


 , (16)

where σY is yield strength, σul is ultimate tensile strength. 
 
Assuming that process zone size rf is invariant to material condition calculation of a relative 
decrease of Jc may be determined on the basis of the following expression  
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0
flow

flow
0
f_crack

f_crack
0
c

c

σ

σ

ε

ε

J

J
 , (17)

where Jс is a critical value of the J-integral for irradiated material, is the critical value of the 

J-integral for material in the initial condition, σflow is calculated on the basis of dependencies 
presented in [11]. 

0
cJ

 
The calculation performed by the model at Ttest=290°C was compared with the experimental data 
presented in [17] (See Table 1). 
 
As it seen from the presented results, a decrease of εf with an increasing dose is considerably 
enhanced with increasing stress state triaxiality. Thus, for the triaxiality typical for a tensile 
specimen with D=46 dpa εf decreases by half compared to an unirradiated condition, while for the 
triaxiality typical for material near a crack tip a decrease of εf reaches 12 times. In other words, the 
influence of SST increases with a growth of a neutron dose. Calculation of εf with regard to the 
influence of SST on dependence εf(D) makes possible to describe adequately the change of material 
fracture toughness under irradiation. 
 
In order to investigate the influence of radiation swelling on Jc we determined the dependences 
εf_crack(Sw) for different neutron doses from 6 to 46 dpa. 
 

The value of a relative decrease of cJ  resulted from the value Sw was calculated by the formula 

0)(Sσ

)(Sσ

0)(Sε

)(Sε

0)(SJ

)(SJ
J

wflow

wflow

wf_crack 

wf_crack

w c

wc
c 







 , (18)

 
According to [11], σflow(Sw) can be calculated by the formula  

























3/2

w

w
wflowwflow S1

S
-10)(Sσ)(Sσ , (19)

 

Fig. 3 shows the dependence cJ (Sw) for different neutron doses. It is seen from the figure that the value 

cJ  practically does not depend on a neutron dose, but depends only on the value of swelling Sw.  
 

 

Figure 3. Calculative dependence of relative fracture toughness on radiation swelling for different neutron 

doses: , –––––––– - D=6 dpa, , –– –– –– - D= 27 dpa, , –– · –– · –– - D =46 dpa 

cJ
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At present very few data on swelling effect on fracture toughness are available. That’s why 
prediction by the model needs experimental verification. 
5. The swelling effect on ultimate strength of austenitic steel 
 

There are some papers in which the effect of swelling on ultimate strength of irradiated austenitic steels 
is investigated. According to these papers when swelling reaches some critical value the sharp 
embrittlement of austenitic steels is observed so that smooth tensile specimens rupture at σ < σ0.2. For 
example, ultimate strength of irradiated 18Cr-10Ni-Ti steel decreases by 5 times when swelling of 
steel increases from 17 to 25% [18] (See Fig. 4). It is necessary to note that fracture mode for the 
considered cases is ductile due to vacancy voids coalescence. 
 

 0 10 20 Sw, %
0

200

400

600

 в
, М

П
а

σ u
l, 

M
P

a 

Figure 4. Ultimate strength of irradiated 18Cr-10Ni-Ti steel depending on swelling (Ttest= 400–500С) [18] 

 
The widespread explanation of such behavior of material is reduction of specimen net-section due 
to vacancy voids. But in this case minimal value of ultimate strength of material with swelling σul 
may be calculated by 

  m
ulvul σA1σ  , (20)

where 

2/3

w

w
v S1

S
A 










  – average area of vacancy voids;  – ultimate strength of material 

without swelling.  

m
ulσ

 
Estimation with (Eq. 20) shows that minimum value of σul at Sw=30% is equal to 315 MPa. It is 
clear that this value much higher than experimental values, so the above explanation is insufficient. 
 
According to model proposed by us the embrittlement of a material is caused by two processes. The 
necessary process is formation of inhomogeneous of vacancy voids distribution that is a result of 
voids coalescence at some level of swelling. This process may lead to local fracture at low stress, i.e. 
to microcrack initiation under low stress. Unstable growth of this microcrack up to macro-fracture 
(fracture of specimen) without increase of stress is considered as sufficient condition for sharp 
embrittlement. This unstable growth is caused by nano-size of vacation voids and void ligaments 
when material is loaded in “process zone” Z with very small sizes (~80÷400 nm) being more less 
than grain size. We have called such mechanism as “running collapse mechanism” (RCM). 
 
According to papers [19, 20] for some value of swelling Sw = (Sw)inh vacation voids begin to 
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coalesce. Void coalescence results in significant inhomogeneity of voids distribution over a material. 
Voids distribution inhomogeneity is described by the following formula [21] 

  










inhww

2 

inhww

inhww

w

max
w

)(SS
~

for     )(SS
~

αexp

)(SS
~

for       1

S
~

S
. (21)

where is maximal local swelling (in volume of grain); max
wS wS

~
 is average swelling of specimen; α 

is material constant.  
 

In a region with swelling about , fracture occurs at stress  < σY and disk-shaped 

microcrack initiates with size equal to grain size. Fracture stress  is calculated by the collapse 

criterion (See (Eq. 6). This microcrack begins to grow due to ductile fracture of moving “process 
zone” without increasing stresses. It is possible as the fracture strain of material with vacancy voids 
is very small and level of local stress and strain in very small “process zone’ is sufficiently high. 

max
wS  collaps

Nσ
 collaps

Nσ

 
Figure 5 shows the calculation of ultimate strength of material as a function of radiation swelling. 
 

 

Figure 5. Calculation of ultimate strength of material as a function of swelling wS
~

 (a-b-c-d line): 
 m

ulσ  – ultimate strength of material without swelling; 
 collaps

Nσ  – stress corresponds to fracture of grain with swelling  (disk-shaped crack nucletion); max
wS

RCM 
minσ  - minimal stress for running collapse mechanism; 

 Σ m
ul A1σ   – ultimate strength decrease due to net-section decrease. 

 
6. Conclusions 
 
(1) The model of ductile fracture was developed, which makes it possible to describe the influence 

of stress state triaxiality, neutron irradiation and radiation swelling on the critical parameters 
controlling fracture: fracture strain εf and the critical value of J-integral Jc. 

(2) Predictions were made on the influence of a neutron dose on εf and fracture toughness Jc. It 
was shown that as stress state triaxiality increases the irradiation influence on εf  increases. 
The calculation results of Jc showed that this parameter for D ≥6 dpa decreases by ~6 times. 
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This prediction is in complete agreement with the experimental data. 
(3) The model predicts a severe decrease of Jc with a growth of swelling in relation to Jc of a 

material irradiated under the condition when radiation swelling is absent.  
(4) It is shown that the root causes of ductile fracture of highly irradiated austenitic steels at low 

stresses (less than yield strength) and sharp reduction of ultimate strength are the following: 
- formation of inhomogeneous distribution of vacancy voids at some critical level of swelling 

(Sw)inh; 
- fracture in “process zone” which has nano sizes (80-400 nm) considerably less than grain size. 

(5) Initiation of fracture in a grain with high level of swelling and unstable microcrack propagation 
result in fracture of specimen at stress less than yield strength. Unstable microcrack 
propagation occurs due to local ductile fracture of moving “process zone” (this mechanism is 
named as “running collapse mechanism”). 

(6) The proposed model allows one to predict the swelling effect on sharp reduction of ultimate 
strength. 
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Abstract Stress-controlled and stress-and-strain controlled criteria are compared in light of prediction of 
brittle fracture on a macro-scale and in light of adequate description of microstructural features of brittle 
fracture of irradiated RPV steels.  
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1. Introduction 
 
At present, several brittle fracture models based on local criteria are developed. The local approach 
models differ from each other just in the formulation of local criteria. Basically, two types of local 
criteria may be defined: stress-controlled and stress-and-strain controlled criteria.  
 
According to stress-controlled criterion proposed by Ludwik [1] and Yoffe [2] brittle fracture occurs 
when the maximum principal stress reaches some critical fracture stress SC independent of 
temperature. Later Davidenkov [3] and Knott [4] added necessary condition to initiate brittle fracture 
- a requirement of active plastic deformation. This stress-controlled criterion was initially used for 
low-strength steels. Application of this criterion for middle and high strength steels, in particular, for 
reactor pressure vessel (RPV) steels, showed that SC varies for specimens with various geometries. It 
means that stress-controlled criterion does not work, at least, in deterministic statement.  
 
The Beremin model [5] based on stress-controlled criterion takes into account a stochastic nature of 
brittle fracture using the Weibull approach. This model allows one to describe the scale effect and 
provide the agreement of test results from notched and cracked specimens from RPV steel over 
narrow temperature range. However to predict the temperature dependence of fracture toughness 
with the Beremin model for RPV steels the introduction of additional a priori assumption is required. 
More difficulties arise when using stress-controlled criterion for irradiated RPV steels.  
 
To overcome these difficulties, stress-and-strain controlled criterion was proposed near 20 years ago 
[6]. Application of this criterion allows one not only to provide the transferability of test results from 
specimens with various geometries, but also to predict known properties of brittle fracture.   
 
The application of fracture modelling with a local cleavage fracture criterion (local approach) in 
principle allows the prediction of the fracture properties on a macro-scale without any additional 
assumptions. Local approach models may be enlarged to include in the consideration microstructural 
characteristics, in particular, irradiation-induced defects. Thus, fracture modelling with local fracture 
criterion unites various scales from irradiation-induced defects on a nano-scale to cleavage 
microcrack on micro-scale and to fracture on a meso- and macro-scales. This approach may provide 
reliable (both from mechanical and physical viewpoints) underpinning for engineering methods that 
are required for RPV integrity assessment. The predictable possibilities of fracture models appear to 
be substantially determined by local criterion used. 
 
The present report compares stress-controlled and stress-and-strain controlled criteria in light of 
prediction of brittle fracture on a macro-scale and discusses which local criterion provides adequate 
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description of microstructural features of brittle fracture of irradiated RPV steels.  
 
2. Local brittle fracture criteria  
 
Currently two local cleavage fracture criteria are mainly used in brittle fracture modelling. 
Traditional formulation is written as [4] 

σeq ≥ σY           (1a) 
σ1 ≥ SC,           (1b) 

where σeq is the equivalent stress, σY, the yield stress, σ1, the maximum principal stress and SC, the 
critical brittle fracture stress, which is independent of temperature, strain rate and stress triaxiality.  
 
Another local criterion of cleavage fracture was formulated and verified in the papers [6-10]. This 
formulation is written in the form 

deffT1nuc m σ≥σ⋅+σ≡σ ε ,                            (2a) 
)æ(SC1 ≥σ ,                                        (2b) 

where the effective stress is σeff = σeq-σY, æ ∫ ε= p
eqd  is the accumulated plastic strain, p

eqdε  is the 

equivalent plastic strain increment, σd is the critical stress for microcrack nucleation and mTε is the 
concentration coefficient for the local stress near the microcrack-nucleating particles. This 
coefficient depends on temperature T and plastic strain and may be written as mTε=mT(T)⋅mε(æ). 
From the physical viewpoint the parameter σd is the strength of carbides or carbide-matrix interfaces 
or other particles on which cleavage microcracks are nucleated. The functions SC(æ), mT(T) and 
mε(æ) are calculated as [6-10] 

[ ] 2/1
d21C æ)Aexp(CCæ)(S −−+= ,        (3) 

mε(æ)= S0/SC(æ),           (4) 
mT(Т) = m0⋅σYs(Т),          (5) 

where C1, C2, Ad are material constants, S0≡SC(æ=0) is the stress of start for the nucleus microcrack, 
m0 is a constant which may be experimentally determined and σYs is the temperature-dependent 
component of the yield stress. 
 
From the physical viewpoint, Eqs. (1a) and (2a) are the conditions for cleavage microcracks 
nucleation, and Eqs. (1b) and (2b) are the conditions of their propagation. In criterion (1) the 
condition (1a) is the simplest requirement to reach a minimum plastic strain corresponding to yield 
stress that is usually equal to 0.2%. As distinct from condition (1a), cleavage microcrack nucleation 
according to condition (2a) depends on the maximum principal stress, plastic strain and temperature 
and is characterized by the critical stress σd. It is important that the plastic strain when microcrack is 
nucleated may exceed 0.2% and increases with the temperature growth [8, 10]. 
 
It may be noted that the connection of cleavage microcrack nucleation with plastic deformation 
seems to be quite clear from the physical point of view. Nevertheless, when formulating the local 
cleavage fracture criterion this connection was explicitly used only near twenty years ago [6, 11]. 
Now this consideration is widely used in other models, for example, [12]). 
 
The important consequences follow from this difference between (1a) and (2a). In criterion (2) two 
critical parameters - SC and σd may control cleavage fracture and this depends on material properties 
and loading conditions, mainly, on the ratio SC/σY, stress triaxiality and temperature. For example, 
the brittle fracture of smooth specimens is controlled by (2b) and, by contrast, the brittle fracture of 
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notched or cracked specimens from RPV steels by (2a) [9, 10]. For smooth tensile specimens for that 
stress triaxiality is low, condition (2a) is satisfied earlier than condition (2b). Therefore condition (2b) 
controls the brittle fracture of smooth tensile specimens. When stress triaxiality is high that is typical 
for notched and cracked specimens, condition (2b) is satisfied for medium and high strength steels 
already at very small plastic strain when cleavage microcracks are still not nucleated (condition (2a) 
is not fulfilled). That’s why brittle fracture occurs just after satisfaction of condition (2a). By other 
worlds, condition (2a) controls brittle fracture for this case. 
 
According to criterion (1) the brittle fracture on a macro-scale is controlled practically by the only 
process – microcrack propagation, i.e. by condition (1b) as the microcrack nucleation condition (1a) 
is practically always satisfied earlier than condition (1b). In terms of mechanical parameters it means 
that criterion (1) is stress-controlled fracture criterion and criterion (2) is stress-and-strain controlled 
fracture criterion. 
 
Prediction of brittle fracture on a macro-scale in a stochastic manner may be performed with the 
Beremin model [5] that uses criterion (1) and stochastic parameter SC, and with the Prometey model 
[9, 13] that uses criterion (2) and one (σd) or two (σd and SC) stochastic parameters. Both models use 
the Weibull statistics for stochastic parameters and the weakest link model to predict the brittle 
fracture on a macro-scale. 
 
3. Local criteria and microstructural features of brittle fracture of RPV steels 
 
3.1 Microcrack nucleation sites for cracked specimens  
 
The first interesting consequence from local brittle fracture criteria concerns localization of cleavage 
fracture initiation sites (i.e. sites where microcrack is nucleated and propagates) for cracked 
specimens. It follows from criterion (1) that cleavage fracture near the crack tip is always initiated 
where the peak stress is located as the probability of microcrack propagation is maximum at the peak 
stress, and the microcrack nucleation condition is satisfied over the whole plastic zone. 
 
Brittle fracture of cracked specimens according to criterion (2) is mainly controlled by condition of 
cleavage microcrack nucleation (2a) as condition (2b) is satisfied practically over the whole plastic 
zone (excepting regions close to the crack tip and plastic zone boundary). As a result, both stress and 
plastic strain determine the cleavage fracture initiation sites. 
 
Criterion (2) predicts that, firstly, site of the maximum probability of nucleation of propagating 
microcrack is located between the crack tip and the peak stress. This trend predicted with the model 
with one stochastic parameter σd [9] is schematically shown in Figure 1. (The model with two 
stochastic parameters σd and SC [13] predicts some strip for sites of the maximum probability of 
nucleation of propagating microcrack.) Criterion (2) shows also that this site moves to the peak stress 
as degree of embrittlement of a material increases. The latter follows from increasing the 
contribution of stress as compared with plastic strain in condition (2a) for the embrittled material. 
These results are confirmed to a larger degree by fractographic examination of fracture surfaces [12]. 
Criterion (2) and the developed models of the prestrain effect on cleavage microcrack nucleation [14] 
allows also an analysis of the WPS effect on localization of initiation sites for cracked specimens. 
WPS results in a shift of initiation sites from the crack tip as plastic prestrain decreases a number of 
possible initiators especially near the crack tip. This trend was observed in [15]. 
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Figure 1. Microcrack nucleation sites near the crack tip according to criterion (2) for initial and not highly 
embrittled conditions of a material [10]. 

 
3.2. A link of local criterion with irradiation-induced defects 
 
Local fracture criteria (1) and (2) contain internal parameters that, in principle, may be linked with the 
physical mechanisms of fracture and material microstructure. From viewpoint of fracture modeling 
for irradiated RPV materials, first of all, it is important to find how internal parameters in local 
criterion are linked with irradiation-induced defects. 
 
For RPV steels three types of irradiation-induced damage are found: matrix damage caused by 
irradiation-induced lattice defects, such as clusters of point defects and dislocation loops, 
precipitation of various elements, namely, copper, nickel, manganese and other, and segregation of 
impurities, mainly phosphorus [16-18]. These radiation damages and mechanical properties of 
irradiated RPV materials are linked as follows. The matrix damage and precipitates result in an 
increase of σY as they affect the dislocation mobility. An increase of σY is caused by an increase of the 
athermal component σYG of the yield stress. Segregation of impurities, as a rule, is not associated with 
changes in σY due to irradiation, at the same time these segregations may result in increase of the 
ductile-to-brittle transition temperature (DBTT), Ttr. [18]. Thus, segregation of impurities, in 
particular, phosphorus, results in so-called non-hardening mechanism of embrittlement. 
 
When analysing the link of the above criteria with irradiation-induced defects it should be taken into 
account that the critical stress SC does not practically depend on neutron fluence (at least, for 
transcrystalline fracture) [10, 17, 18]. This follows from experimental and theoretical results. From a 
physical viewpoint, irradiation-induced lattice defects and precipitates result in not decreasing the 
critical stress SC. It follows from the model [8] of propagation of Griffith’s crack on cleavage plane 
through the microstress fields which are considered as barriers for microcracks. Then criterion (1) 
contains the only parameter σY that depends on fluence. Hence, criterion (1) describes radiation 
embrittlement as a result of the material hardening only and cannot describe non-hardening 
mechanisms of embrittlement, for example, caused by P segregation. Thus, criterion (1) describes 
radiation embrittlement through the mechanical factor only - increase of σ1 due to increase of σY.  
 
Criterion (2) contains two parameters - σd and σY that depend on fluence. It means that criterion (2) 
takes into account not only the material hardening but also a possible weakening of microcrack 
initiators that is described by decreasing σd. This process may be considered as the physical factor of 
embrittlement. It is clear that impurity segregation resulting in embrittlement without hardening may 
be explained with criterion (2). Indeed, as known the P segregation may occur on ferrite-carbide 
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interfaces [16] and result in decreasing the interface strength (i.e. in decreasing σd). This means that 
the nucleation of cleavage microcracks becomes easier compared with unirradiated steel. 
 
The mechanisms of the effect of radiation defects on cleavage microcrack nucleation were proposed 
in [13, 14]. It should be noted that for RPV steels in unirradiated condition the cleavage microcrack 
initiators are mainly globular carbides [19] and additional initiators do not arise under irradiation as 
practically all radiation defects are very small to nucleate a sharp cleavage microcrack. (For example, 
sizes of dislocation loops are near 5÷20 nm and the nucleus microcrack size estimated from the 
Griffith's condition is 100÷400 nm.) The proposed mechanisms explain how radiation defects affect 
cleavage microcrack nucleation on carbides. The proposed mechanisms allow the determination of 
the dependence of critical parameter σd on neutron fluence [13, 14]. 
 
These mechanisms are divided into two groups. The first group includes the mechanisms [13, 14] 
connected with decreasing the strength of carbide-matrix interface. One mechanism of decreasing σd 
is the impurity (P) segregation on ferrite-carbide interfaces caused by the P diffusion accelerated by 
irradiation. Another mechanism for decreasing σd is the arising of internal stresses caused by 
irradiation-induced dislocation loops and precipitates on carbide-matrix interface. These internal 
stresses result in rupture of the interface at stress σnuc being less than σnuc for unirradiated material. 
 
The second group includes the mechanism connected with easier formation of dislocation pile-ups 
near initial microcrack initiators (for example, globular carbides) due to increasing the concentration 
of radiation defects [13, 14]. This process may be described by increasing the probability of 
dislocation pile-up formation in material with high concentration of barriers for dislocations. The 
detailed consideration is given in [13, 14] where the probability of pile-up formation is described with 
the Weibull function and the Orovan stress used as a characteristic parameter for concentration of 
various barriers. 
 
3.3. On the intergranular fracture mode 
 
Brittle fracture of unirradiated RPV steels occurs, as a rule, by transcrystalline cleavage and 
microcleavage. Neutron irradiation and post-irradiation annealing may result in appearance of 
intercrystalline fracture mode. It is interesting that a fraction of intercrystalline fracture is not always 
correlated with mechanical properties. For irradiated steels the mechanical parameters (DBTT and 
σY) speak about significant embrittlement, however a fraction of intercrystalline fracture is usually 
small (near 20% of fracture surface). After annealing, significant recovery of mechanical properties 
is observed, at the same time, a fraction of intercrystalline fracture may increase. 
 
These findings may be explained with criterion (2) and the proposed mechanisms of the effect of 
radiation defects on the critical stress σd [13, 14]. In deterministic statement, value of σd is 
determined by minimum value of the critical stresses for nucleation of transcrystalline tr

dσ  and 
intercrystalline int

dσ  microcracks. The fracture mode may be trans- or intercrystalline that depends 
on which value is less if the critical stress SC is the same for both types of microcracks. In 
probabilistic statement, mixed fracture is expected if the difference of tr

dσ  and int
dσ  is not large. 

 
The interpretation for variation of the parameters tr

dσ  and int
dσ  is schematically shown in Figure 2, 

for RPV steels in various conditions (unirradiated, irradiated and after post-irradiation annealing). 
Two steels are considered: 2.5Cr-Mo-V and 2Cr-Ni-Mo-V (steels for WWER-440 and WWER-1000 
RPV respectively). For unirradiated steels (Fig. 2a) brittle fracture occurs mainly by the 
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transcrystalline mechanism that means that tr
dσ < int

dσ  and tr
CS < int

CS , where tr
CS  and int

CS  are the 
critical stresses for propagation of transcrystalline and intercrystalline microcracks. The difference of 

tr
dσ  and int

dσ  is less for 2Cr-Ni-Mo-V steel for which some fraction of intercrystalline fracture is 
observed.  
 
For irradiated steels (Fig. 2b) tr

dσ  and int
dσ  decrease. For carbides located on grain boundary, 

segregation of impurities and arising of internal stresses caused by dislocation loops occur more 
intensively. Intercrystalline phosphorus segregation caused by irradiation decreases also int

CS  as 
sharp microcrack nucleation and propagation on phosphorus monolayer weakening atomic bonds, 
require less energy. Nevertheless, for irradiated 2.5Cr-Mo-V steel the conditions tr

dσ < int
dσ  and 

≈tr
CS int

CS  are more possible, so that transcrystalline brittle fracture is more typical. For irradiated 
2Cr-Ni-Mo-V steel the situation is possible when tr

dσ  ≈ int
dσ  (this steel is more sensitive to the P 

segregation) and ≈tr
CS int

CS  as so that mixed trans- and intercrystalline brittle fracture is observed. 
 
After post-irradiation annealing at Tann=475oC (Fig. 2c) phosphorus segregations dissociate in a 
grain only, and do not dissociate on grain boundary [16, 17]. Radiation-induced dislocation loops and 
precipitates may be dissociated practically completely both in a grain and on grain boundary. 
Therefore the tr

dσ  value increases up to the value for the unirradiated condition but the int
dσ  and 

int
CS  values remain less than for the unirradiated condition. As a result, for 2.5Cr-Mo-V steel a 

fraction of intercrystalline fracture may increase as compared with irradiated specimens as the values 
of tr

dσ  and int
dσ  become close, although this annealing results in full recovery of the mechanical 

properties (Ttr and σY). For 2Cr-Ni-Mo-V steel the situation is possible when intergranular carbides 
become “weakest link” and intercrystalline fracture predominates, and although σY may recover 
fully, Ttr recovers not fully so that ( ) ( ) ( )irrtr

ann
tr

unirr
tr TTT << . The reason is clear: for this case the 

brittle fracture resistance is controlled by int
dσ  that does not recover fully. 

 
Annealing at Tann≈600oC (Fig. 2d) results in full recovery of int

dσ  as dissociation of grain boundary 
P segregations occurs at this temperature [16] and the situation become close to the unirradiated 
condition (Fig. 2a). Full recovery of the mechanical properties and the fracture modes is observed.  

 
σd

unirradiated irradiated annealed, 
475 0C

annealed, 
600 0C

2.5Cr-Mo-V steel

 
σd

unirradiated irradiated annealed, 
475 0C

annealed, 
600 0C

2Cr-Ni-Mo-V steel

 
               a) b) c)      d) 

 
 
Figure 2. Variation of tr

dσ  (shaded 
bar) and int

dσ  (open bar) for RPV 
steels in various conditions: 
unirradiated (a), irradiated (b), after 
post-irradiation annealing (c) and (d) 
[14]. 

 
Let us analyze the above experimental findings from viewpoint of criterion (1). It is clear that 
criterion (1) may explain an appearance of intercrystalline fracture for irradiated steel but does not 
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explain an increase of fraction of intercrystalline fracture after post-irradiation annealing. Indeed, 
brittle fracture according to criterion (1) is controlled by minimum value of the two values tr

CS  and 
int
CS . For unirradiated steels brittle fracture occurs mainly by the transcrystalline mechanism so that it 

follows from criterion (1) that tr
CS < int

CS  and tr
CS  is the controlling parameter. Intercrystalline 

phosphorus segregation caused by neutron irradiation decreases the critical stress int
CS . (The critical 

stress tr
CS  does not decrease for irradiated RPV steels [18].) For irradiated RPV steels the relation 

≈tr
CS int

CS  or tr
CS > int

CS  become possible and, hence, either both stresses tr
CS  and int

CS  or int
CS  control 

brittle fracture according to criterion (1). As a result, intercrystalline fracture is predicted for 
irradiated steel. However post-irradiation annealing can not result in additional int

CS  decrease (on the 
contrary, annealing may increase int

CS ) so that an increase of fraction of intercrystalline fracture after 
post-irradiation annealing can not be expected from viewpoint of criterion (1).  
 
4. Comparison of local criteria in light of prediction of brittle fracture on a 
macro-scale  
 
4.1 Prediction of KJC(T) curve and its transformation for irradiated RPV materials 
 
Application of the Beremin model [5] for prediction of KJC(T) for various materials may be found in 
[20], application of the Prometey model for RPV steels in various conditions (initial, irradiated and 
highly embrittled) – in [9, 10, 13]. It was found that there are difficulties with the use of the Beremin 
model for medium and high strength steels, in particular, for RPV steel [6-10]. It was shown that the 
prediction of fracture toughness of irradiated RPV materials with this model is not correct. The reason 
consists in the fact that according to this model the dependence KJC(T) is determined practically by 
the dependence σY(T) as SC does not depend on temperature. The fact of the matter is that according 

to criterion (1) the rate of growth of KJC with temperature T is controlled by the parameter 
dT

d1 Y

Y

σ
⋅

σ
. 

For highly embrittled material the variation of KJC with temperature T occurs over the temperature 
range where this parameter →0. As a result, KJC does not practically depend on temperature that is in 
contradiction with test results. 
 
Some attempts (for example, [21]) were undertaken to reform the Beremin model by introduction of 
the temperature dependence for the parameter SC (or the parameter σu in the terms of the Beremin 
model). The parameter SC becomes not invariant relative to stress triaxiality and temperature. From 
physical viewpoint such “reformation” cannot be considered as reasonable. It has been found in [6-9] 
that difficulties with the use of the Beremin model for medium and high strength steels are connected 
with the use of microcrack nucleation condition in the form (1a). 
 
When using the Prometey model there is no problem with prediction of KJC(T) for embrittled RPV 
steels as the parameter σYs(T) is used in criterion (2) as temperature dependent parameter (see Eq. 

(5)). As a result, over the temperature range where 
dT

d1 Y

Y

σ
⋅

σ
→0, the ratio 

dT
d1 Ys

Ys

σ
⋅

σ
≠0. That’ why 

criterion (2) allows one to describe KJC(T) adequately even for highly embrittled material. 
 
Transformation of KJC(T) curve for irradiated RPV steels as the test results [22, 23] show may be 
approximately described as a lateral shift to higher temperature range for small degree of 
embrittlement, and as a variation in the KJC(T) curve shape for high degree of embrittlement [22]. 
Criterion (2) and the Prometey model provide a possibility to predict this transformation of the KJC(T) 
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curve as illustrated in Figure 3a where the decrease in σd models increasing neutron fluence. 
 
At the same time criterion (2) and the Prometey model may also predict a pure lateral shift of KJC(T) 
curve to higher temperature range [14]. It may be achieved by an increase of the parameter m0 with 
increasing neutron fluence F, i.e. an increase of “driving force” effT1nuc m σ⋅+σ≡σ ε  in condition 
(2a) (without the decrease in σd). For this case the calculated KJC(T) curves are shown in Figure 4b. It 
should be noted that the parameter m0, being to some degree sensitive to material microstructure, 
may depend on the particularities of plastic deformation in steels with radiation defects. It is clear 
that as a common case, irradiation-induced dislocation loops and precipitates may affect the 
geometry of dislocation pile-ups arrested by carbides and, hence, the coefficient m0. However, at 
present, the experimental data are too few to allow an analysis of this effect. Possible trends of this 
effect have been considered in [14]. In principle, the coefficient m0 may increase as F increases due 
to decrease of the width and blunting of dislocation pile-up near microcrack initiator that is a result 
of an increase of the density of radiation defects.  
 
Thus, criterion (2) provides a possibility to predict not only a change in KJC(T) curve shape but also 
pure lateral shift of KJC(T) curve to higher temperature range. It should be emphasize that any models 
based on the stress controlled criterion (1) predict a variation in the KJC(T) curve shape for any degree 
of embrittlement. This is because the KJC(T) dependence is determined according to criterion (1) by 
the σY(T) dependence. These models may predict lateral shift of KJC(T) only if the dependence of SC 
(or σu in terms of the Beremin model) on temperature and neutron fluence is a priori introduced, for 
example, as it is made in [21]. Thus, it should be concluded that at present the Prometey model based 
on criterion (2) is the only model that allows the prediction of lateral shift of KJC(T) curves without 
additional assumptions. 
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Figure 3. The KJC(T) curves calculated with the Prometey model for decreasing parameter σd and m0 = const (a) and for 
increasing function m0(F) and σd =const (b). (Specimen thickness is 25 mm and Pf = 0.5.) [14] 

 
4.2. On minimum value of fracture toughness for RPV materials 
 
The Master Curve [24]] and Unified Curve [22] methods use the Weibull statistics to describe the 
scatter in KJC results and the effect of specimen thickness on KJC(T) curve. The fracture probability Pf 
and KJC is connected by the Weibull distribution function [24]  
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where K0 is a scale parameter depending on the test temperature and specimen thickness; 
deterministic parameter Kmin is the minimum value of fracture toughness. 
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As a common case, Kmin may depend on the test temperature. In [24] it was accepted that Kmin(T) = 
const and on the basis of large number of experimental data sets for RPV steels over low temperature 
range (on the lower shelf of KJC(T) curve) it was determined that Kmin= 20 MPa√m. 
 
In the present section the results are represented on calculation of Kmin as a function of temperature, 
Kmin(T), for RPV steels on the basis of local criteria (1) and (2). These results are calculated with the 
Beremin and Prometey models based on criteria (1) and (2) respectively. 
 
To obtain Kmin(T) the following considerations are used. (1) When calculating with the Beremin 
model the value of Kmin is taken as stress intensity factor KI when conditions (1a) and (1b) are 
satisfied for the unit cell nearest to the crack tip.  
 
(2) When calculating with the Prometey model the value of Kmin is taken as KI when condition (2a) is 
satisfied for the unit cell nearest to the crack tip. (For cracked specimens from RPV steels brittle 
fracture is controlled by microcrack nucleation condition (2a).) 
 
(3) For both models the unit cell size ρuc is taken to be equal to 50 μm. The dependence σY(T) was 
taken as obtained in [9] for RPV steel in initial conditions. For the Beremin model two values of the 
parameter S0 are taken as more typical for RPV steels [9, 10]: S0= 1300 and 1500 MPa. For the 
Prometey model three values of the controlling parameter σd0 are taken as σd0 = 1300, 1500 and 2000 
MPa that corresponds to various estimations of σd0 in [9, 10]. It is important to note that when 
calculating Kmin(T) the critical parameters are taken as calibrating from specimens without cracks, i.e. 
from smooth tensile specimens.  
 
(4) Stress-and-strain fields near the crack tip are calculated by approximated solution of 
elastic-plastic problem represented in [9]. 
 
The calculation results are shown in Figure 4 for cracked specimens with 50 mm in thickness from 
RPV steel in initial condition. (Here maximum temperature is restricted by T=100oC as for higher 
temperatures brittle-to-ductile transition occurs for this steel.) As seen from Figure 4a Kmin(T) 
decreases over low temperature range and becomes constant at T>0oC for curve 1 and T>-75oC for 
curve 2. This behavior is caused by different controlling conditions in (1) for these temperature 
ranges: Eq. (1a) gives decreasing part and Eq. (2) gives const part. As seen from Figure 4b according 
to the Prometey model Kmin(T) is practically constant or slightly increasing (from 18 to 25 MPa√m 
for curve 3).  
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Figure 4 The Kmin(T) curves calculated with the Beremin (a) and Prometey (b) models model for RPV steel: 

(a): 1 - S0=1300; 2 - S0=1500 MPa; (b): 1 - σd0 = 1300; 2 - σd0 =1500; 3 - σd0 =2000 MPa. 
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Abstract  42 values of KIC measured at -100oC are related to the measured values of local fracture stress σf 
and the fracture distance Xf by the formula: KIC= β-(N+1)/2Xf

1/2[σf
(1+N)/2N/ σy

(1-N)/2N]. The scatters of KIC caused 
by σf or Xf are assessed separately at constant values of Xf or σf. It is found that at a constant Xf the scatter of 
KIC induced by the scatter of σf accounts for only 20% of the total scatter, while at a nearly constant σf the 
scatter of KIC caused by the scatter of Xf can reach almost 100% of the total scatter of KIC. It means that the 
effect of the scatter of Xf on the scatter of KIC is much larger than that of σf. This idea is opposite to the 
assumption widely accepted in local approach that the distribution of various sizes of the carbide particles 
which present various values of σf is the main event in the statistical calculation. Instead, the random 
distribution of (Xf) of weakest particles with the lowest values of σf should be considered as the determining 
factor in statistical assessment for the cleavage fracture. 
 
Keywords  Scatter of KIC,  Local fracture stress σf., Fracture distance Xf, Fracture strain εpc 
 
1. Introduction 
 
The relationships between global toughness, such as the critical stress intensity factor KIC and the 
critical values of parameters specified in the micromechanism of cleavage fracture, such as local 
fracture stress σf , fracture distance Xf and fracture strain εpc, are of great significance. These 
relationships offer the bases for establishing the statistical model (such as the local approach) which 
uses the micro-parameters to predict the global failure probability.  
For pre-cracked specimens of a normalized C-Mn steel the relations between the global toughness 
measured in cleavage-fractured specimens and the critical values of local parameters εpc, σf  and  Xf 
had been discussed in a previous paper[1], where the discussion started from the Eq. (1) [2] 

( ) ( ) ( )[ ]NN
y

NN
fK

N
IC XK 2/12/12/12/1 / −++−= σσβ ,                                      (1)  

                                 
β is the amplitude of HRR crack tip stress singularity [3,4] 
 
Here this equation is modified to Eq. (2) by substituting Xf for Xk. 

( ) ( ) ( )[ ]NN
y

NN
ff

N
IC XK 2/12/12/12/1 / −++−= σσβ  ,                                     (2) 

 
In Eq. (1) Xk is the ‘characteristic distance’ [5], In Eq. (2) Xf is the fracture distance i.e. the 
measured distance from the cleavage initiation site to the blunted precrack tip. In Eq. (2) the factor 

( ) ( )[ ]NN
y

NN
ffXF 2/12/12/1 / −+= σσ  ,                                     (3) 

correlates the global fracture toughness KIC to the local parameters σf  and  Xf. 
In following, the relations will be analyzed using the data of Table 1 which were measured in 42 
specimens at -100oC. The C-Mn steel specimens were normalized, austenized at 900oC for 2 hours 
then air cooled. The uniform microstructure is composed of the ferrite grains of 9.3μm in average 
size and 22μm for the largest grains and the pearlite colonies around 3.2μm in the average size and 
20μm for the largest.  
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Table 1 fracture toughness-associated parameters measured in COD tests of a normalized C-Mn steel 
T=100oC  σy=470MPa  σmax=1880MPa  Qmax=4.0  DMS/δc=1.25  N=0.21 

Test 
No. 

PGy 
(N) 

Pf 
(N) 

δc 
(μm) 

Xf 

(μm) 
Xf

1/2 

(mm1/2)
Xf/δc

 
σf 

(MPa)
εpc σm/σe F        KIC 

(MPa m-1/2) 
d 

(μm)
Mark

Y02 8036 9016 114 102 0.32 0.89 1852 0.0458 2.41 241.9  131.0  4.0  L 
Y40 8330 8673 74 158 0.4 2.14 1795 0.0058 2.81 276.3  105.5  3.0   R 
Y41 7840 8820 121 131 0.36 1.08 1861 0.0369 2.62 276.0  134.9  3.0  L 
Y05 7644 8036 72 60 0.24 0.83 1852 0.0678 2.10 181.4  104.1  11.3 L 
Y26 7448 8232 100 120 0.35 1.2 1861 0.0311 2.73 268.3  122.7  4.5 L 
Y31 7644 7840 53 75 0.27 1.41 1847 0.0140 3.10 202.5  89.3  3.8 R 
Y36 8036 8330 64 139 0.37 2.17 1791 0.0052 2.85 254.0  98.1  4.4 R 
Y25 7644 8526 111 90 0.3 0.81 1852 0.0673 2.12 226.8  129.2  3.2 L 
Y35 7350 8330 128 175 0.42 1.37 1852 0.0180 3.05 317.5  138.8  7.5 R 
Y11 8428 9212 117 119 0.34 1.02 1800 0.0241 2.57 232.6  132.7  7.5 L 
Y47 8036 8232 55 86 0.29 1.56 1842 0.0184 3.06 215.8  91.0  5.4 R 
Y13 － 7350 20 63 0.25 3.15 1617 0.0050 2.65 127.9  54.9  8.6 R 
Y21 － 7840 22 62 0.25 2.82 1678 0.0052 2.72 142.2  57.5  3.8 R 
Y44 7448 7644 52 112 0.33 2.15 1790 0.0075 2.96 226.2  88.4  7.5 R 
Y43 7840 7840 26 78 0.28 3 1645 0.0063 2.64 153.6  62.5  6.6 R 
Y15 － 6468 10 69 0.26 6.9 1391 0.0036 2.27 58.1  38.8  5.4 R 
Y22 6860 7448 131 169 0.41 1.29 1861 0.0219 2.90 314.3  140.4  6.1 L 
Y42 7840 8134 81 75 0.27 0.93 1861 0.0458 2.84 188.4  110.4  4.8 L 
Y19 7546 7840 80 131 0.36 1.64 1842 0.0133 3.03 267.9  109.7  8.3 R 
Y12 8036 8232 73 113 0.34 1.55 1833 0.0184 3.08 249.5  104.8  6.5 R 
Y27 7350 7350 42 16 0.13 0.38 1810 0.1829 1.62 92.0  82.3  3.0 L 
Y23 6953 7252 56 66 0.26 1.18 1861 0.0233 2.71 199.3  91.8  3.8 L 
Y14 7546 7546 33 69 0.26 2.09 1860 0.098 2.94 199.0  70.5  6.3 R 
Y16 7840 8036 72 169 0.41 2.35 1758 0.0040 2.81 266.8  104.1  3.0 R 
Y30 7644 8330 82 96 0.31 1.17 1861 0.0240 2.70 237.6  111.1  8.1 L 
Y04 － 8036 29 138 0.37 4.75 1490 0.0035 2.44 149.5  66.1  3.5 R 
Y37 8428 8624 77 124 0.35 1.61 1833 0.0183 3.08 256.8  107.6  6.5 R 
Y38 8722 8918 47 10 0.32 2.13 1795 0.0080 2.90 221.1  84.1  2.7 R 
Y33 8330 8526 36 93 0.3 2.58 1840 0.0057 2.66 222.6  73.6  3.8 R 
Y10 8036 8036 30 67 0.26 1.68 1763 0.0052 2.93 170.5  67.2  3.2 R 
Y17 － 7546 14 60 0.24 4.29 1513 00042 2.51 101.3  45.9  2.9 R 
Y03 － 7350 12 30 0.17 2.5 1767 0.0046 2.83 112.2  42.5  3.8 R 
 Y1 － 5330 10 20 0.14 2 1734 0.0059 2.80 87.5  38.8  * R 
 Y2 － 6270 12 17 0.13 1.42 1838 0.0186 2.80 96.1  42.5  * R 
 Y3 － 7500 17 85 0.29 5 1466 0.0035 2.45 111.8  50.6  * R 
 Y4 － 7690 22 50 0.22 2.27 1706 0.0051 2.92 134.4  57.5  * R 
 Y5 8560 8670 35 43 0.21 1.23 1875 0.0254 2.69 164.5  72.6  * L 
 Y6 8570 8670 36 44 0.21 1.22 1875 0.0245 2.72 164.5  73.6  * L 
N01 6370 7640 132 25 0.16 0.19 1800 0.4257 2.57 111.4  140.9  6.0 L 
N23 8430 8430 34 20 0.14 0.59 1828 0.1166 1.71 101.9  71.5  3.7 L 
N06 5684 6080 54 51 0.23 0.94 1852 0.0443 2.84 173.9  90.2  4.3 L 
N21 8530 8530 30 0 0 0 1743 0.9727 0.60 0.0  67.2  2.3 L 

No: specimen number ; T: test temperature; Py: yield load; Pf: fracture load; σy: yield stress;  δc: critical value of 
COD; Xf: distance from cleavage initiation site to blunted  precrack  tip ; 　σf: local fracture stress; 　εpc: critical 
plastic strain; 

em σσ / : critical stress triaxiality; F=Xf
1/2{σf

(1+N)/2N/ σy
(1-N)/2N}, KIC: critical stress intention factor, d: 

diameter of particle triggering cleavage; Mark: denoting the distance of cleavage initiation site relative to that of 
peak stress; L: distance shorter than that of peak stress position DMS, Xf ＜DMS; R: distance longer than that of 
peak stress position DMS, Xf ＞DMS; 
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2. Relationship between K1c and factor F=Xf
1/2[σf

(1+N)/2N/ σy
(1-N)/2N] 

 
Fig.1 depicts the relationship between the measured values of K1c and the factor (3) 
F=Xf

1/2[σf
(1+N)/2N/ σy

(1-N)/2N]. As seen in Fig.1 in a general trend K1C increases with F in a linear 
pattern, however the variation of K1C values measured at -100oC is quite large. The highest value of 
K1C of 140.9MPam-1/2 is as large as 363% of the lowest value of 38.8MPam-1/2. The absolute 
difference (scatter) reaches 102MPam-1/2. The scatter of measured values of KIC at an identical 
value of F accounts for 55.8 MPam-1/2 which implies that besides the Xf and σf a factor has 
significant effect on the values of KIC.  
Three parallel lines divide the KIC-distributing zone to two areas: in the upper area all points ● 
represent the crack initiation site (Xf) locating on the left side of the peak stress position DMS, Xf 
＜DMS(shown in Fig.4). In the lower area, all points ○ represent the crack initiation site (Xf) 
locating on the right side of DMS, Xf ＞DMS (Fig.4). As discussed in authors’ previous work [1] 
the higher εpc makes the crack initiation site to the left side of DMS, where the plastic strain is 
higher, As seen in Fig.1, at same F values, all specimens marked by ● present values of KIC higher 
than that of specimens marked by ○. That is, the measured values of KIC are higher for points 
(marked by ●) which represent the crack initiation site (Xf) located at the left side of DMS due to 
the higher εpc. This observation demonstrated the effects of higher εpc on the increments of the 
scatter of  KIC. In addition in the upper area, the scatter of measured values of KIC (the vertical 
distance between the upper and the median lines) accounts for about 34. 1MPam-1/2 which is 
considered to be caused by variation of εpc at fixed F. The scatter of measured values of KIC in the 
lower area accounts for about 21.7MPam-1/2 which is considered to be caused by some intrinsic 
factors, such as the errors made in measurements and also by variations of εpc which varies in a 
range with values lower than that to cause the crack initiation site locating on the left side.  The 
scatter in the lower area is appreciably lower than the scatter in the upper area.  
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Figure 1. KIC plotted against F=Xf

1/2[σf
(1+N)/2N/ σy

(1-N)/2N]for a normalized C-Mn steel, 
 ● for Xf on the left side of DMS, ○ for Xf on the right side of DMS 

 
In following sub-sections, relationships between global toughness and critical values of microscopic 
parameters of the normalized C-Mn steel are analyzed in the order of σf

 , Xf
 and εpc. 

  
3 Effects of σf  
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For investigating the effect of σf on the scatter of measured values of KIC, Fig.2 is drawn, which 
shows the plots of KIC against the square root of the fracture distance, Xf

1/2, using the data of Table 
1. Then Fig.2 is compared with Fig.1 where the KIC is plotted against F= Xf

1/2[σf
(1+N)/2N/ σy

(1-N)/2N]. 
Because in Fig.1, the product of Xf

1/2 and σf (in the term of [σf
(1+N)/2N/ σy

(1-N)/2N]) is fixed at an 
abscissa value, the effects of the variations of Xf

1/2 and σf on the KIC values offset to each other, the 
effect of the variation of σf alone is minor. While in Fig.2 at a fixed Xf

1/2, only the σf is varied, thus 
the difference of scatters presented between Fig.1 and Fig.2 at a fixed abscissa is attributed to the 
scatters of the σf. The scatter of KIC at a fixed Xf

1/2 reaches 77. 5MPam-1/2 in Fig.2. Comparing this 
value with the scatter of 55.8MPam-1/2 at a fixed F in Fig.1, the total scatter of σf from 1391MPa to 
1875MPa (demonstrated in the Table 1) causes about 21.7MPam-1/2 in the scatter of KIC, which 
accounts for about 28% of the scatter of 77. 5MPa m-1/2 at a fixed Xf

1/2 and only 21% in whole 
scatter of 102MPam-1/2 measured at -100oC for the 42 specimens of the normalized C-Mn steel.  
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Figure 2. KIC plotted against Xf
1/2for a normalized C-Mn steel 

 ● for Xf on left side of DMS ○ for Xf on right side of DMS, (Chen, 1998) 
 
For further analyses, in Fig.2 one median line is also drawn, which divides the KIC-distributing zone 
to two areas: in the upper area all points ● represent the crack initiation site (Xf) locating at the left 
side of DMS and have higher KIC. The scatter in this area (the vertical distance between the upper 
and median lines) of measured values of KIC reaches about 34.1MPam-1/2 at a fixed Xf which is 
almost the same in Fig.1. It means that the scatter of σf has little influence on the scatter of KIC in 
the upper area. In the lower area, all points ○ represent the crack initiation site (Xf) locating at right 
side of DMS and have lower KIC. The scatter in this lower area (the vertical distance between the 
lower and median lines) of measured values of KIC accounts for about 43.4MPam-1/2 which is 21.7 
MPam-1/2 larger than that in Fig.1 and the difference is considered to be caused by variation of the 
σf in term of [σf

(1+N)/2N/ σy
(1-N)/2N]at a fixed Xf.  

In summary, the effects of the variation of σf from 1391MPa to 1875MPa at a fixed Xf induce 21.7 
MPam-1/2 i.e. only 20% increase in scatter of KIC and manifests itself in the lower area where the 
normal stress predominates the cleavage fracture process. Therefore it is not reasonable for a 
statistical model to be based on the statistical distribution of the local fracture stress σf i.e. on the 
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microcrack size distribution. 
 

4 Effects of Xf  
 
In Fig.2 KIC measured at -100oC is plotted against Xf

1/2 for the normalized C-Mn steel. It is seen 
that with increasing Xf, the K1C values increase remarkably. The KIC increases from 38.7MPam-1/2 
to 140.7 MPam-1/2 (along one parallel line) at the variation of Xf from 16μm to 175μm. For further 
analyses of the effect of Xf, Fig.3 is drawn with the plots of measured values of KIC against the 
factor  

( ) ( )[ ]NN
y

NN
fF 2/12/1 / −+=′ σσ                                              (4) 

 
so that at a fixed abscissa the σf is fixed while the Xf is able to vary and to show its effect on the 
KIC.  
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Figure 3. KIC plotted against F’=[σf

(1+N)/2N/ σy
(1-N)/2N] for a normalized C-Mn steel  

● for Xf on left side of DMS ○ for Xf on right side of DMS 
 

Fig.3 shows a unique shape distinct from Fig.1 and Fig.2. Unlike Fig. 1 and Fig.2, the distribution 
of scatter cannot be delimited between two parallel lines. In the region of F’ less than 20000 MPa 
the scatter of KIC is low and can be neglected. In the region of F’ higher than 20000 MPa the scatter 
of measured values of KIC is large and shows a uniform pattern. The points ● representing the crack 
initiation site (Xf) locating on the left side of DMS mix uniformly with points ○ and ◇ representing 
the crack initiation site (Xf) locating on the right side of DMS. It means that at a fixed abscissa of F’ 
the effects of εpc on the scatter of KIC are incorporated into the effects of Xf. It is worth noticing that 
at a near constant abscissa (marked by ◇) the scatter covers almost the whole scale in measurement. 
Table 2 lists the values of KIC for specimens with F’ distributed in a narrow region (from 23709MPa 
to 24424MPa). The corresponding points are marked by ◇ in Fig.3. All points represent the crack 
initiation site (Xf) locating on the right side of DMS. 
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Table 2. Data of KIC, Xf and correlated parameters 
T=100oC  σy=470MPa  σmax=1880MPa,  Qmax=4.0  N=0.21 
No F 

(MPa m-1/2) 
F’ 

(MPa) 
σf 
(MPa) 

Xf 

(μm) 
Xf

1/2 

(mm1/2) 
  KIC 
(MPam-1/2) 

Mark 

Y35 317.5 24424.7  1852 175 0.42 138.8 R 
Y19 267.9 24046.7  1842 131 0.36 109.7 R 
Y37 256.8 23709.7  1833 124 0.35 107.6 R 
Y12 249.5 23709.7  1833 113 0.34 104.8 R 
Y47 215.8 24046.7  1842  86 0.29   91.0 R 
Y31 202.5 24235.2  1847  75 0.27   89.2 R 
Y33 222.6 23971.5  1840  93 0.30   73.6 R 
Y2 96.1 23896.5  1838  17 0.13   42.5 R 

NO: specimen number ; T: test temperature; N: work hardening exponent, σy: yield stress; 
F=Xf

1/2[σf
(1+N)/2N/ σy

(1-N)/2N], F’= [σf
(1+N)/2N/ σy

(1-N)/2N], σf: local fracture stress; Xf: distance from cleavage 
initiation site to blunted  precrack tip ; KIC: critical stress intention factor, Mark: denoting the distance of 
peak stress position site relative to that of peak stress; L: distance shorter than that of peak stress position; R: 
distance longer than that of peak stress position;  
 
As revealed by Fig.3 and Table 2, in a very narrow range of variation of F’ (from 23896kgmm-2 to 
24424 kgmm-2) the increase of KIC from 42.5 MPam-1/2 to 138.8 MPam-1/2 reaches 96.3MPam-1/2 
which almost covers total scatter of measured values of KIC. Because in this narrow range of F’ the 
σf almost keeps constant (varies from 1833MPa to 1852MPa) and the effect of εpc on the scatter of 
KIC is incorporated into the effect of Xf, the increase of KIC can only be attributed to the increases 
with Xf. The small variation of Xf from 17μm to 175μm causes the increase of KIC from 42.5 
MPam-1/2 to 138.8MPam-1/2 almost covering total scatter of measured values of KIC. Thus, the effect 
of Xf on the scatter of KIC is of major significant. This phenomenon also indicates that the macro-
index of the fracture toughness, KIC, can not represent a true material’s property, instead it is a 
parameter dependent on the location of the precrack. The same argument has been held by Pineau 
and Tanguy[6].The KIC has not a unique value but has a minimum value which is determined by the 
minimum fracture distance Xf.    
  
5. Effects of εpc  
 
As discussed in section 2 the major effects of high εpc manifest their selves in making the cleavage 
crack initiation site closer to the pre-crack tip (move to left side of DMS) and then increasing KIC. 
In previous work [1] for revealing the effect of εpc the Xf in the factor F for points locating on the 
left side is replaced by Xo the distance of a corresponding point on the right branch of the normal 
stress distribution curve with the same local fracture stress σf (as shown in Fig.4).  

σyy

σmax
95%σmax

DMS

precrack

σf

left side right side

Xf XO

95%W

X  
Figure 4. Schematics showing replacing Xo  for Xf [1]      
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Fig.5 plots KIC against F in which the Xo
1/2(marked by o), is substituted for Xf

1/2 (marked by ●) i.e. 
F=Xo

1/2[σf
(1+N)/2N/ σy

(1-N)/2N] and the major effect of εpc is evaded. Comparing Fig.1 with Fig.5 it is 
apparent that when the major effect of εpc is evaded the relation between KIC and F is more stringed. 
The scatter in KIC at an identical F is reduced to about 21.7MPam-1/2 in Fig.5 from 55.8MPam-1/2 in 
Fig.1. It means that through moving the cleavage site from the right side to the left side the scatter 
in εpc (0.0035 to 0.1829) could have caused about 34.1MPam-1/2 in scatter of KIC.    
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Figure 5. KIC plotted against F=Xo
1/2[σf

(1+N)/2N/ σy
(1-N)/2N]  for a normalized C-Mn steel ● for Xf originally on 

left side of DMS  ○ for Xo originally on right side of DMS   
 
Fig.6 plots KIC against Xo

1/2, where Xo is modified from Xf and the major effect of variation of εpc is 
evaded. Comparing it with Fig.2, it also shown that the scatter at same Xo

1/2 could be much reduced 
from 77.5 MPam-1/2 to about 43.4 MPam-1/2, part of which(about 21.7 MPam-1/2) is caused by the 
variation of σf. Thus both Fig.5 and Fig.6 show the effects of the variation of εpc (0.0035 to 0.1829) 
on the scatter of KIC account for about 34.1 MPam-1/2.  
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Figure 6. KIC plotted against Xo
1/2 for a normalized C-Mn steel [1] 
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In summary, the relationship between fracture toughness KIC and parameters of micromechanism of 
cleavage fracture Xf, σf

, and σy of a C-Mn normalized steel can be generally described by the formula   
                        

( ) ( ) ( )[ ]NN
y

NN
ff

N
IC XK 2/12/12/12/1 / −++−= σσβ  ,                                       (2) 

 
Here the work hardening exponent N is taken as 0.21, and the amplitude of HRR crack tip stress 
singularity β is about 6.14. 
As shown in Fig.1, the measured values of KIC exhibit a linear pattern of distribution against the 
term F=Xf

1/2[σf
(1+N)/2N/σy

(1-N)/2N] with a slope content of 1/3. The total scatter of KIC reaches 
102MPam-1/2 and at a fixed F value it reaches 55.8 MPam-1/2. 
The scatters in KIC caused by the micro-parameters in micromechanism of cleavage fracture are 
summarized as follows: 
 
Xf, variation from 17μm to 175μm at fixed σf produce scatter of 96.3 MPam-1/2 accounting for 95% 
in total scatter of 102MPam-1/2  
σf, variation from 1391MPa to 1875MPa at fixed Xf produce scatter 21.7 MPam-1/2 accounting for 
21% in total scatter of 102MPam-1/2  
εpc, variation from 0.0035 to 0.1829 at fixed σf produce scatter 34.1 MPam-1/2 accounting for 34% in 
total scatter of 102MPam-1/2  
 
Among these three main micro-parameters, the Xf is the major significant factor in production of 
scatter in measured values of KIC. Thus, in a statistical model, the variation of Xf  should be taken 
into account as the main factor firstly. The effect of εpc present in moving the Xf. In case the 
variation of Xf, (including on both left and right sides) has been taken as the main factor, the effect 
of εpc is diminished. In common cases, the σf is a stable parameter and its scatter is within ±10%, 
which causes about 20% of the scatter of KIC so its effect is minor. Therefore, it is unreasonable to 
take the distribution of σf as the main event in a statistic model. 
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Abstract  The Master Curve methodology for describing cleavage fracture toughness, scatter, size-effects 
and temperature dependence has been standardized in ASTM E1921. The scatter and size-effects predicted 
by the method are based on theory, whereas the temperature dependence is the result of empirical 
observations. The reason for the seemingly nearly invariant temperature dependence of the cleavage fracture 
toughness of different steels has until now eluded theoretical explanations. The standard fracture toughness 
temperature dependence is expressed in terms of the normalization fracture toughness K0. However, K0 is 
really the product of three separate parameters, Kmin, K0i and P(K∞), all of which are temperature dependent. 
Kmin is related to the steepness of the stress distribution in front of the crack, K0i is connected to the 
likelihood of initiation and P(K∞) describes the likelihood of cleavage crack propagation in a unified stress 
field. This presentation gives some more insight into the factors that lead to the experimentally observed 
temperature dependence. Finally, a new more material specific temperature dependence usable instead of the 
standard expression is given. 
 
Keywords  Master Curve, Cleavage fracture, Temperature dependence 
 
1. Introduction 
 
The Master Curve (MC) method is a statistical, theoretical, micromechanism based, analysis 
method for fracture toughness in the ductile to brittle transition region. The method, originally 
developed at VTT simultaneously account for the scatter, size effects and temperature dependence 
of fracture toughness. 
 
The method has been successfully applied to a very large number of different ferritic steels and it 
forms the basis of the ASTM testing standard for fracture toughness testing in the transition region 
(ASTM E1921-12). 
 
1.1. The basic Master Curve 
 
The MC approach is based on a statistical brittle fracture model, which gives for the scatter of 
fracture toughness in the form of Eq. (1) [1]. 
 

 [ ]
4

I min
IC I

0 min

K KP K K 1 exp
K K

⎛ ⎞⎡ ⎤−⎜ ⎟≤ = − − ⎢ ⎥⎜ ⎟−⎣ ⎦⎝ ⎠
, (1) 

 
In Eq. (1), P[KIC ≤  KI] is the cumulative failure probability, KI is the stress intensity factor, Kmin is 
the theoretical lower bound of fracture toughness and K0 is a temperature and specimen size 
dependent normalization fracture toughness, that corresponds to a 63.2% cumulative failure 
probability being approximately 1.1· ICK  (mean fracture toughness). The special form of Eq. 1 with 
(KI –Kmin)4, instead of KI

4 –Kmin
4, comes from a conditional crack propagation criterion, which 

makes the MC to deviate from a simple weakest link model of the weakest link. The model predicts 
a statistical size effect of the form of Eq. (2) [1]. 
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min minB B2 1 2

BK K K K
B

⎛ ⎞⎡ ⎤= + − ⋅⎜ ⎟⎢ ⎥⎣ ⎦ ⎝ ⎠
, (2) 

 
The parameters B1 and B2 correspond to respective specimen thickness (length of crack front). 
 
On the lower shelf of fracture toughness (KIC << 50 MPa√m) the equations may be inaccurate. The 
model is based upon the assumption that brittle fracture is primarily initiation controlled, even 
though it contains the conditional crack propagation criterion. On the lower shelf, the initiation 
criterion is no longer dominant, but the fracture is completely propagation controlled. In this case 
there is no statistical size effect (Eq. 2) and also the toughness distribution differs (not very much) 
from Eq. (1). In the transition region, where the use of small specimens becomes valuable, Eqs. (1) 
and (2) are valid. 
 
For structural steels, a “Master Curve” describing the temperature dependence of fracture toughness 
is assumed in the form of Eq. (3). 
 
 [ ]( )0 0K 31 77 exp 0.019 T T= + ⋅ ⋅ − , (3) 
 
T0 is the transition temperature (°C) where at which the mean fracture toughness, corresponding to 
a 25 mm thick specimen, is 100 MPa√m and K0 is 108 MPa√m. 
 
The original data used to define Eq. (3) are shown in Fig. 1. It should be pointed out that the 
temperature dependence is purely empirical, even though it has been found to provide a rather good 
description of a large number of structural steel. The assumption is that the dislocation mobility in 
the ferrite matrix controls the temperature dependence. So far, attempts to provide a theoretical 
derivation of the temperature dependence have not been successful. One reason for this may be that 
most theoretical models only deal with cleavage fracture initiation. However, it is not only the 
probability of initiation that is affected by temperature. The theoretical temperature dependence is 
considered next. 
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Figure 1. Original data used to define the temperature dependence of the MC. Each point denotes a K0 

estimate based on more than three tests [1].  
 
1.2. Basis for the temperature dependence 
 
The different possible mechanisms of cleavage fracture are qualitatively rather well known. 
Primarily the initiation is a critical stress controlled process, where stresses and strains acting on the 
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material produce a local failure, which develops into a dynamically propagating cleavage crack. 
The local “initiators” may be precipitates, inclusions or grain boundaries, acting alone or in 
combination. An example of a typical cleavage fracture initiation process is presented schematically 
in Fig. 2. The first step involves the cracking of a precipitate or inclusion (sometimes, it may also be 
a grain boundary or grain triple point). The second step consists of the carbide size micro-crack 
propagating into the surrounding matrix and the third step consists of the grain-size crack 
propagating into neighboring grains. The two first steps are mainly affected by the particle size and 
the local stress and strain at the initiation site. The third step, however, is also affected by the stress 
gradients in the vicinity of the initiation site, since the third step covers a larger material volume. 
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Figure 2. Schematic presentation of the necessary steps for cleavage fracture initiation [1]. 

 
Depending on loading geometry, temperature, loading rate and material, different steps are more 
likely to be most critical. For structural steels at lower shelf temperatures and ceramics, in the case 
of cracks where the stress distribution is very steep, steps II and III are more difficult than initiation 
and they tend to control the fracture toughness. At higher temperatures, where the steepness of the 
stress distribution is smaller, propagation becomes easier in relation to initiation and step I becomes 
more and more dominant for the fracture process. The temperature region where step I dominates is 
usually referred to as the transition region. 
 
On the fracture surface of a specimen with a fatigue crack this is usually seen as a difference in the 
number of initiation sites visible on the fracture surface (Fig. 3). At lower shelf temperatures, 
numerous initiation sites are visible, whereas at higher temperatures, corresponding to the transition 
region, only one or two initiation sites are seen. In the case of notched or plain specimens, only a 
few initiation sites are seen even on the lower shelf. This is due to that, for cracks, the peak stresses 
are very high virtually from the beginning of loading, whereas for notched and plain specimens, the 
peak stresses increase gradually during loading. The fracture surface appearance is an effective tool 
in the decision if the material is on the lower shelf or in the transition region. The region has an 
implication on the macroscopic statistical behavior of cleavage fracture and is therefore also 
affecting the application of the fracture toughness test results. 
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Figure 3. Typical cleavage fracture surfaces for fatigue pre-cracked specimens indicating differences in 

transition region and lower shelf behavior [1]. 
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Due to the complexity of the cleavage process, a statistical model is needed to understand the effect of the 
different steps on the temperature dependence. 
 
2. Statistical modeling of cleavage fracture initiation 
 
The basis of a general statistical model is the following. It is assumed that the material in front of 
the crack contains a distribution of possible cleavage fracture initiation sites i.e. cleavage initiators. 
The cumulative probability distribution for a single initiator being critical can be expressed as Pr{I} 
and it is a complex function of the initiator size distribution, stress, strain, grain size, temperature, 
stress and strain rate etc. The shape and origin of the initiator distribution is not important in the 
case of a "sharp" crack. The only necessary assumption is that no global interaction between 
initiators exists. This means that interactions on a local scale are permitted. Thus a cluster of 
cleavage initiations may be required for macroscopic initiation. As long as the cluster is local in 
nature, it can be interpreted as being a single initiator. All the above factors can be implemented into 
the initiator distribution and they are not significant as long as no attempt is made to determine the 
shape and specific nature of the distribution. A quantitative description of the initiator distribution is 
also hindered by the statistical variation in stress and strain between grains and laths. Further, also 
the local orientations would need to be known. This is one reason why all present cleavage fracture 
models have had difficulties in connecting the models to real microstructural variables. 
 
If a particle (or grain boundary) fails, but the broken particle is not capable of initiating cleavage 
fracture in the matrix, the particle sized microcrack will blunt and a void will form. Such a void is 
not considered able to initiate cleavage fracture. Thus, the cleavage fracture initiator distribution is 
affected by the void formation, leading to a conditional probability for cleavage initiation 
(Pr{I/O}).The condition being that the cleavage initiator must not have become a void. The 
cleavage fracture process contains also another conditional event, i.e. that of propagation. An 
initiated cleavage crack must be able to propagate through the matrix in order to produce failure. 
Thus the conditional probability will be that of propagation after initiation (Pr{P/I}). The cleavage 
fracture initiation process can be expressed in the form of a probability tree (Fig. 4). 
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Figure 4. Probability tree for cleavage fracture [1]. 
 
2.1. Probability of initiation 
 
For a "sharp" crack in small scale yielding the stresses and strains are described by the HRR field. 
One property of the HRR field is that the stress and strain distribution is self-similar and another 
that the stresses and strains have an angular dependence. The term “small scale yielding” is in this 
derivation used to describe the loading situation where the self-similarity of the stress field remains 
unaffected by loading. For such a situation, it has been shown, by weakest link statistics, that the 
probability of initiation alone can be expressed in the form of Eq. (4) [1]. 
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4

I
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KBP Pr I / O 1 expf B K

⎧ ⎫⎛ ⎞⎪ ⎪= = − − ⋅⎜ ⎟⎨ ⎬
⎝ ⎠⎪ ⎪⎩ ⎭

, (4) 

 
B0 is a freely definable normalization crack front length and K0i corresponds to a cumulative 
initiation probability of 63.2%. 
 
2.2. Conditional cleavage propagation 
 
Eq. (4) would imply that an infinitesimal KI value might lead to a finite failure probability. This is 
not true in reality. For very small KI values the stress gradient becomes so steep that even if 
cleavage fracture can initiate, it cannot propagate into the surrounding and other adjacent grains, 
thus only causing a zone of microcracks in front of the main crack. If propagation in relation to 
initiation is very difficult, a stable type of fracture may evolve. This is an effect often seen with 
ceramics. The need for propagation leads to a conditional crack propagation criterion, which causes 
a lower limiting Kmin value below which cleavage fracture is impossible. For structural steels in the 
lower shelf temperature range, the fracture toughness is likely to be the controlled by the inability of 
propagation (Fig. 3). 
 
The question regarding propagation alters the above pure weakest link type argument somewhat. It 
means that initiation is not the only requirement for cleavage fracture, but additionally a conditional 
propagation requirement must be fulfilled. Thus one must examine the probability of cleavage 
initiation during a very small load increment, assuming that no initiation has occurred before. Such 
a probability constitutes a conditional event and the resulting function is known as the hazard 
function. When the hazard function for initiation is multiplied by the conditional probability of 
propagation (Pr{P/I}), the cumulative failure probability including propagation becomes thus as Eq. 
(5) [1].  

 { }
I

min

K 3
I

f I4
0 0iK

4 KBP 1 exp Pr P / I dK
B K

⋅
= − − ⋅ ⋅ ⋅∫ , (5) 

 
There are two requirements for Pr{P/I}. It must be an increasing function starting from Kmin and for 
large KI values it must saturate towards a constant probability corresponding to a uniform stress 
denoted by an infinite stress intensity factor K∞. One possible form of Pr{P/I} is given by Eq. (6). 
Other possible forms have also been discussed in e.g. [1].  
 

 { } ( )
3

min

I

K
Pr P / I P K 1

K∞
⎛ ⎞

= ⋅ −⎜ ⎟
⎝ ⎠

, (6) 

 
All the possible equations are functions growing from 0 to P(K∞), where P(K∞) is a number smaller 
than 1. The constant P(K∞) reflects the finite probability of crack propagation even in a uniform 
stress field, being due to a possible miss-orientation between the micro-crack and the possible 
cleavage crack planes and the need to cross a grain boundary. P(K∞) will increase with increasing 
stress and decrease with increasing temperature. 
 
Insertion of Eq. (6) into Eq. (5) leads to the equation for the cumulative cleavage fracture 
probability including the conditional propagation criteria, (Eq. 7). 
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P(K )BP 1 exp K K
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∞
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, (7) 

 
Eq. (7) is equivalent to the basic MC expression given by Eqs. (1) and (2). Eq. (7) shows that the 
basic MC K0 parameter is actually a complex parameter having the detailed form of Eq. (8).  
 

 
( )

0i
0 min1/4

K
K K

P K∞

= + , (8) 

 
K0 is really the product of three separate parameters, all of which are temperature dependent. The 
parameter Kmin is usually only weakly temperature dependent, since it is mainly a result of the 
steepness of the crack stress distribution and the effective surface energy. The increase in Kmin 
usually occurs at temperatures where K0 already is close to upper shelf. The temperature 
dependence of K0i, is a function of the changes in initiator distribution with temperature and the 
materials yield stress. The temperature dependence connected to K0i should mostly be controlling at 
low temperatures, where the yield stress sensitivity to temperature is large. This leaves the 
probability of cleavage crack propagation in a unified stress field, P(K∞), as the likely parameter 
describing most of the temperature dependence in the transition region. This is also in line with the 
fact that the crack arrest toughness has very similar temperature dependence as K0 [1]. 
 
3. Discussion 
 
Considering the complicity of K0, one should not assume that all ferritic steels have exactly the 
same temperature dependence. This is especially the case for such steels, where the chemistry 
affects the dislocation mobility in the ferrite matrix. E.g. high nickel steels, even though ferritic, are 
likely to show different temperature dependencies, since nickel is known to affect the materials 
crack arrest properties favorably. To study the possible variation in the fracture toughness 
temperature dependence between different structural steels, 82 data sets each with at least 20 
significant samples have been fitted with the MC, with K0 in the form of Eq. (3), where the 
parameter C (normally 0.0019°C-1) is a variable. The median fracture toughness curves are shown 
in Fig. 5. The figure shows also the theoretical statistical uncertainty related to a sample size of 20, 
if the parameter corresponds to C = 0.019°C-1. Even though nearly 80% of the estimates fall within 
this region, there are materials that clearly deviate from the standard MC. 
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Figure 5. Compilation of median fracture toughness temperature dependence estimates for a large variety of 
structural steels having more than 20 significant samples. The thick full line indicates the standard MC and 
the dashed lines indicates the statistical 5% and95% uncertainty limits related to a sample size of 20. [1]. 
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A three-dimensional fit of the temperature dependence can be expressed in the form of Eq. (9) [1], 
even though other similar forms provide practically the same accuracy. Regardless of the exact 
choice of function, the trend is clear. Yield stress has a rather insignificant effect on the temperature 
dependence whereas the transition temperature has a more significant effect. 
 

 
0.772.24

1

Y 0

20.9 MPa 0.6 CC C 0.008
T 273 C

− ⎛ ⎞⎛ ⎞ °⎡ ⎤° ≈ + + ⎜ ⎟⎜ ⎟⎣ ⎦ σ + °⎝ ⎠ ⎝ ⎠
, (9) 

 
The reasons for the effect of T0 on the shape of the transition curve, may partly be due to fact that 
the difference between initiation toughness and crack arrest toughness are affected by T0 (See [1]) 
or it can be partly related to a rough connection between upper shelf toughness and T0. The 
difference in initiation toughness and crack arrest toughness would affect K0 by affecting Kmin and 
P(K∞), in relation to K0i, whereas the upper shelf toughness would control the amount of ductile 
tearing prior to cleavage fracture and would thus affect K0i.  
 
Overall, the analysis indicates that the use of the standard MC with a fixed C = 0.019°C-1 is well 
applicable for steels with T0 in the range -100°C…+50°C. Since the MC is fitted to the data in the 
temperature range T0-50°C to T0+50°C, it will provide a satisfactory description of the fracture 
toughness in this temperature region. Any deviations in transition curve steepness will be adjusted 
for by shifts in T0 and the overall description of the data in that region is adequate. However, if the 
materials T0 value or the application temperature is outside these limits, it is recommended to make 
tests at or near to the application temperature. Due to the considerable statistical uncertainty 
connected to parameter C, it is not recommended to experimentally estimate it for a single 
application. As long as there are test results not too far from the application temperature, the 
standard MC can well be used. As a sensitivity analysis, the standard MC analysis can be 
complemented with an analysis using Eq. (9). In this case, a first estimate of T0 is obtained with a 
standard analysis, which is then repeated using the C value obtained from Eq. (9). This way, it is not 
necessary to increase the number of tests from a standard analysis. An experimental estimation of C 
requires 20 to 40 specimens. A bigger source of uncertainty in the MC analysis, than the transition 
curve shape, is the possible material in-homogeneity. 
 
Most cleavage fracture local approach models have adopted the basic MC temperature dependence 
as a calibrator for the models, since they only consider K0i and do not thus account for the effect of 
the conditional propagation criterion. Only one model claims to be able to theoretically correctly 
describe the material-to-material variation of the temperature dependence. This model is known as 
the Unified Curve method based on the Prometey probabilistic model for cleavage fracture [2]. The 
model, like most others, only predicts K0i, even though the Unified Curve has adopted the MC form 
with a constant Kmin parameter. The Prometey model does not, however, predict a Kmin. The 
temperature dependence of the Prometey model comes mainly from two parameters: 1)the thermal 
part of the yield strength’s temperature dependence and 2)the characteristic strength of initiating 
carbides ( dσ%). The effect of dσ% is shown in Fig. 6 [2] where the other parameters have been 
calibrated to a Russian pressure vessel steel (2Cr-Ni-Mo-V), and kept constant. The difference 
between the figures a) and b) is the athermal part of the materials yield strength which in a) is 510 
MPa and in b) 710 MPa and the Weibull modululs η which is 6 in a) and 12 in b). Even these very 
simple changes in the parameter are seen to produce a large difference in the predicted fracture 
toughness. 
 
Any changes in the thermal part of the materials yield strength should, according to the model, have 
even a larger effect on the sensitivity of the model to used parameters. On top of this, the strongest 
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sensitivity to temperature is, as seen in Fig. 6, above 0°C, where the thermal part of the yield 
strength becomes very small. The model is thus strongly dependent on the correct estimate of the 
thermal yield strength component in this temperature region. Considering this, it is surprising that 
this single material calibration has been applied to develop the so called Unified Curve method and 
claimed to be correct for all kinds of steels. Scientifically, the claim is clearly invalid. The model is 
incomplete, and since it does not account for the conditional propagation criterion it cannot be used 
to predict the temperature dependence of fracture toughness. The temperature dependence has been 
calibrated only for one material and therefore, similar to other local approach models considering 
only K0i, the model cannot be used to predict a quantitative fracture toughness temperature 
dependence. 
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Figure 6. Two examples of the predictions based on the Prometey model [2]. The difference in the figures is 
the athermal part of the materials yield strength and the Weibull modululs (η = 6 vs. 12). Changing the 

thermal part of the materials yield strength would greatly enhance the differences. 
 
4. Summary and Conclusions 
 
The Master Curve methodology for describing cleavage fracture toughness, scatter, size-effects and 
temperature dependence has been standardised in ASTM E1921. The scatter and size-effects 
predicted by the method are based on theory, whereas the temperature dependence is the result of 
empirical observations. The reason for the seemingly nearly invariant temperature dependence of 
the cleavage fracture toughness of different steels has until now eluded theoretical explanations.  
The standard fracture toughness temperature dependence is expressed in terms of the normalization 
fracture toughness K0. However, K0 is really the product of three separate parameters, Kmin, K0i and 
P(K∞), all of which are temperature dependent.  
 
Kmin is related to the steepness of the stress distribution in front of the crack, K0i is connected to the 
likelihood of initiation and P(K∞) describes the likelihood of cleavage crack propagation in a 
unified stress field. 
 
Kmin, despite its temperature dependence, does not explain the temperature dependence of K0, since 
the increase in Kmin usually occurs at temperatures where K0 already is close to upper shelf.  
 
The same is the case for the initiation toughness K0i, which mainly should be a function of the 
initiator distribution and the materials yield stress. The temperature dependence connected to K0i 
should mostly be effective at low temperatures, where the yield stress sensitivity to temperature is 
large.  
 
This leaves the probability of cleavage crack propagation in a unified stress field, P(K∞), as the 
likely parameter describing most of the temperature dependence. This is also in line with the fact 
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that, the crack arrest toughness has very similar temperature dependence as K0. 
 
This presentation gave some more insight into the factors that lead to the experimentally observed 
temperature dependence. Finally, a new more material specific temperature dependence usable 
instead of the standard expression has been given. 
 
Finally it has been shown that the so called Unified Curve method, based on the Prometey cleavage 
fracture model is scientifically invalid and should not be used to predict a quantitative fracture 
toughness temperature dependence. 
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Abstract  A recently developed methodology for measuring the nugget fracture toughness in mode I was 
applied to three high-strength steel resistance spot welds, exhibiting either mixed cleavage/ductile or ductile 
fracture at room temperature. Fracture toughness tests revealed a difference in ductile-to-brittle transition 
temperature between the welds. Constitutive equations of weld nuggets were determined and implemented in 
a finite element model of the fracture toughness test, revealing both in-plane bending and in-plane stretching 
in front of the crack tip. Brittle cleavage fracture of the nuggets is not conveniently described using a simple 
Ritchie-Knott-Rice approach but the Rice-Tracey model allowed quantitatively relating the high number 
density of small particles to the nugget fracture toughness in the ductile regime. 
 
Keywords Local approach, Brittle to ductile transition, High strength steels, Resistance spot welds 
 

1. Introduction 
 
The need for car-lightening has led to the development of Advanced High Strength Steels 
containing more alloying elements than standard steels. Resistance spot welding issues become of 
major concern for these steels. Due to the severe cooling conditions, the weld may exhibit an 
unusual microstructure that could be sensitive to unstable cracking in opening mode, inducing 
interfacial failure of the weld. In the opening mode, several tests are available to determine the 
strength of resistance spot welds (RSWs) [1]. The transition between crack propagation across the 
heat-affected zone and interfacial failure strongly depends on the molten zone (nugget) fracture 
toughness [2]. A new methodology (referenced hereafter as UXT tests) has recently been developed 
[3] to determine the nugget fracture toughness, using cross-tensile tests on double U-shaped 
specimens (Fig. 1), together with crack extension monitoring using a potential drop method. The 
purpose of the present study is to determine, if any, the ductile-to-brittle transition of the weld 
nugget for different steel compositions (and thus, nugget microstructures), by using the UXT test. A 
mechanical analysis of the test is then performed using a finite element modelling approach to 
determine the loading conditions ahead of the tip of the precrack. For this purpose, constitutive 
equations of the nugget are estimated from heat-treated microstructures, as already reported in 
literature [1]. A simple initiation criterion for both brittle cleavage and ductile dimple fracture is 
then tentatively derived as a function of the material microstructure and fracture mechanisms.  
 
2. Experimental details 
 
2.1. Materials and welding conditions 
 
Three high strength steels were provided as 2-mm-thick bare sheets. Their chemical composition 
and room temperature properties are reported in Table 1. Resistance spot welds were fabricated 
using a Sciaky pedestal welding machine, following ISO 18278-2 (2004) standard parameters, 
without cold times. A low welding current (Table 2) was applied (i) to ensure the presence of a 
weak Diffusion Bonded Zone (DBZ), which serves as an circular precrack, and (ii) to facilitate 
interfacial failure under UXT tests [2]. The corresponding weld diameter, d was measured from 
fracture surfaces after interfacial failure (Table 2). Conventional cross-tensile strength, CTS 
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(averaged over four tensile tests on cross-welded 125x38 mm² coupons), hardness (average of 30 
measurements at room temperature with a dwell time of 10s) and nugget microstructure (observed 
in cross-section after Béchet-Beaujard + Nital etching) are reported in Table 2. 
 
 
 
 
 
 
 
 

Figure 1. Schematics of the UXT specimen 
 

Table 1. Chemical composition and mechanical properties of the three base material sheets 
Material C [wt%] Mn [wt%] Si [wt%] 0.2% proof stress [MPa] Tensile strength [MPa] Uniform elongation [%] 

Steel F 0.15 0.68 0.01 380 505 14 

Steel D 0.15 1.90 0.21 510 780 14 

Steel T 0.19 1.71 1.68 540 820 22 

  
Table 2. Welding conditions, room temperature properties and microstructure of the welds 

Base metal Welding 
current (kA) 

d (mm) CTS (kN) HV0.5 (base metal) HV0.5 (nugget) Nugget microstructure 

Steel F 7.6 6.2 ± 0.1 6.3 ± 0.1 160 ± 6 373 ± 30 martensite + lower bainite 

Steel D 6.8 5.9 ± 0.1 7.2 ± 0.6 243 ± 3 420 ± 11 martensite 

Steel T 7.0 6.4 ± 0.2 7.5 ± 0.1 243 ± 9 500 ± 10 martensite 

 
2.2. Ductile to brittle transition curves of the weld nuggets 
 
Specimen halves (full thickness 30x95 mm² coupons) were press-brake bent into U shapes with a 
bending radius of 2 mm, leaving a 30x30 mm2 central region, and then welded perpendicularly to 
each other (Fig. 1). The specimen was attached to grips by bolts, with spacers inserted between 
specimen and bolts. The weld was thus loaded normally to the sheet plane. This setup was fitted to 
an Instron servohydraulic tensile machine, with a 250 kN load cell and a climatic chamber. 
Temperature was recorded using a thermocouple spot-welded on the UXT specimen. The tensile 
load and load line displacement curves were recorded, together with the increase in potential drop. 
The stress intensity factor was estimated using the analytical formula developed by Lin and Pan for 
square-cup specimens [4] (Eq. 1) over the first 2 mm of crack propagation: 
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In Eq. (1), c is the cup diameter (taken as equal to c’, the equivalent diameter of the U tensile 
specimen), t the sheet thickness, d the weld diameter and T the tensile load. ( ) ( )11 22 +−−= νν cdY , 

ν = 0.3 (Poisson ratio) and fc is a geometrical parameter set to 1. Ductile-to-brittle transition (DBT) 
curves were determined using the fracture toughness at crack initiation, KIc (in fact, crack 
propagation leading to a reduction of the bearing area by 2%). Ductile and brittle temperature 
ranges were estimated from fracture surface examinations by scanning electron microscopy in a 
secondary electron imaging mode. Energy dispersive spectrometry (EDS) was used to analyse 
particles on fracture surfaces. 
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2.3. Plastic yield and fracture properties of the weld nugget 
 
Two approaches have been reported in literature to estimate the constitutive behaviour of the nugget: 
using miniature specimens machined from “actual” nuggets (e.g. [5]), or simulating the 
coarse-grained heat-affected zone by heat treatment (e.g. [1]). The second approach was chosen 
here. Using a Gleeble 3500 simulator under a vacuum, full-thickness 12x100 mm² blanks were 
heated at 1500°C.s-1 up to 1290°C (maximum heating rate and temperature that ensured 
homogeneous heating without local melting), and then cooled using helium gas blowing or water 
spraying (the actual spot welding cooling rate lying in between). From temperature monitoring with 
spot-welded thermocouples and microhardness measurements, a homogeneous heat treatment was 
applied over a length of at least 20 mm. Flat uniaxial tensile specimens (15x4 mm² in gauge 
dimensions) were spark erosion machined from heat-treated blanks and pulled in tension using the 
same Instron equipment at various temperatures, with an elongation rate of 1.1 10-3 s-1, as measured 
from an in situ extensometer (initial gauge length: 8.7 mm). The criterion for small scale yielding 
(SSY) conditions in the UXT test was derived from these tensile properties. Double edge U-notched 
tensile (DENT) specimens were machined from heat-treated blanks of Steel D with a ligament 
width of 6 mm, a notch radius of 1 mm, and then pulled in tension using the same machine. Notch 
opening was recorded by averaging measurements of two extensometers placed at either edge.  
 
3. Experimental results and discussion 
  
3.1. Ductile to brittle transition curves of the weld nuggets 
 
3.1.1. Steel T 
 
 
 
 
 
 
 
 
 
 
Figure 2. DBT curves for Steel T nuggets: (a) load at crack initiation and weld strength (i.e. maximal load); 
(b) fracture toughness at crack initiation and crack-extension resistance dK/da. c) Detailed view of ductile 

fracture and EDS analysis of precipitates located within dimples (red arrow)  
 
Only interfacial failure (FIF) was observed. While the weld strength only slightly increases with 
temperature, a transition is observed in the load at crack initiation vs. temperature curve (Fig. 2). 
Above room temperature, the load only slightly increases between crack initiation and fracture. The 
fracture toughness transition curve showed a marked transition from 40-50 MPa√m up to 70-80 
MPa√m. In the brittle temperature range, pure cleavage fracture initiated from multiple sites all 
around the weld. The microstructural feature at the origin of crack initiation could not be 
determined. Many crack deviations led to a rough fracture surface and to serrations in the load vs. 
displacement curves. In the ductile domain, smooth interfacial cracking occurred. Small dimples 
(~5 µm in size) aligned along the radial direction of the weld initiated from tiny particles of 0.4 µm 
in average size (Fig. 2c) that were mainly phosphides and sometimes aluminium oxides. The dimple 
size was consistent with the secondary dendrite arm spacing of the weld estimated from 
metallographic observations [6]. In the DBT range, cracks propagated in a mixed cleavage + ductile 

T (°C)-200 -100 0 100

10

0

8

2

6

4

Maximal Load
Load at crack initiation
Maximal load
At crack initiation

brittle DBT ductile

Load (kN)

(a)

KIc

dK/da

dK
/d

a
(M

P
a√

m
.m

m
-1
)

K
Ic

(2
%

)
(M

P
a√

m
)

100

20

60

80

40

T (°C)-200 -100 0 100

10

20

30

40

0

KIc

dK/da
SSY limit

brittle DBT ductile(b) 5 µm

rad
ial 

direc
tion 

of th
e w

eld

T = 120°C

P PSi

Mn,Fe

(c)
T (°C)-200 -100 0 100

10

0

8

2

6

4

Maximal Load
Load at crack initiation
Maximal load
At crack initiation

brittle DBT ductile

Load (kN)

(a)

T (°C)-200 -100 0 100 T (°C)-200 -100 0 100

10

0

8

2

6

4

10

0

8

2

6

4

Maximal Load
Load at crack initiation
Maximal load
At crack initiation

brittle DBT ductile

Load (kN)

(a)

KIc

dK/da

dK
/d

a
(M

P
a√

m
.m

m
-1
)

K
Ic

(2
%

)
(M

P
a√

m
)

100

20

60

80

40

T (°C)-200 -100 0 100

10

20

30

40

0

KIc

dK/da
SSY limit

brittle DBT ductile(b)

KIc

dK/da

dK
/d

a
(M

P
a√

m
.m

m
-1
)

K
Ic

(2
%

)
(M

P
a√

m
)

100

20

60

80

40K
Ic

(2
%

)
(M

P
a√

m
)

100

20

60

80

40

100

20

60

80

40

T (°C)-200 -100 0 100 T (°C)-200 -100 0 100

10

20

30

40

0

10

20

30

40

0

KIc

dK/da
SSY limit

brittle DBT ductile(b) 5 µm

rad
ial 

direc
tion 

of th
e w

eld

T = 120°C

P PSi

Mn,Fe

(c) 5 µm5 µm

rad
ial 

direc
tion 

of th
e w

eld

T = 120°C

P PSi

Mn,Fe

(c)



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-4- 
 

manner. The roughness of the fracture surface decreased with increasing test temperature.  
 
3.1.2. Steel D 
 
Although some welds failed in a partial interfacial mode, FIF was observed in the vast majority of 
tests. The transition in crack initiation and fracture load is less obvious and more scattered than for 
Steel T but, again, the DBT range encompasses room temperature (Fig. 3). The fracture toughness 
in the brittle domain is similar to that of Steel T but in the ductile domain, it is lower. Cleavage and 
dimple ductile fracture exhibit similar macroscopic (crack deviation) and microscopic features as 
for Steel T. No particle was found at cleavage initiation sites. The average size of dimples and tiny 
particles (mainly MnS particles together with some phosphides) was 4.5 and 0.3 µm, respectively.  
 
 
 
 
 
 
 
 
 
 

Figure 3. DBT curves for Steel D nugget: (a) load at crack initiation and weld strength; (b) fracture 
toughness at crack initiation and crack-extension resistance. (c) Ductile dimples nucleated at sulphides  

 
3.1.3. Steel F 
 
Only FIF was observed for Steel F. The load at crack initiation and the ultimate load increase with 
temperature up to 0°C and -100°C respectively, and then decrease (Fig. 4). The fracture toughness 
varies in the same way as the load at crack initiation. In contrast to Steels T and D, only ductile 
fracture was observed at room temperature, yet with limited fracture toughness (~55 MPa√m). The 
fracture mechanisms were similar to those of Steels T and D, with a dimple size of ~4 µm and a fine 
precipitation of MnS particles of ~0.5 µm in size together with a few aluminium oxides. Only a few 
cleavage facets were found at 0°C but cleavage facets linked by torn ligaments dominated fracture 
surfaces at -40°C. Combined with transition curves, it suggests that cleavage and ductile fracture 
toughness could be very close to each other in this particular case.  
 
 
 
 
 
 
 
 
 
 
Figure 4. DBT curves for Steel F nugget: (a) load at crack initiation and maximal load; (b) fracture toughness 

at crack initiation and crack-extension resistance. (c) Ductile dimples nucleated at sulphides  
 
3.1.4. Comparison between Steels T, D, and F 
 
Despite their difference in fracture mechanisms, Steels F and D exhibit similar weld fracture 
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toughness at room temperature. The main difference between these steels seems to be the fracture 
toughness in the ductile domain, which increases with nugget hardness. This is consistent with the 
similar fracture mechanisms, dimple and particle size for the three steel nuggets: for the 
investigated welding conditions and sheet thickness, only the yield strength, controlled by their 
microstructure after cooling, seems to influence their fracture toughness in the ductile regime. 
Strong fracture deviation was associated with cleavage dominated fracture. Crack initiation 
occurred perpendicular to the applied load, where Mode I dominates. Cleavage initiation sites found 
all around the weld suggest a rather uniform value of Mode I stress intensity factor for this test. As 
cleavage cracks have to deviate to propagate across high-angle boundaries, the influence of Mode II 
loading, which is not uniform around the weld, may increase during cleavage crack propagation. No 
correlation appears between crack extension resistance and fracture mechanism (Figs 2b, 3b, 4b). 
 
3.2. Tensile properties of simulated nugget microstructures 
 
3.2.1. Tensile properties of smooth specimens 
 
The dependence of yield strength, YS, on temperature was satisfactorily modelled (Fig. 5) using a 
Zener-Hollomon equation (Eq. 2), with T the absolute temperature andε& the elongation rate: 

 
b

a TYS
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10
10

log10 . (2) 

For Steels D and T, tensile properties are not very sensitive to cooling conditions (Table 3) due to 
the higher hardenability of these steels leading to auto-tempered martensite. The mechanical 
properties of the nugget were assumed to be similar to those of the helium-blown samples. Since the 
hardness and microstructure of Steel F nugget are intermediate between those of the martensitic 
water-sprayed and bainitic helium-blown samples, a “fictitious” material was considered in order to 
represent Steel F nugget: its mechanical properties and constitutive parameters were thus estimated 
from those of water-sprayed and helium-blown materials balanced by their respective hardness.  
 
Table 3. Mechanical properties of heat-treated microstructure, nugget (edge) and “fictitious” material used to 

represent steel F nugget. Z is the reduction of area at fracture; a and b refer to Eq. 2  
Steel Cooling Hardness 

(HV0.5) 
0.2% proof 
stress (MPa) 

Tensile strength 
(MPa) 

Fracture 
elongation (%) 

Z 
(%) 

a b 

T Helium-blown 
Water-sprayed 

511 ± 9 
548 ± 12 

1061 
1086 

1547 
1666 

19 
18 

45 
46 

4.19 
4.21 

-0.33 
-0.33 

D Helium-blown 
Water-sprayed 

436 ± 11 
478 ± 8 

932 
1008 

1345 
1443 

17 
17 

48 
49 

3.77 
4.26 

-0.23 
-0.37 

F Helium-blown 
Water-sprayed 
“Fictitious” 

296 ± 8 
451 ± 9 
 

678 
862 
 

978 
1351 
 

15 
7 

40 
47 

4.23 
4.39 
4.31 

-0.41 
-0.41 
-0.41 

 
3.2.2. Tensile properties of notched Steel D specimens 
 
As ductile fracture of the nugget is influenced by fine particles inherited from rapid solidification, 
heat-treated specimens were not representative of the nugget microstructure concerning ductile 
fracture. They were only used to derive an estimate of the critical stress necessary to initiate 
cleavage cracking. Five specimens were tested at -100°C, close to the brittle domain of Steel D 
nugget. Load vs. notch opening displacement curves presented a small serration around 18 kN, 
(Point B in Fig. 6a), well before final fracture. This could indicate brittle fracture initiation; no 
interrupted tensile test was available to prove this. Fracture surfaces (Fig. 6c) exhibited cleavage 
facets surrounded by ductile shear lips. Close to notch roots, cleavage facets are about 100-200 µm 
in size, similar to the prior austenite grain size of both helium-blown and nugget edge materials. 
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Figure 5. (a-c) Yield strength (YS), Zener-Hollomon fit (lines), and tensile strength (TS) of heat-treated 
steels. (d-f): Tensile curves: experiments (up to necking, thick lines) and model predictions (thin lines) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6. (a) Load vs. notch opening curves, (b) calculated axial stress along the ligament, and (c) fracture 
surface close to notch root of DENT specimens of helium-blown Steel D tested at -100°C 

 
4. Mechanical analysis and derivation of a fracture criterion 
 
4.1. Constitutive equations 
 
Constitutive equations were determined from uniaxial tensile tests. The material were considered as 
elastic-plastic, homogeneous and isotropic, with Young’s modulus E = 210,000 MPa, and Poisson 
ratioν = 0.3. A von Mises yield criterion was used with a combined linear + Voce-like isotropic 
strain hardening equation, which reads as follows in the particular case of uniaxial tension: 
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with σeq the von Mises equivalent stress, σy the yield strength, H a linear strain-hardening parameter 
mainly used for large amounts of strain, Q1, Q2, b1 and b2 being material parameters. According to 
the shape of experimental tensile curves, the values of Q1 and b1 were kept independent of 
temperature. The values of σy, H, Q2 and b2 were fitted for each temperature. Parameter H was 
determined from the constitutive equation [5] of a material similar to Steel D. This yields a value of 
e.g. 600 MPa at 24°C. The fitted sets of constitutive parameters very satisfactorily described tensile 
curves (Fig. 5d-f).  
 
4.2. Cleavage crack initiation criterion from mechanical analysis of the DENT specimens  
 
The mechanical analysis of the test was performed in three dimensions thanks to the in-house Z-set 
finite element software. One-eighth of the specimen was meshed with quadratic bricks with reduced 
integration. The specimen head and the region close to the notch were respectively attributed 
constitutive parameters of base metal and of the helium-blown material. Displacement of the 
specimen head was prescribed as in experiments. The simulated load vs. notch opening curve fits 
well with experimental results up to a notch opening of ~0.5 mm (Fig. 6a). The axial stress reaches 
its maximum (σc,p = 1790 ± 40 MPa) at 0.5 mm from the notch root at the onset of experimentally 
observed serrations, and (σc,f  = 2270 ± 20 MPa ) at 0.8 mm from the notch root for notch opening 
corresponding to experimental fracture (Points E-H in Figs 6a and 6b). 
  
4.3. Simplified finite element modelling of the U-shape cross-tensile test 
 
4.3.1. Modelling the UXT test 
 
Only the upper part of the specimen was modelled, with usual symmetry conditions. Instead of a 
U-shaped cross tensile specimen, involving full 3D modelling, a circular-cup geometry was selected 
and represented by an axisymmetrical model (Fig. 7a). Consequently, the crack is only loaded in 
Mode I, which can induce dissimilarities with UXT tests especially during crack propagation but 
here, only crack initiation was considered. The finite element analysis software Abaqus/Implicit 
Standard was used with CAX4R elements (4-node bilinear axisymmetrical quadrangles with 
reduced integration and hourglass control). The following simplifying assumptions were made: 
 
• Indentations caused by the electrodes, located far from the notch tip were not taken into account. 

The spacer inserted in the U specimen was not meshed but taken into account by allowing no 
displacement along the horizontal axis of the inner side of the flange. 

• The ligament was only composed of the nugget section, i.e. the initial crack included both the 
non-welded interface and the DBZ. The nugget and harder part of the heat-affected zone was 
assimilated to the nugget material, the softer part of the heat-affected zone being assimilated to 
the base metal. The boundary between these two regions was taken perpendicular to the 
interface and located at 0.8 mm from the crack tip. 

• Prescribed displacement was applied to a spring on the specimen flange which represents the 
stiffness of the load line [1]. The load is the resultant force on the spring. The stiffness of the 
spring (25 kN.mm-1) was fitted to the linear part of the load vs. displacement curves. To this aim, 
the shift in displacement observed at low loads, probably due to some clearance compensations 
at the beginning of the tests, were ignored (Fig. 7b). 

• To ensure an accurate description of the stress and strain fields around the crack tip, an initial 
semi-circular blunting was modelled. Taking typical values of KI (60 MPa√m) and σy (1000 
MPa) leads to a crack tip opening displacement of about 17 µm under a plane strain assumption. 
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Consequently, the initial crack tip radius was set to 2 µm together with a mesh size close to 0.5 
µm. Although the weld strength is overestimated by the model (Fig. 7b) (presumably because of 
neglecting work-hardening in folded regions and/or of the axisymmetry hypothesis), modelling 
results have been used to estimate stress and strain fields in front of the crack tip. 

 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7. (a) Simplified finite element model and (b) experimental and simulated UXT load vs. displacement 

curves of Steel T  
 
4.3.2. Derivation of the stress intensity factor and energy release rate 
 
The finite element model was validated by considering a fully elastic specimen. The difference 
between the predicted value of KI and that derived from the Lin & Pan formula is only 3 MPa√m 
for KI = 60 MPa√m. As a consequence of the elastic-plastic behaviour of the material, the crack tip 
singularity was then described by the energy release rate, assimilated to the J-integral. The 
independence of calculated J with respect to the contour (chosen within the weld material, at least 
0.5 mm from the crack tip) was verified in the case of Steel T welds tested at room temperature.  
 
4.4. Assessment of a cleavage crack initiation criterion using the UXT test 
 
The stress state in the nugget during the UXT test is described here by considering Steel D tested at 
room temperature (Fig. 8a-b). The central part of the nugget (up to 2mm from the weld centre) is 
loaded in compression. Positive values of opening stress are concentrated within a narrow region 
(0.6-0.8 mm in width) in front of the crack tip, leading to high values (up to 4000 MPa). The high 
radial stress, which can reach 2500 MPa, was attributed to constraints induced by spacers: the base 
material is not only bent but also stretched along the sheet plane. The high resulting stress triaxiality 
limits plastic yielding in front of the crack tip. The opening stress ahead of the crack is represented 
in Fig. 8c for J = 9.9 kJ.m-² (close to the fracture toughness at 0°C.) The opening stress depends on 
test temperature over 50 µm ahead of the crack tip, i.e. in the plastically deformed region. For a 
given value of J, decreasing the test temperature tends to increase the maximal opening stress. The 
distance (~15 µm) at which the stress is highest is almost independent of test temperature. 
 
The Ritchie-Knott-Rice (RKR) model [7] was tentatively applied (Fig. 8c). The region where the 
opening stress is higher than σc,f (σc,f = 2270 MPa) is about 70 µm in size for J~10 kJ.m-² whatever 
the test temperature. This is larger than the plastic zone size (about 50 µm). As plastic deformation 
is required to initiate cleavage cracking, crack initiation could be controlled by the extent of the 
plastic zone rather than by that of the region where the maximum principal stress exceeds its critical 
value. Cleavage fracture is thus not well described using such a simple approach. A statistical model 
based on the weakest link like that of Beremin [8] would probably be more appropriate. 
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Figure 8. Model predictions of (a) opening stress field at room temperature in the weld, (b) radial stress 
along the interface as a function of J and (c) opening stress profile as a function of temperature for Steel D 

 
4.5. Assessment of a ductile fracture criterion using the UXT test 
 
By using the Rice & Tracey model [9], the instantaneous void growth rate can be written as: 

 dp
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In Eq. 4, R is the void radius (R0 is its initial value), α = 0.283, τ is the stress triaxiality ratio, p is the 
equivalent plastic strain and p0 is the equivalent plastic strain at void nucleation. In the absence of 
interrupted UXT tests, the value of p0 was set to zero. Determination of the critical value (R/R0)c of 
R/R0 requires a microstructure representative of the fine particle-containing nugget and could thus 
only be fitted from the UXT tests. Macroscopic fracture, characterized by J = Jc, occurs as soon as 
the local criterion R/R0 = (R/R0)c is satisfied over a critical distance dc ahead of the crack tip. This 
critical distance is usually close to a typical distance involved in the fracture process: the initial void 
spacing for instance. It was arbitrarily set to dc = 8µm, i.e., two times the void spacing observed in 
fracture surfaces (Fig. 3c).  
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 9. (a) Predicted void radius at room temperature and (b) comparison between experimental (full 
symbols) and predicted Jc (open symbols interpolated with lines) as a function of temperature 

 
The Rice & Tracey model was first applied to ductile fracture of Steel F nugget at room temperature. 
The experimental fracture toughness of 58 MPa√m corresponds to Jc~15 kJ.m-2, under a plane strain 
assumption. This value is reached when R/R0 exceeds 2.05 over dc (Fig. 9a). The value of (R/R0)c is 
thus estimated to around 2.05. The void growth model was then applied to describe the evolution of 
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the fracture toughness in the ductile temperature range of Steel F and Steel D nuggets (Fig. 9b). The 
values of dc were set to two times the initial void spacing and (R/R0)c  =  2.05 for the two materials. 
Void growth occurs much more rapidly with J when the temperature increases, due to the decrease 
in yield strength and strain hardening. Consequently, the values of the J-integral for which 
R/R0 > (R/R0)c over distance dc decrease with increasing temperature. The values of Jc calculated 
from the void growth model were compared to those experimentally determined thanks to the UXT 
tensile tests with a plane strain approximation to estimate Jc from KIc (Fig. 9b). For Steel F, the 
decrease in Jc in the ductile region is qualitatively predicted but the predicted fall of Jc at higher 
temperatures is underestimated. A possible source of discrepancy is the extrapolation of constitutive 
parameters for temperatures above 24°C. Model predictions are satisfactory for Steel D nugget at 
120°C where ductile fracture prevails. 
 
5. Conclusions 
 
The U-shape cross-tensile (UXT) test was applied to the local approach of fracture of high strength 
steel resistance spot welds. A ductile-to-brittle transition curve was obtained for the three steels. For 
two of them, the transition encompasses room temperature. 
• Brittle fracture occurred by cleavage cracking. The critical cleavage initiation stress was 
estimated to around 2270 MPa. The lower the temperature, the higher the tendency to crack 
deviation in the UXT test, leading to macroscopic fracture toughness that could reach that obtained 
in ductile fracture (~60 MPa√m). The complex stress state in the UXT test combines in-plane 
tension and bending ahead of the crack tip. This reduces the size of the plastic zone; a simple 
approach such as the RKR model is not applicable.  
• Ductile voids initiate from a dense distribution of fine sulphide or phosphide precipitates that 
result from rapid solidification of the weld. The high stress triaxiality and the small distance 
between voids lead to rapid interfacial crack propagation without crack deviation. This behaviour 
was quantitatively related to microstructural features using a Rice and Tracey approach. 
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Abstract  Recently, thin films with a nanometer thickness been used in electronic parts. When the size of 
material reduces to a nanometer, the area to volume ratio increases, then the mechanical property of surface 
or interface influences on mechanical behavior of bulk. Hence, it is very important to investigate the 
mechanical properties of interface and surface for the stress analysis in nano-scale materials. In the present 
paper, stress distribution near a wedge composed of several different materials is investigated using 
molecular dynamics (MD). The model used in the present analysis is a bonded joint of copper and gold, 
which is used in electronic parts. In the analysis, temperature of the model increases up to 5K for relaxation 
of the structure. A tensile load is applied in a radial direction along the outer surface of the model. The 
atomic stress distributions near the wedge tip in the joints and the angular function for the stress, which is 
derived from the theory of anisotropic elasticity, are compared. It can be found from the comparison that 
interface stress influences on the distribution of singular stress in the bulk and the intensity of singularity at 
the wedge tip. 
 
Keywords  Molecular dynamics, Singular stress, Interface, Joint, Stroh formalism 
 
1. Introduction 
 
Recently, thin films of nanometer thickness have been used in numerous electronic components in 
highly integrated devices, such as semiconductor devices. As the area-to-volume ratio increases in 
nanoscale structures, the physical properties of the surface or the interface affect the mechanical 
behavior near surface in bulk. Therefore, it is important to investigate the mechanical properties of 
the interface and the surface in the stress analysis of nanoscale materials. The molecular dynamics 
(MD) method can be used to evaluate the physical properties of materials in a nanometer scale by 
tracing individual atoms. Recently, Horiike et al.[1] investigated singular stress fields at the 
interfacial corner between dissimilar crystals using molecular statics (MS). In their analysis, a 
restricted displacement was applied to the outer surface in the joint model. 
In the present paper, singular stress fields in joints composed of materials used in electronic devices 
are analyzed using MD. The atomic stress distribution near the edge of the joints is investigated 
under tensile loading in the radial direction. Incoherent interface and coherent interface models are 
used in the analysis. Through a comparison of the stress distributions in both models, the usefulness 
of the coherent interface model is demonstrated. It will be shown that if the atomic stress 
distribution before loading is subtracted from the stress distribution after loading, the stress 
distribution near the edge can be approximated by an equation based on the theory of anisotropic 
elasticity considering interface mechanical properties. Furthermore, the effect of wedge angles on 
the stress distribution will be investigated. 
 
2. Singular stress analysis 
 
From a standpoint in continuum mechanics, the stress distribution within singular stress fields near 
the edge of the interface in anisotropic joints can be expressed as 

 ! ij = Kij
mf mij "( )r!#m

m=1

n

"  (1) 
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where Kij
m  is the intensity of the singularity corresponding to the mth-order stress singularity, λm, r 

is the distance from a singular point [1], and fij
m !( )  is an angular function of stress σij. 

Koguchi derived an eigenequation with interface mechanics [2]. The eigenequation, K, is a 6×6 
matrix composed of material properties and wedge angles and is expressed as follows: 

 

K =
K1 K2

K3 K4

!

"
#
#

$

%
&
&
p*

0

'
(
)

*)

+
,
)

-)
= G1 1( )
!
" G1 0( )

.1
p̂*1
1.! "1( ) p̂*1.1+! "0( ) 0

0 p̂*1
1.! "1( ) p̂*1.1+! "0( )

!

"

#
#
#

$

%

&
&
&

.
A2 A2

B2 B2

!

"

#
#

$

%

&
&
G2 2( )

.1
p̂*2
1.! "1( ) p̂*2.1+! "2( ) 0

0 p̂*2
1.! "1( ) p̂*2.1+! "2( )

!

"

#
#
#

$

%

&
&
&

$

%

&
&
&

p*

0

'
(
)

*)

+
,
)

-)
= 0

0

'
(
)

*)

+
,
)

-)

 (2) 

where Ki are 3×3 sub-matrices, p* represents the eigenvector of displacement, the angular brackets 
< > indicate a 3×3 diagonal matrix in which each component is changed according to its subscript, 
p̂ j !( ) = cos! + pj sin! , λ is the singular order to be determined from the boundary conditions. 

Moreover, Ak and Bk are the matrices for material k given by the Stroh eigenvector, pj is Stroh’s 
eigenvalue, and ¯ denotes a complex conjugate [3], θi are the angles shown in Fig. 1., and Gk(s) is a 
6×6 matrix that is defined as follows: 
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where  !  is a representative length of stress field, dαβγδi are interface elastic constants, and ταβi is 
interface stress. 
The order of the singularity can be then obtained by setting to be zero the determinant of the 
coefficient matrix: 
 K3 = 0  (5) 
The eigenvalue, λ, obtained from Eq. (5) exists infinitely. However, the stress field at the tip in an 
anisotropic elastic composite wedge is expressed primarily in terms of the stress singularity. 
Displacements in the singular stress field are definite. Hence, 0 < Re(λ) < 1. 
If the angular function for the displacement is expressed by mk

j !( ) , the angular function fk
j !( )  for 

 
Figure 1. Multi-wedge model 
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stress is given by 
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where j=0 for k=1 and j=2 for k=2.Here, the stress function is expressed as ! k( ) = Kmr
!mf k !( ) . 

 
3. Molecular dynamics 
 
3.1. GEAM potensial 
 
The molecular dynamics method is used for rearranging atomic structures near surfaces and 
interfaces, and the distribution of atomic stress near the tip of the wedge is calculated using the 
GEAM potential, which can be used to adequately express the potential for joint structures 
composed of anisotropic materials. The GEAM potential is composed of many-body and two-body 
potentials, which covers multi-component systems [4, 5]. 
The GEAM potential E is defined as 

 Etot = F! "!( )+ 12 V!" r!"( )
! !"( )
"

#
$
%

&%

'
(
%

)%!
"  (7) 

where the embedding function Fα, which gives the potential energy arising from embedding a 
particular atom having electron density ρα at the site α, and Vαβ is the pair interaction between 
atoms α and β, the separation of which is given by rαβ. In the present analysis, Cu and Au are 
used for a joint model. The two-body cross potential VCu-Au(r) between Au and Cu is 
constructed as 

  (8) 

where gA(r) and VA-A(r) are the functions of g(r) and V(r) for material A, respectively 
The atomic stress is given by 

 ! ij
" =

1
!"

#E"

#$ij
 (9) 

where Ωα is Voronoi volume of atom α, and εij is the bulk strain. 
 
3.2. Models in MD analysis 
 
The material combination of (Material 1, Material 2) = (Cu, Au) is employed. In modeling the joint, 
a prior calculation for determining the gap at the interface between Cu and Au was carried out. In 
the calculation, a bicrystalline model with a constant thickness was used. Coherent and incoherent 
bicrystalline interface models composing of fcc crystal cells with dimensions 10c !10c !14c  (the 
lower region) and 10c !10c !10c  (the upper region) along the cubic axes of the conventional unit 
cell [100], [010] and [001], respectively are considered. c is the lattice constant of the crystal. Here, 
the coherent interface model has an average lattice parameter of material 1 and material 2. The 
potential parameter in both materials is modified due to the change of the lattice parameter. 
Bicrystal (100) plane is the interface plane. Periodic boundary conditions are imposed along the 
[100] and [010] directions, and the top and bottom planes normal to [001] direction are free. The 
lattice constant c is 0.3615nm for Cu and 0.4086nm for Au. The gap between Cu and Au is 
determined for minimizing the interface energy. In the analysis, temperature in the model is varied 
for achieving the relaxation of atomic structures, i.e., temperature is increased up to 5K until 1000 
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steps, is kept at 5K until 7000 steps, is decreased down to 0K until 9000 steps, and is kept at 0K 
until 10000 steps. Time step in the MD calculation is 50fs. 
Figure 2 shows a wedge model consisting of two different materials. In the model, radius a is 7 nm, 
and the thickness is 2 nm. The total number of atoms is from 13,000 to 15,000. Boundaries Γ1 and 
Γ2 are free surfaces, and the periodic boundary condition is applied in the z-direction. An external 
traction F of 100 MPa is applied in the normal direction of the outer surface Γo. The crystal plane 
on the interface is (001). The wedge angle ω  is varied from 90º to 170°, and a precise analysis of the 
result obtained at ω = 170º using models with coherent and incoherent interfaces is performed. A 
joint model of ω=170º with the incoherent interface is shown in Fig.3. 
 

 
Figure 2. Wedge model for analysis 
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4. Results of anaysis 
 
4.1. Results for an incoherent interface 
 
A model with an incoherent interface is firstly analyzed. A distribution map of the stress σyy in the 
x-y plane is shown in Fig. 4. The plane is selected so that the misfit of the z-direction is the smallest. 
The stress is calculated using eq.(8) in which the Voronoi volume is involved. Moreover, the 
distribution of stress σyy along the interface is shown in Fig. 5. The stress distribution fluctuates 
along the interface since the Voronoi volume may be vary. The stress near the interface varies 
periodically, as shown in Fig. 4. This is attributed to the influence of lattice misfit. The period of the 
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stress variation is approximately 3 nm and agrees with the distance between the smallest lattice 
misfit in the x-direction. This stress variation does not exist in the model with a coherent interface. 
In order to investigate the influence of interface and surface stresses on the stress distribution near 
the wedge, an initial stress before loading is subtracted from the distribution shown in Fig. 5. The 
stress distribution along the interface is shown in Fig. 6. It is found that the difference in stress 
between Au and Cu becomes small, and the stress near the wedge subsequently becomes large. 
 

 
Figure 4. Stress distribution, σyy, in incoherent model 

 
Figure 5. Stress distribution on the interface, σyy        Figure 6. Stress distribution on the interface, 
 (incoherent interface model)                       σyy, after subtracting initial stress 

      (incoherent interface model) 
 
4.2. Results for a coherent interface 
 

Next, the model with a coherent interface is analyzed. The lattice length in the model is the average 
of the lattice lengths of Au and Cu. The potential parameters re of Au and Cu in the model are 
changed due to the change in the lattice length. A distribution map of the stress σyy in the x-y plane 
is shown in Fig. 7. The distributions of stress σyy for incoherent and coherent interfaces along the 
interface are shown in Fig. 8. The stress in the coherent model distributes smoothly, except near the 
edge of the interface. 
As shown in Fig. 7, the stress in the direction of about 45° from the interface is larger, and the 
contour of the stress distribution is a fan shape. The stress in Cu (the upper material) is larger than 
that in Au. The atomic stress along the interface is slightly larger than that in other locations. The 
stresses on Γ1, Γ2, and Γo in the model are large due to the influence of the surface or the interface. 
In Fig. 8, the stress (blue open circle) decreases slightly at x = 0.5 nm. The same tendency can be 
seen in the results of the surface stress analysis [6]. This is due to the influence of surface effect. 
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In order to investigate the influence of interface and surface stresses on the stress distribution near 
the wedge, the initial stress before loading is subtracted from the distribution shown in Fig. 8. The 
results for the stress distribution are shown in Fig. 10. The difference in stress between the Au and 
Cu regions decreases, and the stress near the wedge becomes large. The distribution of stress σyy on 
r = 4 nm is shown in Fig. 9. The stress distribution is disturbed near the interface. This is due to the 
interface stress effect. A comparison of the results for the coherent interface and the incoherent 
interface is shown in Fig. 10. Figure 10 shows the stress distribution obtained after subtracting the 
initial stress from the distribution shown in Fig. 8. When the initial stress is subtracted, the stress 
distribution on the incoherent interface approaches to that on the coherent interface. 

 
 

 
       Figure 7. Stress distribution, σyy,               Figure 8. Stress distribution on the interface, 

       in coherent model                           σyy, including the initial stress 

 

       
 
    Figure 9. Stress distribution on a circle       Figure 10. Stress distribution on the interface, σyy, 

     of radius 4 nm                           after subtracting the initial stress 
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4.3. Influence of wedge angle on the stress distribution 
 

Here, the influence of the wedge angle, ω, on the stress distribution σyy is investigated. The angle ω 
is varied from 90° to 170° at 10° intervals. A surface traction of 100 MPa is applied to the outer 
surface Γo. A coherent interface model is used for the analysis. The results of the analysis are shown 
in Fig. 11. A small stress concentration appears in the model with ω = 90°. As the wedge angle ω 
increases, the stress concentration increases. In particular, as shown in these figures, the region of 
large stress extends in the directions of θ = 65° and -70°. The distributions of atomic stress σyy for 
various wedge angles ω along the interface are shown in Fig. 12. Figures 12(a) and 12(b) show the 
stress distributions including the initial stress and subtracting the initial stress, respectively. These 
stresses are the average values for the nearest atom in both regions. The stress σyy increases with the 
wedge angle ω.      

       

                                      ω=90º                                                              ω=100º                                                          ω=110º                                                  ω=120º                            

       
                                    ω=130º                                                       ω=140º               ω=150                                                            ω=160º  

Figure 11. Contour map of stress, σyy, in coherent interface model 
with various wedge angles (Before subtracting the initial stress) 

              
           (a) Before subtraction                         (b) After subtraction 

Figure 12. Distribution of atomic stress σyy along the interface 
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4.4. Comparison of the MD results for stress singularity and angular function 
 

The order of stress singularity λ is obtained for various angle ω  using Eq. (5). The angle ω is varied 
from 90° to 180°. The value of λ is shown in Fig. 13. A complex value of λ  appears in the range 
174° < ω  ≤ 180°. In the case of ω  = 180°, λ  is 0.5±iε  (where ε is a constant that depends on the 
material combination: 0.0042(Cu-Au)). This case corresponds to a notch. 
Figure 14 shows both log plots of the data shown in Fig. 12. Figures 14(a) and 14(b) are stress 
distributions including and subtracting the initial stress, respectively. As shown in these figures, the 
stress distribution after subtracting the initial stress is straighter than that before subtracting the 
initial stress. Next, the results for ω = 170° are precisely investigated. Figure 13 shows that the 
imaginary part of λ  for ω = 170° does not exist and that three roots exist corresponding to λΙ = 
0.499, λII = 0.462, and λIII = 0.461. The angular functions are continuous at the interface, and fII and 
fIII are approximately 0 around θ = 0° and at the free surface (θ = ±170°). Hence, the stress 
distribution along the interface may be expressed by a power-law with an index of -0.499. The 
stress distributions shown in Figs. 8 and 10 are then compared with the stress distributions 

approximated using ! yy = Kyyr
"0.499 . Here, r is used in place of x. 

Both log plots for σyy in the incoherent model are shown in Fig. 15. Figure 15(a) represents the 
stress distribution before subtracting the initial stress due to surface stress. Figure 15(b) 
demonstrates the stress distribution after subtracting the initial stress. The blue line in these figures 
indicates the approximated stress distribution using Eq. (9). As shown in Fig. 15(b), the atomic 
stress σyy with the initial stress subtracted agrees fairly well with the approximated line in 0.6 nm < 
r < 2 nm. However, the atomic stress increases near the tip and is larger than the approximated line 
given by the power-law that is derived from the theory of anisotropic elasticity. This might be due 
to a variation in surface stress near the tip. Log plots of atomic stress σyy in the coherent model are 
shown in Fig. 16. Figure 16(a) shows the distribution of atomic stress σyy corresponding to Fig. 
15(a). The blue line indicates the plot of the same line shown in Fig. 15. The blue line does not 
agree with the atomic stress shown in Fig. 16(a). The stress distribution with the initial stress 
subtracted agrees fairly well with the blue line, as shown in Fig. 16(b). However, the atomic stress 
σyy becomes larger than the value estimated from the theory of anisotropic elasticity near the tip. 
Here, the order of stress singularity is determined as a function of distance along the interface using 
eqs.(2)-(5). The interface stress and interface elastic moduli are obtained as functions of the distance 
of the wedge tip along the interface. These relationships are used for solving eq.(5). The order of 
stress singularity is plotted against the distance as shown in Fig. 17. The plotted values are 
approximated using the power law function of the distance r as !1 r( ) = 0.496+ 0.00114 r !( )!4.45 . 
Here, !=1nm. Then, the distribution of atomic stress along the interface is presented in Fig. 18. It 
is found that the atomic stress can be expressed by the equation of 4.8r!"1 r( )  considering the 
interface stress and elasticity. 
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               (a) Before subtraction                            (b) After subtraction 

Figure 14. Both log plots of the atomic stress σyy along the interface 

 

 

                
(a) Before subtracting the initial stress          (b) After subtracting the initial stress 

Figure 15. Stress distribution along the interface in the incoherent model 

                
(a) Before subtracting the initial stress          (b) After subtracting the initial stress 

Figure 16. Distribution of stress, σyy, on the interface in the coherent interface model 

 
Figure 13. Order of stress singularity λ against the angle ω 
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5. Conclusions 
 
In the present paper, the stress distributions in incoherent and coherent wedge models were 
analyzed using MD, in which the GEAM potential was used. The stress distributions in both models 
were compared, and the usefulness of coherent model was demonstrated. The coherent model is 
applicable for analyzing the stress singular field by subtracting the initial stress from the stress 
distribution after loading. The stress distribution near the edge tip of the interface in MD can be 
expressed using the anisotropic theory of elasticity considering the interface properties. 
 

Acknowledgements 
The present research was supported in part by a Grant-in-Aid for Scientific Research (B) (No. 
2136051) from the Japan Society for the Promotion of Science. 

References 
[1] Horike K., Ikeda T., Matumoto R. and Noriyuki N., Stress Singularity Analysis at an Interfacial 
Corner between Dissimilar Crystals and Evaluation of Mixed Modes Fracture Criteria Using 
Molecular Statics, Journal of the Society of Materials Science, Vol. 59, No. 12, (2010), pp.908- 
915. 
[2] Koguchi H., Analysis for Stress Singular Fields near a Wedge Corner in 2D Joints Considering 
Interface Elasticity, ASME 2012 International Mechanical Engineering Congress & Exposition, 
2012. 
[3] Ting T. C. T., Anisotropic Elasticity: Theory and Applications, Oxford University Press, (1996), 
pp.134-263. 
[4] Wadley H.N.G., Zhou X., Johnson R.A. and Neurock M., Mechanisms, models and methods of 
vapor deposition, Progress in Materials Science, 46, Issue 3-4(2001), pp.329-377. 
[5] Zhou X. W, Wadley H. N. G. and Johnson R. A, Atomic Scale Structure of Sputtered Metal 
Multilayer, Acta Materialia, 49, (2001), pp.4005-4015. 

       
Figure 17. A variation of the order of stress       Figure 18. Distribution of stress σyy along 
the singularity                               interface 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-11- 
 

Appendix 
 
The embedding function is defined as 
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The two-body cross potential VCu-Au(r) between Au and Cu is constructed as 

 VCu!Au r( ) = 1
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where gA(r) and VA-A(r) are the functions of g(r) and V(r) for material A, respectively, gε, rε, ρε, α, β, 
A, B, κ, λ, Fni, Fi, η, and Fε are potential parameters(4),(5). 
 

Table 1 Values of potential functions 
 
 
 

 Au Cu  Au Cu 
re 2.88503	 2.556162	 Fn0 -2.937772	 -2.170269	 

ge 1.529021	 1.554485	 Fn1 -0.500288	 -0.263788	 

ρe 19.991632	 21.175871	 Fn2 1.601954	 1.088878	 

ρn 19.991509	 21.175395	 Fn3 -0.83553	 -0.817603	 

ι 9.516052	 8.12762	 F0 -2.98	 -2.19	 

χ 5.075228	 4.334731	 F1 0	 0	 

B 0.229762	 0.39662	 F2 1.706587	 0.56183	 

κ 0.356666	 0.548085	 F3 -1.134778	 -2.100595	 

λ 0.35657	 0.308782	 η 1.021095	 0.31049	 

λ n 0.748798	 0.756515	 Fe -2.978815	 -2.186568	 
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Abstract  The mechanical properties of silicene are investigated using ab initio calculation and molecular 
dynamics simulations with different empirical potentials. The simulation results show that the calculated 
Young’s modulus of bulk silicene with EDIP model is consistent with the ab initio calculations. The chirality 
has a significant effect on the critical strain and stress of bulk silicene under uniaxial tension. In addition, the 
Young’s modulus depends strongly on the chirality and size of the silicene nanoribbon. The fracture process 
of a silicene nanoribbon is also studied. 
Keywords  Silicene, Young’s modulus, Chirality and Size effects 
 
1. Introduction 
Graphene, which is a two-dimensional (2D) atomic layer of graphite, forms the basis of both 3D 
graphite and 1D carbon nanotubes. Since the discovery of graphene, graphene has attracted a 
worldwide attraction due to its extraordinary mechanical and electronic properties and potential 
applications [1-5]. The silicon analogue of graphene, the so called silicene, also attracts 
considerable scientific interest [6-8]. Recently, the possible growth of silicene nanoribbons on Ag 
(100), Ag (110), and Ag (111) substrates has been reported [9-11]. The electronic properties of 
silicene have also been investigated theoretically [12-14], some of which have been shown to be 
similar to those of graphene [12]. Thus, it can be expected that silicene can have the remarkable 
characters as graphene. Similar to graphene nanoribbons, the electronic properties of silicene 
nanoribbons are dependent of the structural size and chirality. Armchair silicene nanoribbons are 
semiconducting while the zigzag silicene nanoribbons are metallic when the width of the ribbons is 
broader [15]. However, compared with graphene, silicene have more potential applications in future 
nanoscale devices due to its compatibility with conventional Si-based electronic technology. 
Mechanical properties of nanoscale structures need to be understood in detail to enable design of 
high-performance and reliable micro/nanoelectromechanical systems (MEMS/NEMS) [16]. From a 
theoretical viewpoint, many correlative theoretical predictions have been performed in recent years 
and the attentions are mainly paid on the microstructural and electronic properties of the silicene 
[12-15]. The theoretical investigation of the mechanical properties of the silicene is also necessary 
and timely. However, the mechanical properties of silicene have not been reported so far. Therefore, 
in this work, ab initio calculations are performed to obtain robust predictions of the mechanical 
properties of the silicene, and then we investigate the chirality and size effects on the elastic 
properties of silicene nanoribbons using molecular dynamics (MD) simulations. 
2. Simulation details 
We employ ab initio calculations in order to obtain robust predictions of the mechanical properties 
of silicene using SIESTA code [17] and check different empirical potentials’ accuracy. By means of 
extensive optimization, a user-defined double zeta plus polarization (DZP) basis set is constructed 
for the silicene. The Perdew-Burke-Ernzerhof (PBE) formulation of the generalized gradient 
approximation (GGA) for the exchange and correlation functional is used in the calculation to 
account for the electron-electron interactions. The k-grid sampling of 16×16×1 for the silicene, 
together with a meshcutoff of 200 Ry for the system are used in the calculation. Small stress is 
applied along zigzag or armchair direction of silicene and then relax the geometry until the forces 
on each atom are less than 0.01 eV Å-1. 
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In order to study the chirality and size effects on the elastic properties of silicene nanoribbons, MD 
simulations are performed using LAMMPS [18]. Several inter-atomic potentials have been used in 
the MD simulations, including EDIP [19,20], Stillinger-Weber (SW) [21], Erhart-Albe [22], 
MEAM [23]. Isothermal-Isobaric (NPT) simulations are performed at a given temperature for 100 
ps with a time step of 0.1 fs to let the system reach its equilibrium configuration. The strain is then 
applied along the uniaxial direction to perform uniaxial tensile tests. The applied strain rate is 
0.005/ps. The pressure component vertical to the loading direction is controlled to maintain the 
uniaxial tensile condition. The strain increment is applied to the structure after every 10000 time 
steps with the step size of 0.1 fs. All the MD simulations are carried out at 300K and the 
temperature is controlled by employing the Nosé-Hoover thermostat [24]. The Velocity-Verlet 
algorithm is employed to integrate the equations of motion. 

 
Figure 1 A silicene nanoribbon, along with the definitions of zigzag and armchair directions, bond types, and 

bond angles. 
3. Results and discussion 
As shown in Figure 1, we investigate the mechanical properties of rectangular bulk silicene in both 
the zigzag direction and armchair direction. The silicene thickness is assumed to 0.42 nm which is 
twice size of van der waals radius of silicon [25]. In ab initio calculations, the Young’s modulus in 
both zigzag and armchair directions of bulk silicene with 60 atoms (1.94 nm × 2.01 nm) is 

calculated from
2

2
0

1 EY
V ε

∂
=

∂
 with a low strain (≤ 2%), where 

2

2

E
ε
∂
∂

 is the second derivative of the 

total energy with respect to the strain of the silicene and 0V  is the minimum total energy volume. 
The calculated results are 148.5 and 140.7 GPa along zigzag direction and armchair direction, 
respectively. In MD simulations, in order to investigate the effect of chirality on the mechanical 
properties of bulk silicene, we perform displacement-control uniaxial tensile tests in both zigzag 
and armchair directions of bulk silicene with 7168 atoms (around 21 nm × 21 nm) with periodic 
boundary conditions in the in-plane two directions. Figure 2 shows the strain-stress relations for 
uniaxial tensile tests in both zigzag and armchair directions from MD simulations. The Young’s 
modulus is evaluated using the expression, /Y σ ε= in the elastic region, where σ andε are the 
stress and strain, respectively. Table I displays the Young’s modulus of bulk silicene for different 
potentials, and a comparison with ab initio calculations is also shown. As we can see from Table I, 
the calculated Young’s modulus of bulk silicene using EDIP model is a little bigger than the ab 
initio calculations because the EDIP model is a short ranged potential, which will lead to an 
increased stiffness [26]. The results from Erhart-Albe are a little smaller than the ab initio 
calculations. However, the stress increases dramatically when the strain reaches certain value (see 
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Figure 2). This awkward phenomenon results form the cut-off function in the Erhart-Albe 
(Tersoff-like) potential [27]. The results from SW and MEAM potentials are much lower than the 
ab initio calculations. Therefore, we select the EDIP model for the following calculations.  

 
Figure 2 Strain-Stress relations of bulk silicene under tensile tests in the zigzag and armchair directions with 

different potential. 
Table 1 Young’s moduli for bulk silicene from ab initio calculations and different potential models. All 

values are in units of GPa. 
Direction of tension Ab initio results EDIP Erhart-ALbe SW MEAM 
Zigzag direction 148.5 166.7 120.7 73.3 57.2 
Armchair direction 140.7 170.8 121.2 67.0 56.1 

  
Figure 3 Evolutions of bond length (a) and bond angle (b) with a function of strain when uniaxial tension is 

applied on bulk silicene along zigzag and armchair directions. 
As the strain increases, the chirality dependence becomes obvious for all potentials. As for EDIP 
model, the critical strain is 15.5% and 19.5% in the armchair and zigzag direction, respectively. The 
calculated critical stress of bulk silicene is 15.5 and 18.1 GPa in the armchair and zigzag direction, 
respectively. The critical strain and stress are different for zigzag and armchair load tests. To give 
more insight into this phenomenon, the variation of the bond length and bong angle with the strain 
in the tensile direction for zigzag and armchair cases are shown in Figure 3. One can see that in the 
zigzag loading case, the main bond elongation is experienced by bond B. In the armchair loading 
case, the main bond elongation is experienced by bond A. When the strain is smaller, the elongation 
ratio of amchair A is larger than that of zigzag B (see Figure 3(a)). However, the elongation ratio of 
amchair A become smaller and is lower than that of zigzag B when the strain is larger than 0.1. 
Moreover, the magnitude of the bond angle variation in the amchair direction tension test is larger 
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than that in the zigzag direction tension test when the strain is larger than 0.1. Smaller angle α can 
release stress which results in slower stress increase, which will enlarge the critical strain. Hence, 
the larger critical strain in zigzag direction tension than that in armchair direction tension can be 
understood. 

 
Figure 4 Young’s modulus as a function of the silicene nanoribbon’s width for uniaxial tension along the 

armchair and zigzag directions. 
To study the size and chirality effects on the mechanical properties of silicene nanoribbons, 
deformation-control uniaxial tensile tests are performed. The width of square-shaped silicene 
nanoribbons in armchair and zigzag directions varies from 0.8 to 20.7 nm. An NVT ensemble is 
used with 10.0 nm vacuum space on each side of the nanoribbon. The Yong’s modulus is calculated 
for armchair and zigzag directions using the above expression, /Y σ ε= in the elastic region. In 
Figure 4 we plot the variation of Young’s modulus as a function of the size of the silicene 
nanoribbon. It can be seen that Young’s modulus along zigzag and armchair directions increases 
with the width of the nanoribbon. This variation is similar to the size-dependent Young’s modulus 
of graphene nanoribbon [28]. For example, the size effect on Young’s modulus is negligible when 
the width of the silicene nanoribbon is over 15.0 nm. Furthermore, significant chirality effects are 
found in the Figure 4. For the nanoribbons with the same size, Young’s modulus is larger along the 
zigzag direction than along the armchair direction when the width of nanoribbon is smaller than 
10.0 nm, which is consistent with the results for the graphene nanoribbon [28]. 

 
Figure 5 Snapshots of atomix configurations at various strains. 

As shown in Figure 2, as the strain increase to certain value, the bulk silicene starts to fracture, 
which is same for silicene nanoribbon under uniaxial tension. Figure 5 presents the fracture process 
of an armchair silicene nanoribbon with the width of 9.7 nm. The applied strain rate is 0.0005/ps. 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-5- 
 

For small strains, both sides of nanoribbon shrink to release the deformation energy, and no 
structural defects appear at this stage. For larger strains, bond breakage in the edge is observed and 
spreads toward the center as the strain increases. With the strain increasing further more, we find 
that sliding happens, and many atoms rearrange in the neck region. The deformation mechanism of 
a shearing action is similar to that of silicon nanowire [29]. After the formation of the neck, the 
plastic deformations have been carried mainly through the reconstruction and rearrangement of the 
neck reion. Beyond this region, the nanoribbon keeps ordered structure and have no significant 
change. Despite that the EDIP model gives a considerably accurate Young’s modulus of bulk 
silicene, a detailed analysis of the fracture behavior of silicene nanoribbons is still needed with 
different empirical potentials or ab initio calculations. 
4. Conclusions 
In this paper, the chirality and size effects on the mechanical properties of silicene nanoribbons are 
investigated based on atomistic simulation. Compared with the ab initio calculations, EDIP model 
of bulk silicene gives a more accurate Young’s modulus than other empirical potentials. As for bulk 
silicene, uniaxial tensile test along the zigzag direction has a larger critical strain and stress 
compared to the armchair direction. The Young’s modulus increases as the size of silicene 
nanoribbons increases. Significant slip activities are observed in MD simulations with EDIP model. 
Further theoretical and experimental studies are needed to study the mechanical properties of this 
new 2D silicon nanomaterial. 
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Abstract  Hydrogen embrittlement is well known phenomenon in which hydrogen lowers the strength of 
materials. Hydrogen atoms show unique characteristics such as high diffusivity and low concentration in 
metals, so the direct observations of hydrogen effects on mechanical properties are still difficult. 
Nevertheless, experimental studies have been revealed many valuable results; HEDE (Hydrogen Enhanced 
Decohesion), HELP (Hydrogen Enhanced Localized Plasticity), HESIV (Hydrogen Enhanced Strain Induced 
Vacancy) and others have been proposed as a fracture mechanism of hydrogen embrittlement so far. However, 
the overview of the hydrogen embrittlement under various conditions is still unclear. In this study, we focus 
on the edge dislocation motion in the presence of hydrogen atom as one of the elementary process of 
hydrogen embrittlement in alpha iron. Our previous studies showed that the dislocation velocity increace 
(softening) occurs at lower hydrogen concentration and lower applied stress conditions. In contrast, 
dislocation velocity decrease (hardening) occurs at higher hydrogen concentration or higher applied stress 
conditions. Therefore, we performed the dislocation dynamics calculation around a crack tip based on the 
results obtained by our atomistic calculations. The results indicate that the hydrogen embrittlement 
mechanisms possibly change depending on boundary conditions (hydrogen concentration and applied stress 
intensity factor rate). 
 
Keywords  Hydrogen embrittlement, Dislocation dynamics, Atomistic simulation, Alpha iron 
 
1. Introduction 
 
Hydrogen embrittlement is well known phenomenon in which hydrogen lowers the strength of 
materials. Hydrogen atoms show unique characteristics such as high diffusivity and low 
concentration in metals, so the direct observations of hydrogen effects on mechanical properties are 
still difficult. Nevertheless, experimental studies have been revealed many valuable results; e.g. 
macroscopic hydrogen embrittlement fracture process, stress-strain relation and so on. HEDE 
(Hydrogen Enhanced Decohesion [1]), HELP (Hydrogen Enhanced Localized Plasticity [2]), 
HESIV (Hydrogen Enhanced Strain Induced Vacancy [3]) and others have been proposed as a 
fracture mechanism of hydrogen embrittlement so far. However, the overview of the hydrogen 
embrittlement under various conditions is still unclear. Here, we believe the evaluation of the 
elementary process can lead the understanding of whole image of hydrogen embrittlement, and we 
also believe the atomistic simulations can contribute the understanding of the hydrogen 
embrittlement, since the atomistic simulations show information in high resolution, and can easily 
exchange the boundary conditions (i.e. stress, temperature, hydrogen concentration). In this study, 
we focus on the edge dislocation motion in the presence of hydrogen atom as one of the elementary 
process of hydrogen embrittlement in alpha iron. Our previous studies [4-5] showed that the 
dislocation velocity increase (softening) occurs at lower hydrogen concentration and lower applied 
stress conditions. In contrast, dislocation velocity decrease (hardening) occurs at higher hydrogen 
concentration or higher applied stress conditions. These contradictive behaviors attribute the applied 
stress dependent competition between dislocation motion and hydrogen diffusion [4-5]. These 
atomistic studies, however, evaluated the individual dislocation motion due to the limitation of 
calculation cost. Therefore, in this study, we perform the dislocation dynamics calculations around a 
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crack tip based on the results obtained by our atomistic calculations for alpha iron, to evaluate the 
many-body effects of dislocations around a stress singularity field of a crack tip.  
 
2. Methods of Dislocation Dynamics Analysis 
 
In this study, we employ the analysis model as shown in Figure 1. In this model, one-dimensional 
edge dislocations are emitted from a mode II crack tip. The crack length is set as 2a and the 
dislocation source S is located at some finite distance of xS from a crack tip. In this model, xS is 
taken as 10−9 m, which corresponds to the order of the dislocation core, thus this dislocation source 
is regarded to be located at the crack tip from the viewpoint of continuum mechanics.   
 

  
Figure 1. The model of dislocation emission and motion 

under the local stress field around crack tip 
 
In this study, dislocation dynamics method which has been performed by A. T. Yokobori, Jr. et al. is 
adopted. Since the detailed analysis methods were reported in the previous papers [6-7], here we 
show the outline of the analysis method. As the stress distribution near a crack tip τa(x, t), the stress 
singularity near a crack tip was taken into account under a constant rate of stress application as 
follows:  

( )
x
attxa ττ &=,

, 
(1)

where τ& is the increasing rate of stress application, t is time and x is the distance from the crack 
tip. The relationship between effective stress exerted on each dislocations moving along x direction 
and dislocation velocity are written for each individual dislocation in a coplanar array by the 
following equation: 
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where, Q(ΔEdis) is the frequency of dislocation motion with 1b, ΔEdis is the free energy barrier for 
dislocation motion and is a function of effective stress τeff,i and temperature T. b is the length of 
Burger’s vector. The frequency of dislocation motion is determined by atomistic simulation as 
described later. Here, the effective stress exerted on the i th dislocation is written as follows: 
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where, A* = μb /2π 1− ν( ), μ is the shear modulus, ν is the Poisson’s ratio, xi is the distance of the i 
th dislocation from the crack tip. The first term is the macroscopic stress field around a crack tip by 
applied stress, the second and third terms are the image force of dislocations by the free boundary of 
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crack surface, and the fourth term is the interaction between other dislocations in the same 
dislocation array. Therefore the effective stress exerted on a dislocation source is written as follows: 
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In this analysis, when the effective stress on dislocation source equals to the activation stress τs, 
then a new dislocation is introduced at the source. 
 
3. Material Properties Obtained by Atomistic Simulations 
 
3.1. Equilibrium Hydrogen Concentration 
 
In order to evaluate the material properties (critical stress intensity factor for dislocation emission 
from mode II crack tip, dislocation velocity) in the presence of hydrogen, the realistic hydrogen 
concentration should be adopted. According to Sievert’s law, the equilibrium concentration of 
hydrogen is proportional to p1/2 and exp(−ΔH/kB T), where p is the hydrogen gas pressure, ΔH is the 
heat of the solution, kB is the Boltzman’s constant and T is the temperature. Hirth [8] has reported 
the hydrogen concentration (atom fraction of hydrogen) for alpha iron under the gaseous hydrogen 
condition based on Sievert’s law. The hydrogen atom stably exists at the tetrahedral site (T-site) 
within the non-deformed bcc structured alpha iron [9]. Therefore, the hydrogen occupancy at the 
T-site under thermal equilibrium conditions is given by equation (5) as a function of hydrogen gas 
pressure p (Pa) and temperature T (K). 

θT−site = 0.9686 ×10−6 p exp −
3440

T
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A close relation was also obtained by our evaluation using first-principles calculations [10]. Using 
the hydrogen occupancy at T-site, θT-site, the hydrogen occupancy at a specific trap site θi with 
hydrogen-trap energy ETrap

i under thermal equilibrium condition is given by the following equation: 
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where, the hydrogen-trap energy corresponds to the energy difference between the system with a 
hydrogen atom trapped at the specific trap site and the system with a hydrogen atom at a T-site 
within the non-deformed perfect lattice; this definition is the same as in our previous study [11]. To 
estimate the number of hydrogen atoms exist around the crack/dislocation at a thermal equilibrium 
conditions, these hydrogen occupancies are employed as same as our previous study[4,12].Using 
the equations (5) and (6), the hydrogen concentration around a {112}<111> edge dislocation 
(number of hydrogen atoms per unit length of dislocation line); CH = 0.49 /nm under thermal 
equilibrium conditions can be realized at 300 K and 0.01 MPa hydrogen gaseous conditions. And 
CH = 1.24 /nm can be realized at 300 K and 0.32MPa hydrogen gas.  
 
3.2. Dislocation velocity 
 
Dislocation motion is considered as stress-dependent thermal activation process. Our previous 
studies [4-5] showed that {112}<111> edge dislocation velocity as a function of applied shear stress 
via the estimation of energy barrier for dislocation motion. The dislocation velocity especially for 
the case of hydrogen free condition is written as following equation: 
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where, ΔEw/oH is the energy barrier for dislocation motion without hydrogen as a function of shear 
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stress, l* is the length of edge dislocation line at the energy saddle point of the dislocation motion 
which are required to surmount for dislocation motion. kB is the Boltzman’s constant, T is the 
absolute temperature, νd is the attempt frequency of dislocation motion. On the other hand, in the 
presence of hydrogen, energy barrier landscape becomes complex depending on the correlation 
between the positions of dislocation and hydrogen atoms. According to the case analyses of the 
competition between dislocation motion and hydrogen atom diffusion, dislocation velocity vary 
from softening to hardening depends on applied shear stress [4] under the lower hydrogen 
concentration (CH = 0.49 /nm). These results indicated that the softening attribute the decrease of 
energy barrier from 0b to 1b from the position of hydrogen atom, and hardening attribute the 
increase of energy barrier from 1b to 2b[4]. Moreover, the softening does not occur under high 
hydrogen concentration (CH = 1.24 /nm) due to the increment of energy barrier from 0b to 2b[5]. 
These results of dislocation velocity obtained by atomistic simulations are employed as material 
properties for dislocation dynamics analyses. Here, the energy barrier is approximated as following 
function[13]: 

ΔE = A ⋅ 1− τ /τ ath( )n
, (8)

where, τath is the athermal stress for dislocation motion, A and n are the fitting parameters. The 
parameters used in this study are shown in Table 1. Here, the dislocation velocity at higher 
hydrogen concentration condition (CH = 1.24 /nm) is approximated as shown in Table 1. The energy 
barrier obtained in these results, however, neglected the contribution of the enthalpy effects. The 
effect of enthalpy is approximately considered as following equation[14], therefore the activation 
free energy for dislocation motion is written as: 

ΔE act−free = A 1− T /Tm( ) 1− τ /τ ath( )n
, (9)

where, Tm is the surface disordering temperature, and half of the melting temperature (Tm = 904 K) is 
adopted. In this study, the activation free energy as shown in equation (9) is employed as an energy 
barrier of dislocation motion, the obtained relationship between dislocation velocity and applied 
shear stress at 300 K are shown in Figure 2. At the low hydrogen concentration, dislocation velocity 
increase (compared with that in the absence of hydrogen) occurs when the applied stress is lower 
than 29 MPa, and decrease occur when the stress takes higher than 29 MPa. Moreover, applied 
stress takes over 81 MPa, dislocation velocity does not show the effect of hydrogen. 
 

Table 1. Fitting parameters of the energy barrier for dislocation motion 

n τ ath A

CH=0.49 /nm
(τ≦28MPa)
CH=0.49 /nm
(τ≧81MPa)

CH=1.24 /nm

Hygrogen free

1.48 660

1.48 660

1.41 680

0.0821

0.0795

0.0821

0.07956801.41
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Figure 2. Relationship between dislocation velocity and shear stress at 300 K; (a) low hydrogen 

concentration condition(CH = 0.49 /nm), (b) high hydrogen concentration condition(CH = 1.24 /nm) 
 
3.3. Dislocation Emission from Crack Tip  
 
The activation stress of dislocation source to emit a new dislocation is determined as follows:  

s

IIC
s x

K
π

τ =
, 

(10)

where, KIIC is the critical stress intensity factor for edge dislocation emission from a mode II crack 
tip. The atomistic analyses showed that increasing the hydrogen concentration, the KIIC value 
decrease in alpha iron[12]. We employ these relationships and the critical stress intensity factors 
used in this study are shown in Table 2. It clearly shows that the dislocation emission is enhanced in 
the presence of hydrogen. 
 

Table 2. Critical stress intensity factor for dislocation emission 
 

 Hydrogen free CH = 0.49 [/nm] CH = 1.24 [/nm] 

KIIC [MPam1/2] 0.443 0.440 0.430 

 
4. Analysis Results of Dislocation Dynamics 
 
4.1. Low Hydrogen Concentration (CH = 0.49 /nm) 
 
The correlation between applied stress intensity factor rate ( aK πτ&&=  MPam1/2/s) and the distance 
of leading dislocation (first emitted dislocation) from a crack tip (i.e. the size of the plastic zone) at 
the specific stress intensity factor (K = 0.589 MPam1/2) is shown in Figure 3 (a). It reveals that the 
size of the plastic zone becomes large in the presence of hydrogen, which is considered to attributes 
the increase of dislocation velocity (τ < 29 MPa in Figure 2), and the enhancement of dislocation 
emission (in Table 2). On the other hand, at the high applied stress intensity factor rate conditions, 
the size of plastic zone becomes small compared with that in the presence of hydrogen. It is 
considered to attributes the increase of effective stress exerted on each dislocation near the crack tip 
(τ > 29 MPa in Figure 2). Figure 3 (b) shows the number of emitted dislocations. This figure shows 

(a) (b) 
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the increase of the number of emitted dislocations at lower applied stress intensity factor rate, 
however, it also decrease at high stress intensity factor rate conditions. The distributions of 
dislocations at several applied stress intensity factor rate (A) K&=0.56 MPam1/2/s, (B) K&=56 
MPam1/2/s are shown in Figure4. In this figure, we considered that dislocation motion is softened 
when the exerted effective stress at each dislocation takes below 29 MPa. And the hardening is also 
considered to occur when the effective stress takes between 29 to 81 MPa. At this hydrogen 
concentration, both the size of plastic deformation zone and the number of emitted dislocations 
increase due to the softening effect at lower applied stress intensity factor rate conditions. However 
the hardening becomes dominant at higher applied stress intensity factor rate. This result indicate 
that the local hardening near the crack tip can occur even the macroscopic softening conditions, and 
thus the plastic deformation is supposed to be complex in these conditions. 
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Figure 3. Correlation between the applied stress intensity factor rate and;  

(a): distance of first emitted dislocation, (b): the number of emitted dislocations 
 

 

 
 

Figure 4. Dislocation distribution around a crack tip at the stress intensity factor rate of  
(A): 0.56 MPam1/2/s, (B): 56 MPam1/2/s 
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4.2. High Hydrogen Concentration (CH = 1.24 /nm) 
 
The correlation between applied stress intensity factor rate and the distance of leading dislocation  
from a crack tip (i.e. the size of the plastic zone) at the specific stress intensity factor (K = 0.589 
MPam1/2) at high hydrogen concentration is shown in Figure 5(a). The size of plastic zone at this 
hydrogen concentration becomes typically small. The correlation between applied stress intensity 
factor rate and the number of emitted dislocation is shown in Figure 5(b). Although, the dislocation 
emission is enhanced at this hydrogen concentration, the number of emitted dislocations typically 
decreases. The dislocation distributions are also shown in Figure 6. These results indicate that only 
hardening can occur at this high hydrogen concentration conditions. 
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Figure 5. Correlation between the applied stress intensity factor rate and;  
(a): distance of first emitted dislocation, (b): the number of emitted dislocations 

 

 

 
 

Figure 6. Dislocation distribution around a crack tip at the stress intensity factor rate of  
(A): 0.56 MPam1/2/s, (B): 56 MPam1/2/s 

 
4.3. Hydrogen Effects on Fracture Mechanisms 
 
Dislocation slip behavior around a crack tip is enhanced at low hydrogen concentration and low 
stress intensity factor rate conditions, which result in softening. At the high hydrogen concentration 

(a) (b) 

(A) 
(B) (A) 

(B) 

(A) 

(B) 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-8- 
 

conditions, on the other hand, only hardening occur independent of applied stress intensity factor 
rate conditions. Based on these analyses results mentioned above, softening around a crack tip occur 
at the low hydrogen concentration and the low applied stress intensity factor rate conditions. 
Therefore, the amount of plastic deformation around a crack tip is supposed to increase and yield in 
the fracture mechanism of HELP and/or HESIV so far. However, at the high hydrogen 
concentration or the high applied stress rate conditions, hardening around a crack tip lead the brittle 
type fracture, HEDE so far. The schematic illustration of these relationships of hydrogen 
embrittlement mechanisms depending on environmental and mechanical conditions are shown in 
Figure 7. 
 

 
Figure 7. Hydrogen embrittlement fracture mechanisms for different hydrogen concentration and applied 

stress intensity factor rate conditions  
 
5. Conclusion 
 
In this study, we performed the dislocation dynamics calculation around a crack tip based on the 
results obtained by atomistic calculations. The results indicate that the hydrogen embrittlement 
mechanisms possibly change depending on boundary conditions (hydrogen concentration and 
applied stress intensity rate). 
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Abstract  In order to parameterize and obtain a traction-separation (T-S) law, molecular dynamics (MD) 
simulations via Large-Scale Atomic/Molecular Massively Parallel Simulator (LAMMPS) are used at atomic 
scale for the deformation and fracture for models with dimension of 200Å×204Å×8.82Å with crack for alpha 
titanium (α-Ti) with HCP crystal structure under tensile loadings at different loading directions. Visualization 
of the atomistic configurations during deformation is realized by use of ATOMEYE. It can be concluded that 
crack extension are correlate with the α-Ti crystal structure and crystal orientation intrinsically. We also 
found that HCP→BCC phase transition and twin deformation occur in the vicinity of the crack tip for HCP 
α-Ti under different loading directions via the common neighbor analysis (CNA). The complex mechanisms 
of deformation, i.e., phase transition, twin deformation, and failure, i.e., crack blunting and extension, were 
contained in the traction-separation (T-S) law. Then, the generated parameterized traction-separation law is 
implemented in the finite element model with the behavior of the CZM governed by traction-separation (T-S) 
law. Finally, the ABAQUS finite element commercial software is employed to simulate the crack propagation 
behavior for α-Ti CT specimen. 
 
Keywords  Alpha Titanium, Molecular dynamics, Cohesive zone model, Crack propagation, Finite element 
 
1. Introduction 
 
Titanium has two kinds of superior properties: high specific strength and corrosion resistant. 
Titanium has long had appeal to metal designers and material scientists[1]. Commercially, pure 
titanium is, of course, alpha titanium (α-Ti). Its elemental crystal structure is closed-packed 
hexagonal, as illustrated in Fig.1[2]. Alpha titanium is anisotropic material. The mechanical 
properties in its different crystal orientations have significant difference. In this paper, the 
micro-deformed mechanisms of α-Ti on different conditions of loading are obtained by means of 
open source MD code LAMMPS[3] developed by Sandia. Visualization of the atomistic 
configurations during deformation is realized via ATOMEYE software[4]. 
Xu and Needleman[5,6] first related the cohesive zone model (CZM) with finite element analysis, 
and they successfully applied it to simulate crack propagation problems. Cohesive elements that 
possess zero volume in an undeformed state are inserted between bulk elements. They are 
particularly appropriate when the crack propagation path can be determined. Cohesive zone law 
defines the relation between traction and crack opening displacement. Because it is difficult to 
direct experimentally quantify the relation, construction of such a law has been a challenging task in 
the past decade[7,8]. The traction-separation (T-S) relationship in a CZM is generally parameterized 
through empirical data.  
Our approach to studying crack propagation has included the use of MD simulation for obtaining 
the functional form of parameterized T-S relations in cohesive elements[9,10]. This paper simulated a 
compact tension fracture mechanics specimen through cohesive elements whose T-S relation was 
derived from MD simulations. These results enable us to make several recommendations to improve 
the methodology to obtain cohesive laws and better comprehend the crack propagation behavior of 
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α-Ti. 

y[2110]

z[0001]

x[0110]

o
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Figure 1. The elemental crystal structure of α-Ti 

 
2 EAM/alloy potential function 
 
Zhou[11]have developed a procedure to generalize the conventional EAM potentials and their
cut-off distance. These potentials are well fitted to basic material properties such as lattice 
constants, elastic constants, modulus of bulk. 
In the generalized EAM (EAM/alloy) potential, the total energy E of the crystal can be expressed 
as: 

 ( ) ( )
, ,

1
2 ij ij i i

i j i j i
E r Fφ ρ

≠

= +∑ ∑  (1) 

Where φij represents the pair energy between atoms i and j separated by rij, and Fi stands for the 
embedding energy to embed an atom i into a local site with electron density ρi. ρi can be calculated 
using: 
 ( )

,
i j ij

j j i
f rρ

≠

= ∑  (2) 

With fj(rij) the electron density at the site of atom i arising from atom j at a distance rij away. Alloy 
EAM potentials can be constructed from elemental EAM potentials if the potentials are normalized 
and unified cutoff functions are used. To fit such an EAM potential set, the generalized pair 
potentials were chosen to have the form: 

 ( ) 20

exp 1 exp 1

1 1

e e

e e

r rA B
r r

r
r r
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α β
φ

κ µ

      
− − − −     

      = −
   + − + −      
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Where re is the equilibrium spacing between nearest neighbors, A, B, α, β are four adjustable 
parameters, andκ , µ are two additional parameters for the cut off[12]. 
The electron density function is taken with the same form as the attractive term in the pair potential 
with the same values of β, and µ, i.e., 

 ( ) 20
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1

e
e

e
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− −  
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 (4) 
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Table1. EAM potential parameters of titanium 

Re(Å) fe ρe α β A B µ κ 
2.933872 1.863200 25.56513 8.775431 4.680230 0.373601 0.570968 1.0 0.5 

 
The potential function usually is empirical, and it is also controversial in MD simulation. The 
melting point of α-Ti was obtained by LAMMPS in order to verify the EAM/alloy potential. The 
atomic structure of α-Ti is shown in Fig.1. The initial configuration of the simulated system was 
composed of 8×8×5 HCP-Ti cellular, a total of 1280 atoms, the time step was 0.01ps, using 
three-dimensional periodic boundary conditions, let the system in the 2.5K relaxation 500000 steps, 
and then use the Nose-Hover method to keep the pressure around zero, and then elevated system 
temperature from T=2.5K to 2500K. During the simulation, the thermodynamic results were output 
every 1000 steps, as shown in Fig.2 and Fig.3 respectively. The average atomic volume almost 
linear increases with the temperature and simulation time in the heating process. But it suddenly 
jumps when the temperature reaches a certain value. This phenomenon indicated that the system 
had undergone some kind of phase transition. The melting point of α- Ti is about 1951K, and 
simulation value is 1943K near a phase transition. The error between them is about 0.41%. Such 
deviation derived from the melting point between the MD simulation and the actual sample were 
relatively consistent, which was related with using three-dimensional periodic boundary conditions 
in simulation system, the limited number of particles and the accuracy of interaction potential. 
The EAM/alloy potential function parameters, which were evaluated by melting point test were 
shown in Table1. 

  
Figure 2. The mean volume of single atom 
changing with temperature during heating 

process. 

Figure 3. The mean volume of single atom 
changing with modeling time during heating 

process. 
 

3 Specimen setup 
 
Due to anisotropic characteristic of α-Ti, it is very meaningful for comprehending failure 
mechanism of material on different conditions of loading. 
The MD models with different loading directions used for conducting fracture studies were shown 
in Fig.4 and 5. The MD model in Fig.4 showed that the loading direction was[0110] , while it was 
[0001] in Fig.5. The dimensions in the x-y plane are 200Å×204Å with thickness in the z-direction 
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equaling 9.64Å. The length of crack is 70Å in the two models. Non-periodic and shrink-wrapped 
boundary conditions were used in the x and y directions, while it was periodic boundary in the 
z-direction. Before loading, the whole system was made relax freely till the valley of energy status. 
During MD simulations of tensile crack propagation, the boundaries were stretched by moving 
different distance increment on different regions of boundaries in the Y-direction at each time step. 
Molecular dynamics simulation time step was given with t=0.005ps. 

 

20
4 

Å

200 Å

70 Å

 
20

4 
Å

200 Å

70 Å

 
Figure 4. MD model with loading direction 

[0110]  

Figure 5. MD model with loading direction 
[0001]  

 
For the loading condition shown in Fig.4, the phenomenon observed in model by means of CNA 
was shown in Fig.6. Step=0 indicated that the relaxation was finished. The energy of the system 
reached minimal. With the increment of loading, crack constantly opened. When the loading 
increased to Step=3600，it was obvious that crack tip successively emitted dislocations along crystal 
orientation [2110] and[2110] respectively[13]. The phenomenon continued in the whole process of 
loading. With the emission of dislocation, crack tip moved forward slowly and the crack blunting 
phenomenon is obvious at crack tip. When Step=8400, we also found that HCP→BCC phase 
transformation in the vicinity of the crack tip for α-Ti via CNA. The values of CNA corresponding 
to different atomic structure were displayed in Fig.6. 

BCC Structure（CNA=3）

Disordered Structure（CNA=5）

HCP Structure （CNA=2）

Phase Transition

Step=0 Step=3600 Step=8400

[2110]

[2110]

 
Figure 6. Deformed mechanisms of α-Ti on the condition of loading direction[0110]  

 
When Step=2200, there was region where atoms arranged disorderedly near the crack tip. With the 
increment of loading, the deformed region expanded in the vicinity of the crack tip. When 
Step=3000, it was obvious that some red atoms (CNA=5) surrounded a lump of blue atoms 
(CNA=2) in Fig.7. The structure of atoms is identical in the inside and outside of the region that the 
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red atoms surrounded, but their orientations were different. The orientations of lattice deflected to 
form twin deformation. The area of twin band increased following the crack propagation. From the 
crack propagation deformation in Fig.6 and Fig.7, it was shown that twin crystal easily occurred for 
α-Ti under loading direction[0001] , while phase transition and dislocation easily happened under 
loading direction[0110] . Dislocation and twin are two kinds of principal mechanisms for α-Ti. 

Twin Band

HCP Structure （CNA=2）

HCP Structure （CNA=2）

Disordered Structure（CNA=5）

Step=2200 Step=2600 Step=3000

 
Figure 7. Deformed mechanisms of α-Ti on the condition of loading direction[0001]  

 
4 Traction-separation response 
 
To quantify the cohesive zone law, stresses and displacements at local positions are analyzed in 
detail. MD simulation is conducted for loading direction [0110]  at temperature of 300K to 
develop traction-separation relationships for the CZM.  
Tensile (σyy) traction is calculated as the average atomic stress at a distance of ±20 Å adjacent to 
the crack. The region is called T-S region, as illustrated in Fig.8. As this stress is calculated locally 
near the crack surface it therefore relates to the traction in the traction-separation law[8,9,13,14]. The 
crack opening displacement (separation) was also calculated from the average displacement of the 
atoms in T-S region. The opening displacements in normal direction therefore are defined and 
measured as the average atom displacement in Up Region with respect to Down Region. The 
average traction and opening displacement associated with region were calculated using all the 
atoms in T-S region. This effectively reduces the scatter of the data. 

T-S Region

Up Region

Down Region

x

y

z

20Å
20Å

 
Figure 8. T-S region selected and loading form 

 
The simulation process applying NVE system tracking and in every time step, maintain the 
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temperature of 300K, constantly through re-calibration of the speed of atoms. Ladder-shaped 
loading is applied on the boundary, as shown in Fig.8. 
From Fig.9, the traction initially increases as the crack opening distance was increased until they 
reached a peak value, then decreased as the crack opening was further increased. To represent the 
CZM, a model that includes an exponential term is suggested to approximate the traction-separation 
response for tensile mode failure. The complex mechanisms of deformation, i.e., phase transition, 
dislocation, and crack blunting, were contained in the traction-separation (T-S) law. A in the T-S 
curve indicated damage occurred, which was shown by the typically non-linear decreasing of the 
curve. It corresponded to remarkable dislocations emission in the crack tip. B in the curve 
corresponds with the moment at which phase transition occurs in the MD model. The curve shows a 
wide scatter band in the region beyond the elastic deformations, since the data contain traction and 
separation in all stages of atoms along the crack path. During initial crack growth the scatter band in 
the cohesive law is very large. This behavior implies that the initial crack starts to grow at different 
maximum tractions and is not in a steady-state. With crack propagation, the scatter band becomes 
narrow, which indicates that crack growth becomes steady[15]. 
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Figure 9. Traction-Separation relationship for α-Ti under tensile loading 

  
A relationship between the traction and the crack opening displacement must be obtained when we 
use cohesive element. In the CZM, the fracture process zone is simplified as being an initially 
zero-thickness zone, composed of two coinciding surfaces. Under loading, the two surfaces separate 
and the traction between them varies in accordance with a specified T-S law. In our study a 
parameterized exponential T-S law is proposed based on the MD simulations. The 
traction-separation law (F(λ)) is then implemented through Eq.(5). The non-dimensional parameter 
(λ) in Eq. (5) relates the normal (un) separation to the maximum allowable normal (δn) separation of 
the cohesive element[14]. In Eq.(5) the maximum cohesive strength (σmax) is simulated at room 
temperature. The constants in Eq.(5) are obtained in table 2. According to Eq.(5) and table 2, the 
fitting curve of traction-separation relationship has been illustrated in Fig.10. 
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Table 2 The constants in Eq.(12) 
Simulated temperature (K) σmax(GPa) A B C 

300 8.61 3.75 2.73 0.37 
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Figure 10. T-λ relationship 

 
5. Simulation of the T-S fracture test 
 
In order to model stable crack growth under static loading and analyze cohesive behavior derived 
from MD towards greater length scales, we perform a simulation of crack growth for a CT 
specimen subject to displacement loading via prescribed motion of loading pins. Fracture of a CT 
specimen can verify whether the cohesive law derived from MD simulations displays behavior 
consistent with linear elastic fracture mechanics. The geometry and mesh of our CT specimen is 
shown in Fig.11. The specimen is 384 nm wide by H = 369 nm tall, with an effective width (the 
distance between the pin holes and the uncracked edge) of W = 307 nm, an initial crack length of a 
= 155 nm (a/W ≈ 0.5), and pin holes of radius 38.4 nm. Cohesive elements are placed along the 
predefined crack path, and are 1Å wide. The displacement loadings are applied on reference points, 
i.e. PR-1 and PR-2. The parameterized T-S law given was implemented in ABAQUS to simulate 
the behavior of the CZM. 
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PR-1

PR-2

 
Figure 11. FEA mesh of CT specimen. The specimen’s height H =369nm, its effective width 

W=307nm, and its initial crack length a =155nm 
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(d) 

Figure 12. Static crack growth in the CT geometry, plots are colored according to element values of σyy in 
units of GPa as shown in the legend 
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Figure 13. Reaction force versus loading-pin displacement for CT specimen 
 

The crack opening behavior due to displacement of the top and bottom pins is observed in Fig.12. 
Before crack propagation begins to occur, the cohesive zone begins to form, as shown in Fig.12(a) 
and (b). Once a critical displacement is reached, crack propagation is seen in Fig.12(c) and (d). 
It shows the expected linear relationship between loading-pin displacement and reaction force in 
Fig.13. More complex fracture mechanics problems can be analyzed through combining the 
cohesive law derived from MD simulations and finite element method. 

 
6. Conclusion 
 
(1) Molecular dynamics simulations under a special configuration have been performed to study the 
mechanism of α-Ti under tensile loading condition, and the EAM/alloy potential used in LAMMPS 
is certified by melting point verification. 
(2) Crack tip successively emitted dislocations along crystal orientation 
[2110] and[2110] respectively for loading direction[0110] . The phenomenon continued in the 
whole process of loading. With the emission of dislocation, crack tip moved forward slowly and the 
crack blunting phenomenon is obvious at crack tip. In the process, we also find that HCP→BCC 
phase transformation near the crack tip for α-Ti via CNA. It is obvious that twin occurred for α-Ti 
under loading direction[0001] . Dislocation and twin are two kinds of principal mechanisms for α-Ti. 
The deformation mechanisms of α-Ti are included in the T-S curve derived from MD simulations.  
(3) The traction-separation relation of α-Ti with crack is characterized via MD simulations. The 
parameterized cohesive traction-separation relation under tensile loading condition at room 
temperature to simulate the crack propagation behavior of CT specimen composed of α-Ti in a FEA. 
The curve obtained through our simulation is agreement with predictions from linear elastic fracture 
mechanics, showing the expected linear relationship between loading-pin displacement and reaction 
force. It shows our methodology is feasible. Our study may provide several novel ideas for 
simulating complex fracture problems based cohesive laws used in FEA. 
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Abstract  Once the cohesive zone model (CZM) is used to describe material behavior near crack front zone, 
it was convenient to simulate crack propagation by using finite element. Actually, the cohesive zone model is 
depicted by means of the traction-separation relation. But, It is very difficult to determinate such a relation, i. 
e, the traction-separation relation, through experiment, respectively. The traction-separation laws of most 
previous work are often assumed rather than predicted. First of all, in order to parameterize and obtain a 
traction-separation (T-S) law, Molecular dynamics (MD) simulations via Large-Scale Atomic/Molecular 
Massively Parallel Simulator (LAMMPS) are carried out at atomic scale for the deformation and fracture of 
Fe3C-α-Fe interface in tensile loadings at different temperatures in our study. Then, the generated 
parameterized traction-separation law is implemented in the finite element model with the behavior of the 
CZM described by traction-separation (T-S) law. Finally, the ABAQUS finite element commercial software 
is employed to simulate the crack propagation behavior for X70 pipeline steel CT specimen. 
 
Keywords  Crack propagation, Cohesive zone model, Molecular dynamics, Parameterized 
traction-separation law 
 
1. Introduction 
 
After more than ten years of construction and development, the length of high pressure gas pipeline 
made of X70 steel has over 8,000 kilometers in China. As a structure material, X70 pipeline has high 
excellent strength and toughness. The research of mechanical properties, deformation and fracture 
mechanism of X70 steel become more and more important. Metallographic analysis show that X70 
steel mainly consists of ferrite and a small amount of pearlite[1]. Physics-based modeling of fracture 
begins at nanometer length scales in which atomic simulation is used to predict the formation, 
propagation and interaction of fundamental damage mechanisms[2,3]. In recent years, in this research 
field, great attentions have been paid to use the cohesive zone model (CZM) to set up the leaking 
between atomic-scale and macro-scale near crack front zone. The theory of cohesive zone model 
may be traced back to the early works by Dugdale[4] and Barrenblatt[5], in which both concepts of 
atomistic de-cohesion and the defect process zone are established. Xu and Needleman[6,7] first 
related the cohesive zone model (CZM) with finite element analysis, and they developed the 
cohesive finite element method and successfully applied it to simulate crack propagation problems. 
Cohesive elements that possess zero volume in an undeformed state are inserted between bulk 
elements. They are particularly appropriate when the crack propagation path can be well-reasoned. 
Cohesive zone law defines the relation between traction and crack opening displacement. Because it 
is difficult to direct experimentally quantify the relation, construction of such a law has been a 
challenging task in the past decade[8,9]. The traction-separation (T-S) relationship in a CZM is 
generally parameterized through empirical data, such as by using the macroscopic fracture 
toughness of the material or by conducting nanocrystalline experiments to obtain the stress-strain 
data[10]. The problem with inputting macroscopic/empirical values of fracture toughness is that these 
are aggregate responses of hundreds of thousands of grains applied to the location where fracture 
occurs[11]. 
This paper simulated a compact tension fracture mechanics specimen through cohesive elements 
whose T-S relation between Fe3C and α-Fe was derived from MD simulations. These results enable 
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us to make several recommendations to improve the methodology used to derive cohesive laws 
from MD simulations. Furthermore the numerical analysis presented here helps to better understand 
the crack propagation behavior of X70 pipeline steel. 
 
2. MD model and simulation procedure 
 
2.1. EAM/FS potential function 
 
Molecular dynamics method, which considers the atomic movement is governed by Newton 
equations under the experience potential field which was determined by all other atoms in 
multi-body system, can be used to calculate system dynamic problems consisting of a large number 
of atoms. The interaction between the atoms can be reflected through potential function. Proper 
selection of the potential function types as well as the potential function parameters plays the key 
roles in the simulation results. 
As a representative of the multi-body potential, the basic idea of Embedded Atom Method (EAM) is 
to divide the total potential energy into pair potential among the interaction of atomic crystal and 
the embedded potential of nucleus, which are embedded in the electron cloud and representing the 
interaction of multi-body. 
In 1984, based on EAM potential, Finnis and Sinclair[12] developed a kind of multi-body potential 
with embedded energy function, hereinafter referred to as the FS-EAM potential. Like the majority 
of the potential functions based on EAM potential, the FS-EAM potential can be used to simulate 
the atomic-scale mechanisms of deformation and failure in metal materials, and the ith atom 
potential energy can be expressed by the equation: 

 ( ) ( )1
2i ij ij

j i j i
E F r rα αβ αβρ φ

≠ ≠

= +∑ ∑  (1) 

The form of EAM potential and FS-EAM potential is consistent, but the ρ is the function of the type 
of atom i and j, which means the contribution of different elements on the same position of the 
atoms of the total electron density is not equal, and it can be given by the following expression: 

  (2) 

In expression (2), 
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In which, Ak, Rk, ak, rk for constants, and R1>R2 , r1>r2>…>r6. 
The melting point of α-Fe was obtained by LAMMPS in order to verify the FS-EAM potential. The 
initial configuration of the simulated system was composed of 8×8×5 bcc-Fe cellular, a total of 640 
atoms, the time step was 0.005ps, using three-dimensional periodic boundary conditions, let the 
system in the 2.5K relaxation 100000 steps, and then use the Nose-Hover method to keep the 
pressure around zero, and then elevated system temperature from T=2.5K to 2500K the rate of 
4.1625×1011K/s. During the simulation, the thermodynamic results were output every 1000 steps, 
as shown in Fig.1 and Fig.2, respectively. The average atomic volume almost linear increase with 
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the temperature and simulation time in the heating process, which turn upsuddenly increases when 
the temperature reaches a certain value. This phenomenon indicated that the system had undergone 
some kind of phase transition. The melting point of α-Fe is about 1873K, and simulations in the 
1990K near a phase transition, increased by 6.2% than its equilibrium melting point. Such deviation 
derived from the melting point between the MD simulation and the actual sample were relatively 
common, which was related with using three-dimensional periodic boundary conditions in 
simulation system, the limited number of particles and the accuracy of interaction potential. 
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Figure 1. The mean volume of single atom changing 
with temperature during heating process 

Figure 2. The mean volume of single atom changing 
with modeling time during heating process 

 
In the simulation, the system contains two elements, i.e., Fe and C .The Fe/C alloy EAM/FS 
potential function parameters[13], which were evaluated by melting point testing were adopted in this 
work. 
 
2.2. Specimen setup 
 
The MD model used for conducting fracture studies is shown in Fig. 3. The dimensions in the x-y 
plane are 200Å×192Å with thickness in the z-direction equaling 8.82Å.The total atoms of the 
model were 31978. The x y z coordinate system represents the lattice directions [0 1 0], [1 0 0] and 
[0 0 1] respectively. In the model free boundary conditions were used in the x- and y-directions, 
while it was periodic boundary in the z-direction. As shown in Fig. 3, the simulation domain is 
divided into three regions. Atoms that are in regions 1 and 3 are boundary atoms through which 
tensile load are applied. A crack of length 100Å was generated at the interface of Fe3C and α-Fe. 
During MD simulations of tensile crack propagation, the system is uniformly stretched (by moving 
each atom a distance corresponding to a uniform normal strain increment) in the Y-direction at each 
time step[2]. And the duration was less than 0.001ps, which made it relax freely till the valley of 
energy status. Molecular dynamics simulation time step was given with t=0.001ps. Integral 
calculation on system movement equation through Verlet techniques was applied during simulation. 
The simulation process: applying NVE system tracking and in every time step, maintain the 
temperature (300K, 473K and 673K) constantly through re-calibration of the speed of atoms. Firstly 
perform static relaxation to bring the system to the minimum energy status, and applying 3.128Å/ps 
strain rate in y direction. A systematic analysis on the effect of strain rate was not conducted in this 
study. 

app:ds:turn%20up
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Figure 3. The molecular dynamics models with pre-existing crack along the interface, all dimensions are in Å 

 
Due to the complex crystal structure of Fe3C, in this paper, only [110] orientation faces were 
simulated, as shown in Fig.4. In Fig.4(a), for cementite (Fe3C) with complex trapezius crystal 
structure, every single cell contains 4 carbon atoms (gray ball) and 12 Fe atoms (blue ball)[14], while 
Fig.4(b) shows that the interface structure combined with body-centered cubic iron and cementite. 
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Figure 4. Fe3C unit cell and interface structure schematic drawing 

 
3. Simulation results 
 
3.1. Stress-strain response 
 
Fig.5 shows the atomic snapshots of tensile mode failure at temperature of 473K in different strains. 
The simulation model starts with elastic deformation from its initial state (Fig. 5(a)) to the yield 
stress at a strain ε= 0.0303. On yielding there is large scale debonding along the Fe3C-Fe interface 
(Fig. 5(b)). After this the Fe3C-Fe interface progressively degrades (Fig. 5(c)) and carries virtually 
no load at strain values above 0.1106. 

(a)
Fe3C

α-Fe

 

(b)

1

 

(c)

2

 
Figure 5. MD snapshots of tensile mode failure of a cracked interface at 473K at strains (ε) of (a) ε= 0.00, (b) 

ε=0.0397 and (c) ε= 0.0960. Areas of interest are (1) crack initiation and (2) crack progression 
 
Selected examples were examined to characterize stress-strain curves dynamics. Average atomic 
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stresses based on the Virial theorem[16] were used to estimate global normal (yy) stresses applied to 
the system, which could be defined as the volume average of potential for all of the atoms in the 
system: 

 
1 1

2

N

ij ij ij
j ii

r f
V

σ
≠

 
= ⊗ 

 
∑  (6) 

Zhou[15] has presented the specific formula for calculation: 

 
,

1 1 1
2

N

ij i jr r r r
V r r αβ

α β

φσ
 ∂ = − =  ∂  
∑  (7) 

The strain used here is the nominal strain actually. The results were used to map the stress-strain 
curves. To reduce thermal oscillation, values of stress and strain were averaged over 10 time steps 
(each time step is 0.001ps). A short averaging time of 0.01ps was used to retain the time dependence 
of the properties. While this averaging time is small, it still helps mitigate thermal noises as the 
averaging is performed over many atoms. The normal stress-normal strain curve obtained from the 
tensile mode simulation is shown in Fig. 6. It indicates that during the tensile test, the normal stress 
initially linearly increases as the normal strain is increased, corresponding to an elastic deformation 
of the system. To examine the effect of the presence of the crack, a similar normal stress-normal 
strain curve obtained from the tensile mode loading of with a crack sample is included in Fig.7, the 
maximum normal stress at same temperature is significantly reduced and only about half value of 
the no crack model. 
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Figure 6. The normal stress-normal strain curve of 

models without crack at different temperatures 
Figure 7. The normal stress-normal strain curve of 

models with cracks at different temperatures 
 
The simulation results for the elastic modulus and maximum stress as a function of the simulated 
temperature for both with and without crack models are summarized in Table 1. They have the same 
changing regularity for both perfect interface and imperfect interface, which is found the elastic 
modulus and maximum stress are reduced by the increase of simulated temperature, and the 
maximum values of modulus and maximum stress for no crack model at roomtemperature are seen 
to be 332.67GPa and 12.17GPa, respectively. Presence of a crack reduces the maximum load 
carrying capacity and additionally reduces the stiffness of the composite system. 

Table 1. simulation results of model failure. 
Crack Simulated temperature (K) Modulus (GPa) Maximum stress (GPa) 

No 
300 332.67 12.17 
473 210.11 11.40 
673 193.18 9.88 

Yes 300 186.94 6.04 

app:ds:imperfection
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473 187.41 5.67 
673 142.42 4.90 

 
3.2. Traction-separation response 
 
To quantify the cohesive zone law, stresses and displacements at local positions are analyzed in 
detail. MD simulations are conducted for temperatures of 300K, 473K and 673K for tensile mode 
failure to develop traction-separation relationships for the CZM. Tensile (σyy) tractions are 
calculated as the average atomic stresses at a region of 20Å×10Å×8.82Å adjacent to the crack. As 
these stresses are calculated locally near the crack surface they therefore relate to the traction in the 
traction–separation law [17].The average traction and opening displacement associated with region 
were calculated using all the points in the region adjacent to the crack. This effectively reduces the 
scatter of the data [9]. 
Regardless of the temperature of the system or the mode of failure, the traction always initially 
increases as the crack opening distance was increased until they reached a peak value. The traction 
then decreased as the crack opening was further increased. To represent the CZM, a model that 
includes an exponential term is suggested to approximate the traction-separation responses shown in 
Fig. 8 for tensile mode failure. It indicates that the stresses initially increased as the crack opening 
distance was increased until they reached a peak value. The result for the maximum stress as a 
function of the simulated temperature is summarized in Table 2. 
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Figure 8. Traction-Separation relationship for tensile mode failure in a Fe3C-Fe interface 

 
Table 2. Simulation results to gage the effect of temperature CZM 
Case Simulated temperature (K) Maximum stress (GPa) 
1 300 13.15 
2 473 12.29 
3 673 12.11 

 

4. Parameterization of the T-S law 
 
Researches constructed cohesive models as that: tractions increase until reach a maximum, and then 
approach zero when the separation displacement increases. The thickness of the interface in the 
unloaded state is considered as zero. Tvergaard and Hutchinson (1993) [18] introduced 
traction-separation relation: let c

nδ  and c
tδ  be the maximum allowable normal and tangential 

components of the cohesive element. nδ  and tδ  denote the normal and tangential components of 
the relative displacement of the crack faces across the interface in the zone where the fracture 
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processes are occurring (as shown in Fig.9). The non-dimensional parameter λ is expressed by 
Eq.(8). 

 
Figure 9. Traction-separation relation 

 

 ( ) ( ){ }1 22 2
/ /c c

n n t tλ δ δ δ δ= +  (8) 

Failure is attained in the cohesive element when λ=1. 
The potential is: 

 ( ) ( )
0

, c
n t n d

λ
δ δ δ σ λ λ′ ′Π = ∫  (9) 

The normal and tangential components of the traction are given by: 
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If the tangential component of the traction is zero, the traction-separation law is a purely normal 
separation. The peak normal traction under purely normal separation is termed the interface strength. 
Generally, for Mode I cohesive zone model it only contains opening mode fracture, the relationship 
between the cohesive traction and the separation displacement could be expressed as: 

 ( )( ) cF fλ σ σ λ= =  (11) 

In this equation, σc is the peak traction, f is a dimensionless function which relate to the shape of the 
cohesive traction-separation displacement curve. 
A relationship between the traction and the crack opening displacement must be obtained when we 
use cohesive element. In the CZM, the fracture process zone is simplified as being an initially 
zero-thickness zone, composed of two coinciding surfaces. Under loading, the two surfaces separate 
and the traction between them varies in accordance with a specified T-S law. In our study a 
parameterized exponential T-S law is proposed based on the MD simulations. According to Eq.(11), 
the traction-separation law (F(λ)) is then implemented through Eq.(12). In Eq.(12) the maximum 
cohesive strength (σc) is simulated at room temperature. The constants parameterized from the MD 
results of Mode I are obtained in table 3. According to Eq.(12) and table 3, the curve of 
traction-separation relationships under different simulate temperatures has shown in Fig.10. 

 ( ) ( ) exp( ) (1 0.001 )c cF f A B Tλ σ λ σ λ λ= = − × −  (12) 

Table 3The constants parameterized from the MD results of Mode I. 
Simulated temperature (K) Maximum stress (GPa) A B 
300 13.15 2.6338 0.8142 
473 12.29 1.6951 0.4712 
673 12.11 1.1905 0.2643 
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Figure 10. Traction-separation relationships under different simulate temperatures 

 

5. Simulation of the T-S fracture test 
 
In order to model stable crack growth under static loading and analyze cohesive behavior derived 
from MD towards greater length scales, it is necessary to examine a scenario in which the effective 
stress intensity factor in the process of crack growth. Thus, we perform a simulation of crack 
growth for a CT specimen subject to displacement loading via prescribed motion of loading pins. 
Fracture of a CT specimen can verify whether the cohesive law derived from MD simulations 
displays behavior consistent with linear elastic fracture mechanics. The geometry and mesh of our 
CT specimen is shown in Fig.11. The specimen is 384 nm wide by H = 369 nm tall, with an 
effective width (the distance between the pin holes and the uncracked edge) of W = 307 nm, an 
initial crack length of a = 155 nm (a/W ≈ 0.5), and pin holes of radius 38.4 nm. Our initial geometry 
contains a zero-width crack rather than the finite-width crack. Cohesive elements are placed along 
the predefined crack path, and are 1Å wide. This element size enables the cohesive zone to be 
resolved over a length of approximately 45Å (45 elements).The parameterized T-S law given was 
implemented in ABAQUS to simulate the behavior of the CZM. For the FE model of outside of the 
CZM, two-dimensional continuum plane strain incompatible elements (CPEI4) were used with 
isotropic material properties to represent the bulk elastic behavior while two-dimensional cohesive 
elements (COH2D4) were used for the CZM. 

H

W

a

 
Figure 11. FEA mesh of CT specimen. The specimen’s height H=369 nm, its effective width 

W=307 nm, and its initial crack length a=155 nm 
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(a) 

 
(b) 

 

 
(c) 

 
(d) 

Figure 12. Static crack growth in the CT geometry. Loading–pin displacements of (a) 24Å, (b) 40Å, (c) 60Å, 
and (d) 70Å are shown. Plots are colored according to element values of σyy in units of GPa as shown in the 

legend 
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Figure 13. Reaction force versus loading-pin displacement for CT specimen 

 
The crack opening behavior due to displacement of the top and bottom pins is observed in Fig.12. 
Before crack propagation begins to occur, the cohesive zone begins to form, as seen in Fig.12(a) 
and (b). Once a critical displacement is reached, crack propagation is seen in Fig.12(c) and (d). 
We can further verify our analysis by taking the value of peak load in Fig.13, 68.06 kN, and 
combining it with geometric dimensions of the system to obtain the stress intensity factor. We 
obtain a value for fracture toughness of Jc=0.42 MPa·m. This value lies close to experimental result 
in literature [19]. 
Our study shows that the estimated fracture toughness coincides with test value from experiment. It 
shows the expected linear relationship between loading-pin displacement and reaction force. More 
complex fracture mechanics problems can be analyzed through combining the cohesive law derived 
from MD simulations and finite element method. 
 

6. Conclusion 
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(1) Molecular dynamics simulations under a special configuration have been performed to study the 
mechanism of Fe3C-Fe interface under Mode I loading condition at different temperatures, and the 
FS-EAM potential used in LAMMPS is certified by melting point verification. 
(2) The elastic modulus and maximum stress as a function of the simulated temperature for both 
with and without crack models, and the maximum values of modulus and maximum stress for no 
crack model at roomtemperature are seen to be 332.67GPa, 12.17GPa, 86.94GPa and 6.04GPa for 
crack model. The traction-separation relation of X70 pipeline steel with crack is characterized by 
MD simulations, the peak traction value of 13.15GPa for tensile model at room temperature. 
(3) The parameterized cohesive traction-separation relation for Mode I failure at room temperature 
to simulate the crack propagation behavior of X70 pipeline steel in a FEA. The curve obtained 
through our simulation is agreement with predictions from linear elastic fracture mechanics, 
showing the expected linear relationship between loading-pin displacement and reaction force. 
(4) The fracture toughness gained from our simulations is close to the experimental result. It shows 
our methodology is feasible. Our study may provide several novel ideas for simulating complex 
fracture problems based cohesive laws used in FE analysis. 
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Abstract CNT-based network, as an emerging class of material, attracts extensive research interest in recent 
years from both the scientific community and industry. In this study we proposed novel covalently bonded 
bcc-lattice like 3D nanotruss made up of fullerenes spanned by CNTs. The mechanical properties of such 
architecture are systematically investigated via full atomistic simulation. Our simulations reveal that the 
CNTs length of the 3D nanotruss plays a significant role on the mechanical properties. This nanotruss 
network displays orientation dependent deformation behaviour. Under <100> direction tension, negative 
Poisson’s ratio is observed exclusively for the case of N = 0, while a “flipping” behaviour of Poisson’s ratio 
with “Negative → Positive → Negative” appears when the tension is applied along <110> direction. The 
findings in our work would provide guidance to optimal design of CNT-fullerene based structures towards 
tailor-made properties. 
 
Keywords Single-walled carbon nanotubes, Fullerene, Nanotruss, Negative Poisson’s ratio, Atomistic 
simulation 
 
1. Introduction 
 
Since their discovery [1, 2], the properties of fullerenes and nanotubes have been extensively studied 
both by experiment and by simulation. It is found that they, as unique zero-/one-dimensional carbon 
materials, possess predominant physical, chemical, and mechanical properties combined with a very 
little weight. To fully exploit their unique properties and explore additional properties, various types 
of carbon architectures made up of fullerenes and carbon nanotubes (CNTs) have been successfully 
fabricated and investigated. A hybrid carbon nanostructure termed “nanopeapod” � fullerenes are 
encapsulated in CNTs, has been fabricated, and the nanopeapod exhibits a variety of intriguing 
physical and chemical properties [3-6]. Another nanostructure based on fullerenes and CNTs called 
“nanobuds” holds exceptional field emission properties [7]. A Y-shaped CNT junction displays 
rectifying and electrical switching properties, such that it can serve as a switching device [8]. 
Moreover, organized 2D and 3D CNT architectures can be fabricated to realize specific functional 
properties for a variety of meso- and macro-scale engineering applications. Hall et al. [9] revealed 
that the CNT networks can exhibit unusual mechanical properties such as negative Poisson’s ratio. 
By infiltrating a polymer into a reticulate CNT (RCNT) architecture, CNT-network-based 
reinforced composites are formed to achieve superior mechanical properties [10], originating from 
strong molecular-level coupling between reticulate CNTs and polymer chains. The 
RCNTs/polydimethylsioxane with high transparency, high conductivity, and excellent stretchability 
in addition to the facile fabrication, is a promising candidate as interconnects and electrodes for 
stretchable intelligent and functional devices [11]. Covalently bonded 3D CNT networks have also 
been produced at large scale [12], in which an effective stress distribution in the network improves 
the mechanical strength of the materials. Computer-aided design and simulation of 2D and 3D 
nanostructures consisting of fragments of CNTs-junctions also helps to exploit their potentials [13-20]. 
For example, Romo-Herrera et al. [14] showed that 2D and 3D systems can be utilized for complex 
integrated nanoelectronic circuits due to specific paths of charges flowing through the nodes of the 
systems, and the 3D super-cubic and super-diamond architectures have the ability of supporting 
extremely high unidirectional stress. Despite the increasing interest in CNT architectures, 
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nano-joining and assembly conforming 3D networks are still in very early stages. 
Accordingly, in the present work we invoke concept of hierarchical nano-joining to propose new 
architectures comprised of fullerenes and SWCNTs. We present a systematical atomistic simulation 
study on the mechanical properties of the novel 3D spanned-fullerene nanotruss architecture. 
 
2. Model and Methodology 
 
We adopt a CNT (6,6) and a giant fullerene C372 with D2d molecular symmetry as parent bricks for 
constructing novel covalent bonded 3D nano-truss systems. As illustrated in Figure 1, 3D 
nanostructures are built from a fullerene C372. Three atomic pairs are added as patches (red atoms in 
Figure 1b) in the face of fullerene (green atoms in Figure 1a and 1b) to create an open-cage cluster 
with a terminal. This terminal is able to coaxially dock a (6,6) CNT segment (purple atoms in 
Figure 1c), forming three octagon rings dispersed at the junction. The truss-like 3D network with an 
all-sided coalescence of fullerenes with (6,6) CNTs is finally created as shown in Figure 1d, 
resembling a body center cubic (bcc) lattice. The mechanical responses of as-generated 3D 
nano-truss under tension are systematically investigated with respect to the connection CNT length 
N varying from 0 to 10.  
 

 
Figure 1 (a)�(d) Schematic illustration for constructing the unit of 3D spanned-fullerene nanotube nanotruss. (e) 
Perspective of 3D architecture models with 3×3×3 unit cells. 

 
The full atomistic simulations are carried out using LAMMPS software package capable of running 
on large computing clusters. The adaptive intermolecular reactive empirical bond-order (AIREBO) 
potential [21] is used for carbon atomic interactions in the simulations. The cutoff parameter for the 
REBO part of the potential is set to be 2.0 Å as described by Shenderova [22] in order to avoid the 
spuriously high bond forces and nonphysical phenomenon during the fracture process. 
As-constructed architecture models with 3×3×3 unit cells (Figure 1e) are first quasi-statically 
relaxed by minimizing the total potential energy through a conjugate gradient method. The 
mechanical loads of uniaxial tension under deformation-control as our previous study [23], are 
performed on 3D equilibrated structures until complete rupture of each specimen. The samples are 
deformed with a reasonable strain rate 0.0001/ps based on Nosé-Hoover thermostat. Stresses and 
strain are calculated every 1000 steps. 
 
The nominal strain parallel to the direction of deformation is defined as 
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where L0 and L are the equilibrium and the current length of the entire systems in the direction of 
loading.  
Under uniaxial tension, the transverse repositioning of nanostructures perpendicular to the load axis 
gives a measure of the strain from which the Poisson’s ratio can be calculated  
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where Tε  and Lε  are the transverse and longitudinal strains, respectively.  
 
3. Results and Discussions 
 
A uniaxial tension test has been carried out to study the mechanical properties of fullerene 3D 
foam-like nanostructures formed by CNTs and fullerene. The basic 3D bcc-lattice nano-truss unit is 
displayed in Figure 1d. Figure 2 shows the stress-strain evolutions of 3D nanotruss with CNT length 
N varying from 0 to 10. Except for small N where linear elasticity was observed, the 3D 
nanostructures exhibits nonlinear elasticity and the CNT length plays a key role on the mechanical 
properties. The dense 3D network (small N) has more constraints that limit the realignment and 
bending of CNTs, and results in a linear behavior. A nonlinear up-swing behavior appears in the 
sparse network due to the increase of CNTs length, as in Figure 2. Such nonlinear stiffening 
behavior results from the different deformation mechanisms at different strain level, such as 
realignment and bending dominated deformation at smaller strain, and the stretching dominated 
deformation at larger strain. Subsequent sharp stress load drop reveals a permanent failure due to 
bond-breaking at the junction for all tests.  

  
An in-depth investigation on the Poisson’s ratio is then performed. Figure 3 presents the calculated 
strain-dependent Poisson’s ratio of the 3D networks. It can be seen that the CNTs length dominates 
the Poisson’s ratio of the 3D networks. With N = 0, the 3D covalent pack of fullerenes exhibits a 
negative Poisson’s ratio. The negative Poisson’s ratio of 3D network is attributed to a reduction of 
absolute curvature in fullerene hub due to high constraint from direct covalent connection between 
fullerenes without participation of CNTs. The linkage of CNTs would actively involve the bending 
and stretching dominated deformation, and causes a different stress concentration on the fullerene 

Figure 2 Stress–strain curves of 3D nano-truss 
networks with N varying from 0 to 10 under uniaxial 
tension. 

Figure 3 Deformation dependence of the ratio of the 
transverse and longitudinal strains for the 3D 
networks under uniaxial tension. 
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hub. The Poisson’s ratio is strikingly strain-dependent, sign change from negative to positive when 
an extensional strain reach around 0.09, which suggests that the transverse strain begins to act in an 
opposite sense to the longitudinal strain.  
 
Many cubic metals when stretched along the specific 110 off-axis direction become auxetic [24]. 
Accordingly, we conduct tension tests on the bcc-lattice 3D nano-truss network along the <110> 
orientation and the resulting stress–strain relations with N varying from 0 to 10 are shown in Figure 
4. We again see clearly that the CNT length dominates the mechanical properties. The tensile stress, 
tensile stain and stiffness all decreases with the increase of the segment length N for the case under 
tension along the <110> direction. Compared with the Figure 3 we observe that both the tensile 
strain and tensile stress are smaller than those under <100> direction, resulting from a pure 
stretching of octagon rings in the fullerene hub. For large CNT segment length of nanotruss, the 
fracture strain, however, is significantly larger than those under <100> direction. 
 

 
Figure 4 Stress–strain curves of 3D nano-truss networks with N varying from 0 to 10 under uniaxial tension. 

 
The corresponding Poisson’s ratio is determined and plotted in Figure 5. It can be seen that this 
bcc-latticed 3D network also exhibits a negative Poisson’s ratio when tension is applied along the 
<110> direction. Figure 5c and 5d compare the value of 110 110/ε ε<− > < >−  and 001 110/ε ε< > < >−  as a 
function of CNTs length at a specific small strain 110ε< >  = 0.01. It must be noted that this 3D 
network yields a very wide range of Poisson’s ratios that are both controlled and tunable by virtue 
of the microstructural parameter — the length of CNTs. The magnitude of 110 110/ε ε<− > < >−  and 

001 110/ε ε< > < >−  roughly covers a wide range from �0.4 to 0.3, and from 0.1 to 1.2, respectively. The 
spectacular change of 001 110/ε ε< > < >−  appears in this 3D network exceeds 0.5, which is the 
threshold value for isotropic materials in the theory of elasticity. Interestingly, a dramatic “flip” 
behaviour of the Poisson’s ratio from negative → positive → negative with increase of CNTs length 
appears (Figure 5c). The findings can be utilized on tailor-making auxetic CNT-fullerene networked 
nanostructures with the wanted properties. Two different mechanisms, involving curvature 
flattening and rigid mechanical model, are identified to be responsible for the “flipping” of 
Poisson’s ratio.  
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Figure 5 (a) and (b) Deformation dependence of the ratio of the transverse and longitudinal strains, 110 110/ε ε<− > < >−  
and 001 110/ε ε< > < >−  for the 3D networks under uniaxial tension, respectively. (c) and (d) Ratio of transverse and 

longitudinal strains as a function of CNT segment length N at 110ε< >  = 0.01. 

 
Visualizing the detailed structural evolutions of this 3D nano-truss provides insights on the 
structural and mechanical properties, such as the deformation mechanism, the negative Poisson’s 
ratio and fracture modes. Figure 6 displays straining direction dependence of the representative 
atomic structural development of the 3D nano-truss. For N = 0, the initial side-view shows the 
porosity of the 3D nanostructures, analogous to the zeolite structure [25], offering a possibility for 
molecular storage and filters. During the deformation, three stages can be identified: firstly, there is 
a curvature flattening process with the increase of the strain, as presented in the zoomed-in local 
structures of Figure 6a and 6c, which results in a negative Poisson’s ratio. In this stage, the 
curvature-flattening dominates the deformation with no irreversible structural changes, triggering an 
expansion of pore between fullerenes as well as the fullerene cages. Secondly, the subsequent 
graphitic structure with negative curvature ultimately causes a contraction when the strain 
approaches a critical value. This is confirmed by the change of Poisson’s ratio from negative to 
positive as shown in Figure 3. Finally, an additional strain increment leads to a fracture at the weak 
octagon rings at the junction. The fracture propagates in the plane perpendicular to the strain 
direction towards complete rupture, in which a number of monoatomic carbon chains formed, 
similar to what is widely observed in the stretching of pure CNTs. A longer CNT for spanning the 
fullerenes is exploited to tune the properties of this 3D networks. Particularly, sequential 
deformation configurations of the 3D network with N = 10 are displayed in Figure 6b and 6d. It can 
be noticed that the long length of CNTs brings a sparse 3D network, and orientation dependence of 
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deformation mechanism on the 3D network with long CNTs length is also clearly observed. In 
addition, a different deformation mechanism is revealed by comparing with that of N = 0.  
 

 
 

Figure 6 Size- and orientation- dependence on the atomic structural development of 3D networks under uniaxial 
straining. (a) Sequential deformation snapshots of 3D networks with N = 0 under <100> directional tension. The 
zoomed-in local atomic structures clearly illustrate the mechanism of negative Poisson’s ratio. (b) Sequential 
deformation snapshots of 3D networks with N = 10 under <100> directional tension. The zoomed-in local atomic 
structures distinctly display the buckling of fullerene in the node of 3D network prior to the fracture. (c) Sequential 
deformation snapshots of 3D networks when N = 0 under <110> directional tension. The negative Poisson’s ratio is 
explained by the zoomed-in local atomic structures. (d) Sequential deformation snapshots of 3D networks when N = 10 
under <110> directional tension. The local potential energy shows how the high amount of stress during uniaxial 
tension resides on the fullerene nodes. 

 
Three deformation stages are also observed from the overall tension processes for both loading 
directions. Straining along the <100> direction involves direct stretching of all the CNTs in the 
network, whereas half of CNTs in the network when deformed along <110> undergo direct tension 
because the axis of other CNTs is perpendicular to the tension direction. For the former case, 
straining along <100>, an initial tension of the system induces the angles change between CNTs, 
accompanying with the structural transformation of fullerene hub where the negative curvature 
structures become either flattening or more curved as in the zoomed-in local structure of Figure 6b. 
As clearly shown in the second zoomed-in local motif of Figure 6b, an excessive straining induces a 
striking inversion of a two-pentagon without bond breaking, which is similar to the inversion of a 
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two-pentagon nanocone via an indenter compression [26]. Finally, one octagon ring initially develops 
to a clean cleavage followed by rest fracturing, and the formation of monoatomic carbon chains. For 
the latter case of straining along <110>, an incipient straining also induces the change of angles as 
well as the structural change of the fullerene hubs. As expected, the zoomed-in top-viewed 
snapshots covered by dash square in Figure 6d show that the tension in <110> direction increases 
the view-plane-distance between fullerene hubs as a result of rigid mechanical models, indicating a 
negative Poisson’s ratio. The mechanism of this negative Poisson’s ratio differs with the case of N = 
0 in the absence of CNT segments. Beyond the tensile limit, excess angle change and the octagon 
rings damage occurs, generating morphology as displayed in third snapshot of Figure 6d, similar to 
a metallic plastic deformation. Further straining results in compete rupture with a clean cleavage. As 
a whole, the strong correlation between deformation mechanism and organizational parameters 
demonstrates a close structure–property relationship in this 3D nano-truss network.  
 
4. Conclusions 
 
Carbon-based nanomaterials have attracted significant attention due to their unique optical, 
electrical, thermal and mechanical properties. In our study, 3D nanotruss architecture is constructed 
by spanning fullerenes with single-walled carbon nanotube (SWCNT) super-bonds. The mechanical 
properties of this novel architecture are systematically investigated by full atomistic simulation. The 
deformation and fracture behavior of 3D periodic graphitic nanostructures are largely dictated by 
the inter-fullerene distance and loading orientation. Surprising negative Poisson’s ratio observed in 
this 3D network is revealed to originate as a result of curvature-flattening or rigid mechanical model. 
The magnitude of Poisson’s ratio is strongly dependent on the level of strain and CNT length. The 
insight on the deformation mechanism of these periodic graphitic nanostructures will facilitate the 
integration of low-dimensional materials towards high-dimensional organized structures to realize 
targeted multi-functional properties. 
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Abstract Multilayered composite metals (e.g., pearlitic steels) composed of alternating layers of 
cementite and ferrite show unique and excellent mechanical properties, such as coexistence of 
strength and ductility. In this study, we investigate the influence of interfacial mechanical properties 
on the elongation of multilayered composite metals through molecular dynamics simulations. When 
the interface has weak interatomic bonding, it is difficult for mobile dislocations to transmit through 
the interface. Thus, the multilayered model shows small elongation due to the cleavage of the brittle 
phase under large tensile stress by stress partitioning between the brittle and ductile phases. On the 
other hand, when the interface has strong interatomic bonding, dislocations can easily transmit 
through the interface and thus the multilayered model displays larger elongation.  
 
Keywords Interface, Dislocation, Crack, Atomic Simulation, Mechanical Property 
 
1. Introduction 
 
Generally, the strength and ductility of pearlitic steel containing lamella structures with random 
orientations can be improved by a line drawing process. However, when drawing strain becomes 
greater than 1 and the lamella structures are oriented parallel to the drawing direction, the strength 
effectively increases but the ductility begins to decrease. For example, cold-drawn, hypereutectoid 
pearlitic steel wires with lamellar spacing of less than 10 nm that exhibit cementite decomposition 
have maximum tensile strength of greater than 6 GPa but have very limited elongation properties 
[1]. On the other hand, cold-drawn pearlitic steel aged at 698 K and still containing oriented lamella 
structures exhibit significant uniform elongation [2]. In this case, the cementite decomposition was 
recovered. It is still unclear how elongation can be improved by this type of annealing process.  
 
In this study, we hypothesized that the interfacial structure is changed by cementite decomposition. 
We investigated the influence of interfacial mechanical properties on the elongation of multilayered 
composite metals through molecular dynamics simulations.  
 
2. Virtual Materials with Ductile and Brittle Properties 
 
2.1. Material Design 
 
To model virtual materials with either ductile or brittle properties, we used a two-dimensional 
triangular lattice system. The interatomic potential of the system is expressed in terms of the Morse 
potential as follows: 

𝜙(r)=D exp −2𝛼(r− r0) − 2exp   −𝛼(r− r0)                                                                                 (1) 
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Here, r is the distance between two atoms; D, α, and r0 are controllable parameters and are closely 
related to the cohesive energy, elastic moduli, and lattice constant, respectively. Moreover, to 
introduce the cut-off distance, rc, φ(r) is modified into the shifted-force potential φs(r) as follows:  

𝜙s(r)=
𝜙(r)− 𝜙(rc)− r− rc

d𝜙
dr rc

,  r ≤ rc

0                                                                                                            ,  r > rc
                                                                             (2) 

Here, we set rc to 0.6 nm. 
 
It has been shown that the dimensionless value of µb/γs can roughly determine the inherent 
mechanical properties of single-phase materials, i.e., ductile or brittle properties [3]. Here, µ, b, and 
γs are the shear modulus, Burgers vector, and surface energy, respectively. If µb/γs is greater than 10, 
the material generally exhibits brittle properties. On the other hand, if µb/γs is smaller than 10, the 
material shows ductile deformation. There are two physical descriptions for the threshold value of 
µb/γs. One is the relationship between the ideal tensile strength and ideal shear strength, and the 
other is the relationship between the stress intensity factors for brittle cleavage and dislocation 
nucleation from the crack tip.  
 
Table 1 shows the material parameters for two designed virtual materials. The dimensionless values 
of µb/γs are 6.5 for the virtual material “M-D” and 17.7 for “M-B.” Therefore, we can consider the 
M-D material as a ductile phase and the M-B material as a brittle phase. To simplify the mechanical 
phenomena around the interface between the brittle and ductile phases, we set the same value for 
the lattice constant of each model; it is not necessary to consider the lattice mismatch influence.      
 

Table 1. Parameters of designed virtual materials with ductile and brittle properties. 

 
 
2.2. Mechanical Properties of Virtual Materials 
 
To confirm the mechanical properties of the single-phase material described by the designed Morse 
potential, tensile deformation tests were performed at a strain rate of 4 × 108 1/s and 10 K. Figure 
1(a) shows stress–strain curves of the two designed virtual materials, M-B and M-D. Defects in the 
form of micro-cracks are initially introduced into each material by removing three atoms from the 
perfect structure. The number of micro-cracks is 1 for M-B and 12 for M-D. After relaxation before 
tensile loading, all initial cracks of M-D changed into dislocation dipoles. This transition should be 
closely related to the large value of the surface energy of M-D. In the case of M-B, the micro-crack 
begins to propagate at the peak stress and M-B shows the brittle fracture mode with small 
elongation. On the other hand, in the case of M-D, yielding occurs by dislocations moving from the 
dislocation dipoles, and then, M-D displays ductile properties with large elongation. Therefore, it 
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can be confirmed that the µb/γs value can determine the mechanical properties of the simple 
two-dimensional single-phase materials on the atomic scale. In the following section, we investigate 
the influence of interfacial mechanical properties on the elongation properties of multilayered 
composite materials by combining these two virtual materials. 

 

 
 
Figure 1. Stress–strain curves of virtual materials with ductile (M-D) and brittle (M-B) properties. (b) and (c) 
show the shear stress distributions of the single-phase models under tensile loading. 
 
3. Mechanical Properties of Multilayered Composites  
 
3.1. Multilayered Composite Models 
 
Figure 2 shows the analysis model of the multilayered composite consisting of M-B and M-D. The 
crystal orientation of M-D is rotated 30 degrees from M-B, and thus, the interface has the 
misalignment angle. Initial micro-cracks are introduced into each phase, and all initial cracks in 
M-D change their structures into dislocation dipoles after relaxation. Periodic boundary conditions 
are adopted in all directions and the tensile deformation in the y-direction occurs at a strain rate of 4 
× 108 1/s and 10 K.  

  
Figure 2. Schematic of the multilayered composite model. 
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To investigate the influence of interfacial region’s mechanical properties on the elongation of 
multilayered composites, we consider three different types of interatomic bonding strengths 
between the M-D and M-B phases. The interaction between the M-D and M-B phases φBD(r) is 
calculated by (φB(r) + φD(r))/A, where A = 1 (strong bonding strength), A = 2 (normal bonding 
strength), or A = 5 (weak bonding strength).  
 
3.2. Influence of Interfacial Mechanical Properties on Mechanical Properties of Multilayered 
Composites 
 
Figure 3 shows the stress–strain curves for single-phase materials and multilayered composite 
materials with different interfacial bonding strengths. The multilayered composites demonstrate a 
better combination of strength and elongation than the single-phase materials. It is also apparent 
that the stronger the interfacial bonding, the larger the peak stress on the multilayered composite 
model. However, for the elongation, we can see the opposite tendency.  
 

 
Figure 3. Stress–strain curves of multilayered composites with different interface strengths. 

 
Figure 4 shows the plastic deformation phenomena around the interfacial region with different 
mechanical properties. Atomic color represents the shear stress component. First, dislocations in the 
ductile phase move toward the interface in cases of both A = 1 and 5 when ε=0.02. In the case of the 
weak bonding strength of A = 5, the dislocations are impinged into the interface and further plastic 
deformation does not occur from the interface. Therefore, initiation of plastic deformation in the 
brittle phase is delayed. These results show that it is difficult for dislocations from the ductile phase 
to transmit through the interface when the interfacial region has a weak bonding strength. 
Consequently, the multilayered model with A = 5 shows high peak stress but small elongation 
owing to the cleavage of the brittle phase under large tensile stress by stress partitioning between 
the brittle and ductile phases (see Fig. 4(a)). On the other hand, in the case of a strong bonding 
strength of A = 1, dislocation emissions can easily propagate from the interface, and thus, plastic 
deformation propagation occurs from the ductile to brittle phases across the interface. The stored 
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elastic energy in the brittle phases can be released by the plastic deformation. Therefore, it is not 
easy to reach the critical stress for the cleavage fracture in the brittle phase (see Fig. 4(b)). As a 
result, the multilayered model with a strong interfacial bonding strength, namely with the interface 
having the role of the dislocation source, shows much better ductility than the model with a weak 
interfacial bonding strength. These results imply that it is important to control the interfacial 
structure to design the multilayered composite metals with coexistence of strength and ductility. 
 

 
Figure 4. Plastic deformation phenomena around the interface with different mechanical properties. 

 
3.3. Discussion 
 
Heavily drawn pearlitic steel wires having high tensile strength but small elongation exhibit 
cementite decomposition at the vicinity of the interfacial region. On the other hand, cold-drawn 
pearlitic steel aged at 698 K exhibits large uniform elongation [2] and the cementite decomposition 
recovers. This suggests that the interfacial structures between cementite and ferrite phases change 
by cementite decomposition due to the equilibrium interfacial structure having the maximum 
solubility of carbon in both phases. In particular, the role of the interface in plastic phenomena in 
heavily drawn pearlitic steel wires could change from that in aged pearlitic steel. 
 
In our atomic simulations, the multilayered composite model, having a small dislocation source 
ability of the interface, showed a smaller elongation property than the model having a high 
dislocation source ability of the interface. This result implies the possibility that the interface 
structure after cementite decomposition also has a smaller dislocation source ability than that of 
aged pearlitic steels.  
 
4. Conclusion 
 
We investigated the influence of interfacial mechanical properties on the elongation of multilayered 
composite metals through molecular dynamics simulations. We designed two-dimensional virtual 
materials having brittle or ductile properties by controlling the parameters of the Morse interatomic 
potential. We demonstrated that multilayered composite models with ductile and brittle phases have 
a superior strength–ductility relationship than single-layered models and that this relationship is 
closely related to interfacial mechanical properties. These results imply that it is important to 
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control interfacial properties when designing multilayered composite metals with coexistence of 
strength and ductility.  
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Abstract 
  

Zr41.2Ti13.8Cu10Ni12.5Be22.5 (Vit 1) bulk metallic glass (BMGs) exhibits different failure modes under low 
strain rate (10-4s-1) and high strain rate (103s-1) uniaxial compression at room temperature. Quasistatically 
deformed samples often fail along one dominant shear band and fracture into two large millimeter-scale 
blocks, whereas at impulsive loading, the samples usually break into many small scale fragments with rough 
fracture surfaces, such as non-uniformly distributed vein patterns and micro multiple shear bands 
(network-like shear bands). A theoretical model that takes into account the balance between the energy 
dissipation within shear band and the stored energy released in the vicinity of the shear band to fuel shear 
localization is developed. Furthermore, the underlying mechanisms of one dominant shear band and 
network-like multiple shear bands controlling the failure mode transition are revealed. 
 
Keywords:  Compression test; Bulk metallic glass; Failure mode; Shear bands. 
 
1. Introduction 
 
   Because of their unique properties such as high room-temperature(RT) strength and large elastic 
limit, bulk metallic glasses (BMGs) as a potential engineering and structural material have triggered 
extensive scientific interest over the years [1-5].However, the poor macroscopic plastic deformation 
ability of BMGs limits their application. Therefore, the need for a more fundamental understanding 
of the deformation and failure mechanisms in BMGs has motivated numerous experimental 
investigations, especially under high strain rate. It has been found that some tough amorphous 
metals, such as Zr- and Pd-based metallic glasses, often fail along a narrow shear band both under 
quasi-static and dynamics compressive loading[6-10]. But some authors reported that the 
dynamically BMG samples fractured into several fragment similar to the failure behavior of some 
brittle Mg-,Fe-,and Co-based metallic glasses subjected to quasi-static loading[11, 12]. In this paper, 
we find that the failure mode of Zr41.2Ti13.8Cu10Ni12.5Be22.5 (Vit1) bulk metallic glass (BMGs) was 
dependent of the strain rate in compression at room temperature. And, we develop local evolution 
model of the shear band, as to why Zr-based metallic glass exhibit the different failure modes. 
 
2. Experimental 

The Zr41.2Ti13.8Cu10Ni12.5Be22.5 bulk metallic glass was prepared by arc melting high purity 
composition elements together in a Ti-gettered purified argon atmosphere. Each ingot was re-melted 
several times to ensure homogeneity and then prepared by suction-casting the molten alloy into a 
copper mold to form rods (Φ5×100mm). Quasi-static and dynamic compression tests were 
performed on a MTS-810 material testing machine and SHPB using cylinders 5 mm in diameter and 
7.5 mm height. In quasi-static compressive test, the strain rate was fixed at 1.0×10-4s-1. In dynamic 
compression, the strain rate ranged from 1.0×103s-1 to 2.5×103s-1. After testing, the scanning 
electron microscopy (SEM) was used to characterize the fracture morphology of all specimens. 

 
3. Results 
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The material exhibits the maximum fracture strength~1.9GPa and less macroscopic plastic strain 
at a quasi-static strain rate. It is of interest to note that the fracture strength markedly decreases at 
high strain rates, which agree well with the previous observations for other Zr-based [8, 13] BMGs. 
Another interesting observation is that quasistatically deformed samples fractured into two large 
millimeter-scale blocks, whereas at impulsive loading, the samples broke into many small scale 
fragments. Fractured samples were examined to understand the failure behavior by SEM. The 
samples fracture along a single plane at low strain rates, indicating a major shear band dominates 
the final fracture process. And vein-like pattern spreads over the whole fracture surface and extends 
in a uniform direction, corresponding to the propagation direction of the primary shear band. On the 
other hand, the considerable randomly distributed vein-like patterns, corresponding to the different 
propagation directions of shear bands on surface of fragments formed in dynamic loaded case show 
that multiple shear bands occur and dominate failure process. The network-like multiple shear 
bands are observed in the surface of the small fragments. Therefore, the transition from one 
dominant shear band to network-like multiple shear bands results in the different failure modes. But 
the mechanisms of transition are unknown. 

 
4. Discussion 

4.1 Local evolution model for shear band 

Room-temperature plastic deformation of metallic glasses has been known to be accomplished 
through shear bands in which plastic flow driven mainly by shear stresses is localized within a 
nanoscale zone [14, 15]. As is known, the shear-banding process is a dissipation system [7, 
16-20].There are three types of diffusion, i.e. conventional momentum/viscous, thermal/energy and 
special free-volume dissipation within the propagation shear band. In our previous work, the 
coupled effect of free-volume softening and thermal softening upon shear-banding evolution in 
metallic glasses was discussed [6, 9, 21, 22]. Nanometer-scale defects[23], a density fluctuation[24] 
and then a viscosity fall[9, 10, 18, 25] usually are results of the shear band propagation, suggesting 
the coalescence of free volume in the band. When the shear stressτ at the shear band vanishes (or 
the shear displacementψ reaches a critical cψ ), the shear band is regarded as being fully mature, and 
a finite amount of energy is expended. Zhang et al [18] proposed a micromechanical model based 
on momentum diffusion controlling shear band spacing. Additionally, Lewandowski and Greer[26, 
27] have experimentally shown a significant temperature rise within and around the shear bands 
using tin-coated specimens, and some authors [27-29] observed the heat-affected zone (HAZ) 
around the shear band due to heat conduction which may play an important role in shear-band 
propagation. As discussed above, momentum and thermal derived from shear band spread to the 
neighboring elastic medium. Thus shear stress release also occurs in the undisturbed medium and 
stored energy is released. Based on these analyzes, a theoretical model that takes into account the 
balance between the energy dissipation within shear band and the stored energy released in the 
vicinity of the shear band to fuel shear localization is developed. 
 
4.2 Shear-band dissipation energy 
 

 It has been demonstrated that the following equations properly govern the shear banding in 
BMGs [1, 9, 30]: 

 
2

2
b b

t y
γ τρ ∂ ∂

=
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&

  (1) 
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where bγ  is the shear strain , b tγ γ= ∂ ∂& is the strain rate, bθ the temperature, bξ the concentration 
of free volume andG  the net generation rate of free volume.  
In order to capture free-volume and thermal softening nature, the elementary constitutive relation, 
 = (1 )b yτ τ αυ βθ− −  (4) 
in terms of flow stress yτ ,free-volume softening coefficientα , thermal softening coefficientβ , 
free-volume concentration increment 0= -υ ξ ξ  from initial value 0ξ  and temperature rise 0=T Tθ −  
with an initial temperature 0T .  

The critical dissipated energy cΓ within shear band as the deformation proceeds to a critical 
displacement cψ , is introduced as: 

 ( ) 2c y cτ ψΓ =  (5) 
Consistent with concepts of fracture mechanics, cΓ  is the energy per unit area within one-half 

of the shear band.  
Combining Eqs. (1) — (5) results in an specific expression of the critical dissipation 

energy cΓ omitted here. 
    
4.3 Stored energy in the heat-affected zone and momentum diffusion zone 
 
  As we mentioned above, during the propagation process of the shear band, thermal diffusion and 
momentum diffusion out of the band and into neighboring medium both lead to stress relaxation 
and then energy residing in the material release to fuel the shear-band process [31]. Energy near the 
shear band resides as both kinetic energy and elastic strain energy. The cumulative energies of each 
contribution as a function of width of thermal or momentum diffusion region. The shear-banding 
event in BMGs is different from ASBs in crystalline alloys. Both low and high strain rate process 
can produce significant localization of plastic flow. And heat would not be trapped in the shear band. 
Now the question is in what situation, the shear-band is fueled predominantly by the momentum 
diffusion or the thermal diffusion region. As a result of thermal diffusion, energy residing in the 
material near the shear-band would be release. We discover that stored energy almost all releases 
due to the momentum diffusion at high strain rates; nevertheless, it doesn’t reduce at low strain rates, 
considering the momentum equation (1) of the material near the shear band. Some investigators 
have attributed shear bands spacing to the momentum diffusion [18, 32-34]. Since the momentum 
diffusion is much faster than thermal diffusion, momentum diffusion region is much wider than 
thermal diffusion region. For the high strain rate process, the shear-band is fueled predominantly by 
the energy Eν of the momentum diffusion region. On the other hand, energy Eh within thermal 
diffusion region would be the principle energy fueling growth of the shear-band respect to the low 
strain rate process.  

At quasi-static compression loading, the supplied energy, only from elastic strain energy residing 
in thermal diffusion region, is so smaller than the critical dissipated energy，i.e., Esc hΓ > , that a 
single nucleated and propagated shear band would dominate and cause a catastrophic shear fracture 
of the material.  

But under the dynamics loading, the strain and kinetic energy together drive the process of the 
shear-band evolution. Similarly, when one shear band is not sufficient to dissipate the supplied 
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energy, i.e., <Edc νΓ , so that additional shear bands form and subsequently formation of a network of 
shear-bands induces the fragmentation failure mode of the material. 

 
4.4 Fracture strength 
 
  Considering the intrinsic heterogeneity and preexisting flaw resulted from casting, the shear band 
generates via the cascade of a number of individual atomic jumps around free-volume sites[15] or 
shear transformation zones[14, 35] under the action of a stress smaller than macro yielding stress [2, 
36]. Under dynamic compression, the formation and accumulation of damage resulted from 
network-like multiple shear bands events, causes the materials would loose bearing load earlier, 
however, the materials could not bear load until the stress level achieves macroscopic yield 
situation under quasistatic compression.  
 
5 Conclusion  
 

The mechanical properties of the Zr41.2Ti13.8Cu10Ni12.5Be22.5 bulk metallic glass were investigated 
under uniaxial compression at strain rates from 10-4s-1 to 103s-1. The compressive failure process 
consists of typical shear fracture and fragmentation fracture, depending on the loading strain rate. 
The failure mode changes dramatically as loading strain rate is increased into high strain rate range. 
The different modes indicate that different mechanisms control fracture. Considering the balance 
between the energy dissipation within shear band and the energy residing within the vicinity of the 
shear band released to fuel shear localization, one dominant shear band controls the failure process 
at low strain rate, however, that is controlled by network-like multiple shear bands at high strain 
rate. The relationship between the failure mode and fracture strength is briefly discussed. 
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Abstract  At temperatures well below the glass transition and at high stresses, the homogenous deformation 
in metallic glasses (MGs) usually develops to a critical point, at which the discontinuity in deformation rate 
is incipient across nano-scale shear bands. However, such a bifurcation condition of homogeneous 
deformation concerning the unique properties of MGs is still lacking for general stress state. In this paper, a 
new constitutive is introduced for MGs accounting for the pressure-sensitivity, dilatancy and structural 
evolution; the shear banding is regarded as the appearance of instability in the constitutive description of 
inelastic deformation. Tying the bifurcation theory to the new model, the general condition of deformation 
localization is derived. The shear band initiation and failure orientation are then precisely predicted for MGs 
by constructing a bridge between the microscopic origin and the loss-of-ellipticity instability in the 
constitutive law in continuum mechanics. 
 
Keywords  Metallic glasses, Bifurcation, Shear band 
 
1. Introduction 
 
Metallic glass (MG) represents a relatively young class of structural materials with a combination of 
excellent properties. Due to their random atomic structure, plastic deformation in MGs is usually 
accommodated by localized shear bands. These nanoscale shear bands as a precursor of crack lead 
to a fast fracture of material, which presents little plasticity at room temperature. Being a key 
process to understand the underlying plasticity of MGs, shear banding, including its origin and 
propagation, has attracted lots of attention for last decades[1-5].  
 
Although the precise physical picture of how it originates from the internal structure remains 
elusive, it is well accepted that the shear banding of MGs occurs as a consequence of formations 
and self-organizations of shear plastic flow events [3, 6-8]. Those flow events are essentially local 
arrangements of atoms around free volume sites, termed shear transformation zones (STZs) or flow 
defects [9-12]. The transition from local plastic events to macroscopic shear-band instability is 
dominated by the stress-driven free volume softening and assisted by thermal softening [1, 2, 13-15]. 
Regardless of micro-mechanisms, at the continuum level, the shear banding, a physically material 
unstable event, can be regarded as the appearance of instability in the macroscopic constitutive 
description of inelastic deformation [16-19]. It is accepted that the homogenous deformation in 
MGs develops to a critical point, at which the discontinuity in deformation rate is incipient across 
nano-scale shear bands, at temperatures well below the glass transition and at high stresses. Tying 
the bifurcation theory to a pressure-sensitive dilatant constitutive model, Rudnicki and Rice [17] 
derived both the general conditions for shear localization and the orientation of shear band in the 
stress space. Based on this, the shear band direction as an important feature in shear band formation 
was predicted for MGs by Gao et al. [20], which closely depends on the pressure coefficient, the 
dilatancy factor, and etc. In nature, shear banding as a material instability is greatly correlated to 
atomic structural change. Such a picture is also realized by Ruan et al. [21] who embody the atomic 
structural change by the plastic strain and the associated dilatation for MGs. On the other hand, 
through perturbation analysis of constitutive instability, the conditions for the shear instability for a 
given stress state (usually simple shear) can be also obtained for MGs [1, 2, 13]. These analyses 
confirm the important role of free volume, as a state variable, in the constitutive instability. 
However, such a bifurcation condition of homogeneous deformation concerning the unique 
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properties of MGs is still lacking for general stress state. In this paper, we attempt to derive the 
critical condition of the shear band initiation and direction for MGs by constructing a bridge 
between the microscopic origin and the loss-of-ellipticity instability in the constitutive law in 
continuum mechanics.  

 
2. Theoretical model 
 
For initial homogeneously deformed material, the loss of constitutive stability will cause strain 
localization into a shear band [16-19]. Therein, the homogeneous deformation develops to a 
bifurcation point, at which the discontinuity in deformation rate is incipient across a band. As to 
MGs, two internal factors are critical for the shear instability, namely, free volume and thermo [1, 2, 
13-15]. The onset of shear banding in MGs can be reasonably described as a result of constitutive 
instability induced by dramatic change of internal state variables. 
 
2.1 Constitutive model  

For the instability analysis, a proper constitutive is required for MGs. In this section, a new 
constitutive model is developed for MGs due to the following considerations. At macroscopic scale, 
MGs exhibit inherent pressure sensitivity and shear-dilatancy during plastic deformation, which 
usually renders a non-associated flow. Microscopically, the nucleation and coalescence of free 
volume decreases the flow stress of MGs and further leads to shear localization. This is actually 
quite similar to the void evolution mechanism in the continuum damage mechanics. One of the best 
known micro-mechanical models is that of Gurson [22], who studied the plastic flow of a 
void-containing material and established a yielding function reflecting the softening effect due to 
the presence of voids. Here, by introducing the free volume evolution into the framework of 
continuum mechanics, we can establish a new constitutive model to comprehensively and 
satisfactorily describe the deformation in MGs. “Free volume” as the topological disorder in MGs, 
can be simply considered as randomly distributed atomic voids in material. Treating those voids to 
be spherical, the yield function of Gurson is reasonably extended to MGs by taking into the pressure 
sensitivity of the matrix. The free volume evolution is assumed to obey the self-consistent dynamic 
free volume model proposed by Johnson et al.[23]. The thermal effect is neglected since the 
structural disorder induced softening precedes thermal softening at the origin of the shear banding 
[13], especially for the present quasi-static loading case. 
 
For a pressure-independent material containing spherical voids, Gurson model gives the following 
yield function [22]: 

                   
01

2
3

cosh2 2

2






















 f

y

m
f

y

eF 





 ,                       (1) 

where 2323 Jss ijije   ( ijmijijs   ) is the effective stress, 3iim    is the mean 

stress, f  is the current fraction of voids, equivalent to free volume concentration, and y is the 
yield stress of the matrix. Numerous studies have demonstrated clearly that pressure affects the 
yield behavior of MGs [24-27]. This is easily reflected by the tension-compression asymmetry of 
failure [28]. Since the Gurson model considers the von Mises matrix, an additional 
pressure-dependent term i.e. m , should be taken into account (analogous to the Drucker-Prager 
criterion) for a proper description of MGs. For simplicity, one can modify the above criterion as 
below by neglecting the minor term 22 ))23(cosh1( fym  . We define the initial free volume in 
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MGs to be 0 . The corresponding shear strength 0  satisfies 

   323cosh1 00 ymy   .Therefore, the new yield criterion can be obtained from Eq.(1) 
as  
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where 0  f is the free volume increment. It is obvious that the shear strength is softening 
with increasing free volume concentration.  
 
Following the self-consistent dynamic free volume model [23], the local time rate of change of the 
free-volume concentration is 
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where  is a material parameter of order unity, R is a free-volume creation function defining the free 
volume produced by a unit shear strain and is given by ssG   ( ss is the effective stress at steady 

state) [29], 32 p
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ije    ) is the effective plastic shear strain rate, e is the 

effective stress, and G is the shear modulus at room temperature.  
Considering the shear dilatancy inherent in the deformation of MGs, we introduce the dilatancy 
factor  and invoke Q as the plastic potential as below 
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When   , the deformation is non-associative. The deviatoric components of the plastic 
deformation strain tensor are obtained as  
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where H is the plastic hardening modulus.   
 
If we adopt the spineless strain rate, the generalized constitutive relation is recast as 
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where jkkikjikijij  


 is the Jaumann rate of the true stress 
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The instantaneous rate of the deformation and the spin tensor are respectively 

  2ijjiij xvxvD  , and   2ijjiij xvxv  .The stress rate and deformation rate 
are related by 

klijklij DL


 ,                                  (7) 
where ijklL  is the elasto-plastic modulus tensor. 
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2.2 Constitutive instability analysis 

We ascribe the initiation of shear band in MGs to bifurcation arisen from the constitutive 
description of the homogeneous deformation. The shear bands inclination is obtained at the onset of 
instability. An initially uniform deformation field of a homogeneous MG plate is considered, see Fig. 
1. The constitutive instability is viewed as a formation of a narrow localized band of deformation 
within the plate under external load [17]. Use rectangular Cartesian coordinates ( 1x , 2x , 3x ), such 
that the 2x -direction is normal to the planes bounding the band. Outside the band the velocity field 
remains uniform and within it varies only in the direction normal to the band. Thus, the 
non-uniformities in the rate of deformation field are expressed as 

    3,2,1),(,22  jixgxv jiji   ,                      (8) 
where iv is a velocity component,   denotes the difference between the local field inside the band 
and the uniform field outside, and the functions ig of 2x  are nonzero only within the band. 

 
Fig.1 Illustration of shear band localization. 

 
The condition 0 iij x and   0 iij xt  make sure that the stress equilibrium 
continues to be satisfied at the inception of bifurcation. The stress rates at incipient localization 
from the original uniform field is thus following 

0 iij x ,                                    (9) 
where the superposed dot denotes its material time rate. The condition of the continuity of the stress 
rate at the band interfaces can be expressed as 

02  j ,  3,2,1j .                              (10) 
Since ij  is not invariant under rigid rotations, by introducing the Jaumann (co-rotational) stress 

rate pijppjipijij 


  . Eq. (10) can be regarded as a set of three quasi-homogeneous 
equations in 1g , 2g , 3g  and the conditions for bifurcation are merely those for which solutions other 
than 0321  ggg  exist. 
If at the bifurcation of deformation-rates, the values ijklL  remain the same inside and outside the 
band, the following difference can be formed based on Eq. (7): 

kijkklijklij gLDL 2


 .                             (11) 
Combining Eqs. (10) and (11) yields a set of linear, homogeneous equations in g’ s ,  
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kjkkjk gRgL 22 , 3,2,1j ,                          (12) 
The above equation have nontrivial solution when 

0det 22  jkjk RL .                             (13) 

Eq. (13) represents the condition for the deformation bifurcation when a non-uniform ( 0ig ) 
continuation of deformation is possible. The bifurcation condition relates the free volume 
concentration at localization cΛ to the parameters G, K, α, β and to the prevailing stress state. Since 
the stress to modulus ratio is significantly small, jkR introduced by the co-rotational stress rate are 
neglected in Eq. (13). We can then obtain the instability condition as below 
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It means that, shear localization starts when the free volume increment reaches a critical value 
c given by Eq. (14). c  is a function of the orientation of the potential plane of localization, 

indicating it would vary from place to place. At a fixed stress state, the shear instability will first 
occur at the location or along the direction where the minimum of c  is required. For the stress 
state as illustrated in Fig. 1, the preferential direction for shear banding should exist, which satisfies 

0 c and the corresponding  denotes the shear band angle. The hardening modulus H is a 
function of  . The increase of free volume causes a gradual loss of load-carrying capacity of MGs, 
corresponding to a decreasing H. The minimal c for preferential shear localization is actually 
consistent with the maximum H first meeting the instability condition as proposed by Rudnicki and 
Rice [17].  
 
3. Discussion 

According to the theoretical model above, the constitutive instability occurs in MGs when the free 
volume increment   satisfies the condition as described by Eq. (14), which gives birth to shear 
band in original homogenous materials. The onset of condition and the incipience direction for MGs 
under pure bending will be specifically discussed next, where both tension and compression cases 
can be included. The related material properties of Vit-1 MGs and parameters used in the 
subsequent analysis have been adopted from elsewhere [23, 29, 30]: Shear strength GPa10  , 
Young’s modulus GPaE 96 , Poison ratio 36.0v , pressure sensitive factor 1.0 , 
density 3/6120 mKg ， 5.1 , 469811 d ， 1622 d , K672refT , K300T , and 

GPass 36.0 . 

The critical free volume increment c  versus θ for α=0.1 and different β can be plotted by Fig. 2. 
Under both tension and compression, the critical c  is found to reach a minimum at the directions 
around 45 (within the green circle), indicating that the free volume required to cause a shear 
instability is smallest along these directions and thus shear band will preferentially initiate. With a 
gradual deviation from these angles, the c  for shear banding increases, denoting a smaller 
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possibility of shear band formation. As is known, 45  corresponds to the direction of the 
maximum shear stress, which is usually the shear direction of crystalline alloys. However, shear 
bands for MGs are predicted to form at the angles normally >45º in tension while <45º in 
compression (see Fig. 2), consistent with the experimental observations in MGs [28]. This deviation 
of shear direction from the maximum shear stress can be partly attributed to the pressure effect 
which usually cannot be ignored in MGs [24-27]. In addition, the c  also shows an obvious 
dependence on dilatancy factor β. With increasing β, the minimum value of c  decreases in tensile 
case while increases in compressive case. It means that shear dilatancy promotes the shear banding 
in tension while impedes that in compression. In Fig. 2, the minimum point of c  in tension is 
relatively lower than that in compression. Due to this asymmetry, strain localization in tensile part 
is usually easier than that in compressive part.  
 

 
 

Fig. 2 Dependence of c on θ for α=0.1 and different β both on tensile side (the blue curves) and on 
compressive side (the red curves). 
 
The inclination angle of shear banding θ versus the dilatancy factor   for different   is plotted 
by Fig.3. We interestingly find that   is a little bigger than 45  for both tension and compression 
even excluding the pressure sensitivity and dilatancy ( 0 and 0 ). This is attributed to the 
specific stress state and depends on the Poisson ratio [20]. Increasing   or  , the inclination 
angle increases in tensile part while decreases in compressive part, showing a asymmetrical 
deviation from 45º. This prediction is similar to those results of uniaxial loading (tension and 
compression) from continuum and molecular simulations [31, 32]. For Vit-1, the pressure sensitive 
factor is around 0.1 [33]. Ranging   from 0 to 0.5, the shear band angles are predicted to be 47º 
~54º and 38º ~44º, respectively in tension and compression. Actually, the shear band angles 
observed in the experiment are 55º on tensile side and 40º on compressive side. In the above 
discussion, the Poisson ratio   is set to be a constant 0.36 for Vit-1.  
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Fig. 3 Dependence of Shear band angle on β for different α both on tensile side (the blue curves) 
and on compressive side (the red curves). 

 
4. Conclusions 
 
The critical condition for bifurcation of homogenous deformation in MGs has been derived in terms 
of free volume. It has been found that pressure sensitivity and shear dilatancy exert important 
effects on the initiation and direction of shear banding. Pressure sensitivity and dilatancy, which are 
usually coupled together, have the similar trends of influence on the shear band birth and 
propagation direction. With the enhancement of these two properties, the tension-compression 
asymmetry of shear banding would be intensified. The instability of constitutive occurs with a 
smaller c  in tension, and the plastic flow is therefore easier to localize into shear bands. This 
highly localization may lead to a poor tensile ductility at room temperature. The asymmetrical 
deviation of shear band angle from 45º has been revealed to be mainly ascribed to these two 
properties.  
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Abstract A combination of surface mechanical attrition treatment (SMAT) and co-rolling can produce 

large-scale laminated nanostructured stainless steel (SS) with both high strength and high ductility. Recent 

numerical results based on the cohesive finite element method have revealed that brittle nanograined 

interface layer can enhance the ductility of the co-rolled SMATed SS. Here, numerical investigation focuses 

on effects of both shape of the bilinear cohesive law and mesh size and shows that the larger thickness of the 

phases in uniform state allows the use of coarser meshes. 
 
Keywords Laminated nanostructured metals, cohesive finite element method, bilinear cohesive law, mesh 
dependence 
 

1. Introduction 
Surface mechanical attrition treatment (SMAT) and co-rolling can be combined to produce 
large-scale laminated nanostructured metals with both high strength and high ductility [1]. 
Therefore, it is believed to have a good future to be applied in structural engineering. Through the 
SMAT, a nano-crystalline surface can be generated for various metals to enhance their yield stress 
and fatigue life. The co-rolled SMATed metals with nanograined interface layers (NGILs) can be 
produced. This approach can generate laminated nanostructured 304 stainless steel (SS) with tensile 
yield stress 878 MPa and failure strain 48% [1]. 
 
A computational framework for fracture analysis is in need to investigate the toughening 
mechanism. The main concern is on the nucleation and the propagation of non-localized 
microcracks into coarse-grained layer (CGL). Therefore, the cohesive finite element method 
(CFEM) is appealing to investigate the cracking. The CFEM can model damage initiation/evolution 
and fracture processes explicitly and has been used to investigate brittle and ductile fracture 
extensively. The intrinsic CFEM embeds cohesive elements along boundaries of all volumetric 
elements as part of the physical model [2]. It was adopted in our former studies [3,4]. Our studies 
have shown that both the critical energy release rate and the thickness of the NGIL play critical 
roles in determining the overall ductility of the co-rolled SMATed 304SS. However, the 
dependences of the results on both shape of the cohesive law and the mesh have not been addressed. 
 

2. Mesh dependence issue and numerical framework 
Many cohesive laws have been developed [5]. The bilinear cohesive law was used in [3,4], as 

shown in Fig. 1. maxT , cohesive strength, is the stress at which the damage initiates and the 
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separation is 0
m . cohG , critical energy release rate, is given by  coh max0 d 0.5

f fm
mG T T     , 

where T  is an effective traction,   an effective separation, and f
m  a critical crack opening. 

The damage associated with the cohesive surface separation can be defined [6]. Many researchers 

assumed that maxT  and cohG  played key roles while the shape of the cohesive law was relatively 

unimportant. Series of studies indicated that it could lead to unreasonable results [5,7]. Therefore, 
the shape of the cohesive law should be considered. Dependence of the results on the shape of the 
cohesive law is closely relevant to the dependence of the results on the mesh. Stress distribution in 
the cohesive zones must be resolved accurately. Therefore, a minimum number of elements are 
needed in each cohesive zone and the minimum number has attracted much attention [8]. On the 
other hand, insertion of cohesive elements introduces fictitious compliance [9]. To alleviate it, 
Geubelle and Baylor [9] used an adjustable initial slope in the bilinear cohesive law. 
 

 
Figure 1. Bilinear cohesive law 

 
The co-rolled SMATed 304SS contains the CGL and the NGIL. A computational configuration with 
a length 1 mm and a width 0.9 mm is illustrated in Fig. 2. The thickness of the NGIL is taken as 40 
μm. Two levels of structured cross-triangular mesh size, namely, 10 by 10 μm  and 5 by 5 μm , are 
used. The cross-triangular meshes with uniform size 10 by 10 μm  are illustrated in Fig. 2. 

 

 

Figure 2. Computational configuration and cross-triangular meshes 
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Constitutive parameters for the bulk and cohesive elements are listed in Table 1. Both phases are 
treated as isotropic, elasto-plastic metals. The density, Young’s modulus E, Poisson’s ratio  , and 
flow stress for the two phases are the same as those in [3,4]. The critical energy release rate of the 

CGL, IcG , is obtained in terms of its fracture toughness IcK , which is taken as 100 mMPa . The 

cohesive strength of the NGIL can be calibrated at different critical energy release rate and failure 
strain [3,4]. Two types of boundaries between the CGL and the NGIL are considered: i) a tough 
boundary implying that its cohesive parameters are the same as those of the CGL and ii) a brittle 
boundary implying that its cohesive parameters are the same as those of the NGIL. NGIL’s failure 
strain was estimated to be 3.26% [3]. Here, the critical energy release rate of the NGIL is taken as 
60 Jm-2 and its cohesive strength is calibrated as 1.89 GPa [3,4]. With the calibrated results, 

simulations are carried out at two levels of the cohesive strength of the CGL ( mT =1.87 0  and 

1.94 0 ) and for two types of boundaries. 

 

Table 1. Constitutive parameters for bulk and cohesive elements of the co-rolled SMATed 304SS 

Phase Density  3kg/m  Yield stress E  GPa   
maxT  cohG  

CGL 8000 
0  

200 0.29 
mT  IcG  

NGIL 8000 '
0  

200 0.29 '
mT  '

IcG  

 

3. Numerical results 
3.1 Effect of the shape of bilinear cohesive law 

0
m  is taken as 10-2 μm  and 10-3 μm . When the mesh size is taken as 10 and 5 μm , the 

simulated results for the co-rolled SMATed 304SS are shown in Figs. 3(a-b) and 4(a-b), respectively. 

With 0
m  decreasing, the computational burden increases obviously, consistent with the finding in 

[10], and the overall fluctuation in the stress-strain curve also decreases. As 0
m  decreases, 

simulations show that the peak stress around the microcrack nucleation decreases in Figs. 5 and 6, 
which is in agreement with [7]. 
 
3.2 Effect of the mesh size 
For refined mesh, the incipient microcrack occurs relatively earlier, more minor branches occur and 
then arrest after running one or a few elements length, similar with the experimental study [11]. On 
comparing Figs. 3 with 4, it can be observed that the stress history when the mesh size is 5 μm  is 

more detailed than that when the mesh size is 10 μm . Meanwhile, at each level of 0
m , both the 
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peak stress before the microcrack nucleation and that after the microcrack nucleation have 
negligible dependence on the mesh size. 
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(a)                                  (b) 

Figure 3. The results with mesh size 10 μm  when 0
m  is (a) 10-2 and (b) 10-3 μm   
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Figure 4. The results with mesh size 5 μm  when 0
m  is (a) 10-2 and (b) 10-3 μm   

 
The cohesive zone size has been studied extensively. The widely-used estimate in plane strain 

condition is Rice’s model [12], which gives the cohesive zone size to be . For the CGL, 

the estimated cohesive zone sizes are 7690 and 7190 μm . The mesh sizes, 10 and 5 μm , are much 
smaller than them. For the NGIL, the estimated cohesive zone size is 3.24 μm , smaller than the 

mesh sizes. Due to its brittle nature, the size of cohesive zones in the NGILs is relatively easy to 
reach the level of the NGIL thickness. The cohesive zones in the NGILs contain 4 and 8 cohesive 
elements when the mesh size is 10 and 5 μm, respectively. Therefore, there is no need to further 
refine the mesh in the NGILs. The above justifies using two levels of mesh size. Note that in Figs. 3 

and 4, at each level of 0
m , the main results are fairly consistent despite the fact that the mesh sizes 

are not apparently smaller than the estimated cohesive zone size for the NGILs. Previous 
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investigation has also suggested that the mesh size requirement can be relaxed under certain 
conditions [8,9]. Our simulation shows that the larger thickness of the brittle phase in uniform state 
allows the use of coarser meshes. 
 

4. Conclusions 
The simulations show that the shape of the bilinear cohesive law can obviously change the stress 
response, including the overall numerical fluctuation and peak stress. For crack initiation and 
propagation in a laminated composite structure, overall stress response has weak dependence on the 
mesh size. Simulation results show that the comparatively larger thickness of the phases in uniform 
state relaxes the requirement on the mesh size. 
 

Acknowledgements 
Dr. X. Guo acknowledges the support from National Natural Science Foundation of China (Project 
No. 11102128). Professor J. Lu acknowledges the support from the Research Grants Council of the 
Hong Kong Special Administrative Region of China under grants CityU8/CRF/08 and 
GRF/CityU519110, and the Croucher Foundation under grant CityU9500006. 
 

References 
[1] A.Y. Chen, D.F. Li, J.B. Zhang, H.W. Song, J. Lu, Make nanostructured metal exceptionally 

tough by introducing non-localized fracture behaviors. Scripta Mater, 59 (2008) 579–582. 
[2] A. Needleman, A continuum model for void nucleation by inclusion debonding. ASME J Appl 

Mech, 54 (1987) 525–531. 
[3] X. Guo, A. Y.T. Leung, A.Y. Chen, H. H. Ruan, J. Lu, Investigation of non-local cracking in 

layered stainless steel with nanostructured interface. Scripta Mater, 63 (2010) 403–406. 
[4] X. Guo, G.J. Weng, A.K. Soh, Ductility enhancement of layered stainless steel with nanograined 

interface layers. Comp Mater Sci, 55 (2012) 350–355. 
[5] N. Chandra, H. Li, C. Shet, H. Ghonem, Some issues in the application of cohesive zone models 

for metal-ceramic interfaces. Int J Solids Struct, 39 (2002) 2827–2855. 
[6] ABAQUS, ABAQUS theory manual and user's manual, version 6.10, Dassault (2012). 
[7] H. Li, N. Chandra, Analysis of crack growth and crack-tip plasticity in ductile materials using 

cohesive zone models, Int J Plast 19 (2003) 849–882. 
[8] Z. Zhang, G.H. Paulino, Cohesive zone modeling of dynamic failure in homogeneous and 

functionally graded materials. Int J Plast, 21 (2005) 1195–1254. 
[9] P.H. Geubelle, J.S. Baylor, Impact-induced delamination of composites: a 2D simulation. 

Compos Part B, 29 (1998) 589–602. 
[10] D.V. Kubair, P.H. Geubelle, Comparative analysis of extrinsic and intrinsic cohesive models of 

dynamic fracture. Int J Solids Struct, 40 (2003) 3853–3868. 
[11] E. Sharon, J. Fineberg, Microbranching instability and the dynamic fracture of brittle materials. 

Phys Rev B, 54 (1996) 7128–7139. 
[12] J.R. Rice, The mechanics of earthquake rupture. Physics of the Earth’s interior. Italian Physical 

Society, Italy, North-Holland Publ. Co.: Amsterdam (1980) 555–649. 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-1- 
 

Hamiltonian analysis applied to the dynamic crack growth and arrest in a 
Double Cantilever Beam. 

 
Gilles DEBRUYNE,1,*, Radhi ABDELMOULA2  

 
1 LaMSID-EDF-CEA, 1 avenue du Gal de Gaulle 92141 Clamart, France 

2 Paris XIII University, LSPM ,Avenue J.B. Clément 93430 Villetaneuse, France 
* Corresponding author: gilles.debruyne@edf.fr 

 
Abstract   
The paper deals with the dynamic crack growth and arrest in an elastic DCB specimen, idealized by a 

Bernoulli-Euler beam. The surface energy of the material is 12Γ  and the initial crack is blunted with the 

energy 0 12 2Γ > Γ . The crack is then pushed ahead while the loading is frozen, the crack velocity and arrest 

length depending on the ratio 0 1/R = Γ Γ . The analytical approach used to investigate the beam behaviour 

and the crack growth, is based on the Hamilton’s principle of stationary action, considering an approximate 
equation of motion, based on a N  modes decomposition of the beam deflection . This process leads to a set 
of N second order differential equations where the unknowns are the mode amplitudes and their derivatives, 

coupled to a single equation exhibiting the current crack length ( )tl , velocity ( )t&l  and acceleration ( )t&&l . 

The results concerning the crack kinematics, particularly the arrest length, are in good accordance with those 
obtained by a Finite Element Model associated to a cohesive zone model.  
The method is then applied to a material with heterogeneous fracture properties, in particular with a 
distribution of small brittle flaws perturbating the crack kinematics. This method allows a large range of 
configurations with a low computational time.  
 
Keywords  Crack arrest, Hamiltonian, Lagrange equations, Double Cantilever Beam, pops-in 
 

1. Introduction 
The double cantilever beam (DCB) specimen is widely used for crack arrest investigations, and its 
geometry is suitable for one-dimensional analysis models. For dynamic crack growth in a finite 
solid, analytical solutions are uncommon. The first quantitative prediction for the kinematics of a 
fast propagating crack, using an energy balance, is due to Mott [1]. Whereas crack propagation 
problems with transient motion are often achieved only with Finite Element Models, some 
analytical procedures are available for one dimensional models as DCB specimens. We focus here 
on a bimaterial DCB specimen, with a high toughness part where the initial crack is blunted, welded 
to a low toughness section where the crack enters with a high velocity. Transient kinetic analyses 
may be also achieved with some analytical methods, such hyperbolic equations solved by a finite 
difference scheme applied to characteristic lines [2,3]. An original analytical way, based on solving 
Lagrange’s equation of a DCB specimen motion, considered as a Bernoulli-Euler beam, has been 
initiated by Burns and Webb [4], assuming a special form of the kinetic energy corresponding to a 
specific constant loading rate. Freund [5] has extended this approach for a general loading, 
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suggesting a modal decomposition, but limiting his work to the mode 0N = . It is suggested here to 
extend the modal analysis to higher vibration modes to investigate the dynamic crack growth and 
arrest in a DCB specimen.  

 

2. The Bernoulli beam model applied to a duplex DCB.  
 

An elastic Double Cantilever Beam specimen is illustrated in the figure 1. The specimen arms are 

slowly prescribed to a monotonic opening displacement 0 ( )W t  which gives rise to a quasi-static 

mode I crack growth (denoted by the current value 0 c≤ <l l l ) in a first part of the beam, made up 

of a 02Γ  surface energy material. A second material with a lower toughness, denoted the test 

section, is welded to the first one (the corresponding surface energy is 1 02 2Γ < Γ ). When the crack 

tip reaches the critical point corresponding to the sections interface ( cx = l ) where the toughness 

jump occurs, its rapidly runs throughout the test section, while the loading is frozen. The crack 

velocity &l  (and the arrest length Al ) in this test section, is governed by the surface energy ratio of 

the two sections ( 0 1/ , 1R R= Γ Γ > ). We investigate here the crack kinematics during this stage, 

including the crack arrest c Ax≤ ≤l l , with the assumption of a straight crack path, without any 

branching or kinking. 
 
 
 
 
 
 
 

 
 
 
 

Figure 1 Crack growth and arrest in a bimaterial DCB specimen. 

Only half of the specimen, and then half of the surface energy ( 0 1,Γ Γ ) are considered here. A 

Bernoulli-Euler model is assumed to model the beam (the ratio / ch l  is considered small enough 
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to bear out a classical beam theory). Therefore, the motion only exhibits the scalar beam deflection 
( , )w x t . The general differential motion equation, associated with the boundary conditions may be 

written as follows, 0, a∀ ≤ ≤l l l l  : 

[ ]
4 2

4 2

2
0

2

0, 0, ,

(0, ) ( ), (0, ) 0,

( , ) 0, ( , ) 0,

w wEI A x t
x t

ww t W t t
x

ww t t
x

ρ
⎧ ∂ ∂

+ = ∀ ∈ ∀⎪ ∂ ∂⎪
∂⎪

= =⎨ ∂⎪
⎪ ∂

= =⎪ ∂⎩

l

l l

(1)
 

where , , ,E I A ρ  are respectively the elastic modulus, the area moment of inertia of the beam cross 
section, the area of this section, and the mass density of the material. 
As the dynamic stage is the only one which matters, the initial conditions will refer to the crack 

running onset time when ( 0) ct = =l l , so that the quasi-static growth stage ( [ ]0 0, ct x< ∈ l ) is 

disregarded here. 

3. Approximate equation of the DCB motion by modal decomposition 
 

3.1. Approximate equation of motion. 
 
It is supposed, as already suggested by Freund [5], that the deflection of the beam is given by the 
following approximation : 

( ) ( ) ( ) ( ) ( ) ( )ˆ( ), , , 1,stat stat
i iw X t t w X w X t w X a t X i Nφ= + = + = (2) 

 
where the Einstein summation convention is henceforth adopted, from now on. The new variable 

[ ]/ , 0,1X x X= ∈l  is the normalized beam coordinate, useful in the case of a growing crack, such 

that the moving integration domain [ ]0, ( )tl  is replaced by the stationary reference domain 

[ ]0,1 , ( )t∀l . ( )statw X  is the quasi-static deflection solution, ( )ˆ ,w X t  the perturbation around the 

equilibrium solution, iφ
 
the i th normal mode shape for free vibration of the beam, and ia the 

unknown deflection amplitude associated to iφ . 

The homogeneous boundary conditions associated to the free vibration of the beam are derived 
from (1) : 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-4- 
 

( ) ( )
( ) ( )

1 1 0,

0 0 0, 1,

i i

i i i N

φ φ

φ φ

⎧ ′= =⎪
⎨

′′ = = ∀ =⎪⎩
(3) 

3.2. Free vibration mode shape. 

 

An harmonic motion for the free vibration mode is assumed : 

( ) ( ) ( )ˆ , sin , 1,i iw X t X t i Nφ ω θ= + =  (4), 

where iω  is the angular frequency associated to the mode iφ , θ  the phase angle. 

The motion equation may be written as : 
 

[ ]
4 2

(4) 4 4( ) ( ), , 1, , 0,1 , i
i i i i

AX X i i N X
EI

ρ ωφ μ φ μ= ∀ = ∀ ∈ =
l

 

(5) 

The general solution of (10) is :  

( ) ( ) ( )
( ) ( )i

i i i
i

cos
X sin X sh X

sh
μ

φ μ μ
μ

⎡ ⎤
= −⎢ ⎥
⎣ ⎦  

(6)
  

and each angular frequency is given by the following equation: 
 

( ) ( ) , , 1,i itg th i i Nμ μ= ∀ =   
(7)

 

4. Hamilton’s principle applied to a domain with a moving crack. 
 

Hamilton’s principle of stationary action is widely used in classical mechanics [6]. It postulates that 
the dynamics of a system is governed by a variational problem for a functional integrating the 
Lagrangian function, which contains some information about the energy of the system and the 
forces acting on it. It is the weak form of the differential equations of motion of the system. 

4.1. General Hamilton’s principle applied to a system described by a discrete set of 
degrees of freedom.  

 
Let us recall the outlines of the principle for a system described by the generalized coordinates 

( ) , 1,iq i N= , in a formal way. Hamilton’s principle states that the true evolution of ( )iq  along a 

path γ between two mechanical states at time 0t and 1t  is a stationary point of the action 

functional : 1

0

( ) ( , , )
t

i it
q q t dtϕ γ = ∫ &L (8), where ( , , )i iq q t&L is the Lagrangian function of the system. 

This principle involves the following system of N
 
Euler-Lagrange equations [6] : 
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0, , 1,
i i

d i i N
q dt q
∂ ∂

− = ∀ =
∂ ∂&
L L

(9) 

Let us introduce the Hamiltonian function as the Legendre transform of the Lagrangian function : 

( , , ) ( , , ), 1i i i i i iq p t p q q q t i N= − ≤ ≤& &H L (10) 

with i
i

p
q
∂

=
∂&
L

 . The following relations : 

,i i
i i

p q
q p

∂ ∂
= − =

∂ ∂
& &H H

(11) 

are called Hamilton’s equations. The system of Euler-Lagrange’s equations (14) is equivalent to the 
Hamilton’s equations (16) (under some assumptions). 

 

4.2. Application to the DCB specimen.  
 

These previous considerations are very formal and general. They can be applied to an 

elastodynamic system such our model, considering that , 11, ,i i Nq a i N q += = = l . Therefore, the 

Lagrangian is : 

( ) ( ) ( )
0

, , , , , , , ( ) , 1,i i i i ia a K a a U a x dx i N= − − Γ =∫
l& && &l l l l lL

   
(12) 

and the Euler-Lagrange equations become : 

 
 

( ) ( ) 0, ,1
i i

K U K Ud i i N
dt a a

∂ − ∂ −⎛ ⎞
− = ∀ ≤ ≤⎜ ⎟∂ ∂⎝ ⎠&  

(13) 

( ) ( ) ( ) 0,
K U K Ud

dt
∂ − ∂ −⎛ ⎞

− +Γ =⎜ ⎟∂ ∂⎝ ⎠
l&l l

(14) 

which are respectively the local motion equations similar to equ. (1) for each eigenmode and the 
expression of the energy release rate. Using the Legendre transform of L  , the following relation 
holds : 

( ) ( ) ( )
0

, , , , , , , ( ) , 1,i i i i ia a K a a U a x dx i N= + + Γ =∫
l& && &l l l l lH  (15) 

Thus, the Hamiltonian is the total energy of the beam. Furthermore, since the Lagrangian equations 
are fulfilled, the energy balance is fulfilled. Starting from now, the complete solution of the 
dynamic crack growth problem in the DCB is restricted to the determination of the time dependent 

variables ( ), ( )ia t tl  
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5. Setting up the equations system, starting from the Hamilton’s principle. 
 

The relations (13) associated to the modal decomposition lead to the following second order 
ordinary differential system of N equations, describing the beam motion :  

( ) ( )
2

4
3 4 4 2 12 4

2 1 , 1,i ij ij i ij
i j j j i i

EIa C a C a C C a C a i N
A

μ
ρ

= + + + + − ∀ =
&& & &l l l&& &
l l l l

(16) 

where ( , , , 1,i i ia a a i N=& && ) are the unknowns and ( , ,&&&l l l ) the equation parameters. The coefficients 

( )1 2 3 4, , ,ij i i ijC C C C  depend on the mode shape of the beam, and iμ  corresponds to the angular 

frequency computed with the relation (7). The relation (14) leads to the single equation, describing 
the crack kinematics (where the summation convention holds) : 

( ) ( )
2

2 2 4 1
2 1 3 43

32 2 3( )
2 2 2

j ij c i ij
j j i i i i i j

EIa C a a C w a a C a a C
A A

μ
ρ ρ

⎛ ⎞Γ
= + − − + + + + −⎜ ⎟Δ Δ Δ ⎝ ⎠

& &l l l&& & & && &&l
l l

(17) 

with 
2

1 2
6( ) 2

35

c
ij i

i j i
w a a C a CΔ = + +  and ( , ,&&&l l l ) are the unknowns and ( , , , 1,i i ia a a i N=& && ) the 

equation parameters. It is important to point out that the above coupled system does not take into 
account two features : the irreversibility of the crack growth ( 0≥&l ) and the non overlap of the 

crack lips ( ( ), 0w x t ≥ ), involving constraints on the amplitudes ia , are not considered. This lack in 

the model will not affect the results in most of the cases as we will see in the next sections. 

6. Application to an homogeneous test material 

6.1. Number of modes influence. 
 

The surface energy ratio is 3R = . From 3N = , the crack growth solution convergence may be 
considered as correct (with some oscillations, related to the propagation reversibility, see fig. 2).  
 

 

 

 
 
 
 
 

 
 
 

Fig. 2. Crack kinematics for a modal decomposition up to 5 modes (R=3). 
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The crack arrest point arises as soon as the solution globally decreases.  
 

6.2. Comparison with a cohesive zone model. 
 

Our method has been compared with a cohesive zone model with a sufficiently small cohesive zone, 
to be close to the Griffith model [7] . Furthermore, this cohesive model is applied to a plane strain 
behavior while the present method uses a beam model. The comparative results from the present 
model and the cohesive model for 3R =

 
are illustrated on the figures 3 and 4. 

 
The results (for 

N=4) are in a good accordance. The crack arrest takes place when the kinetic energy reaches its 
minimum, before a second bounce, which corresponds to the beam vibration at the end of the crack 
propagation.  

 
 
 
 
 
 
 
 
 
 

 
 
 
 

Fig. 3. Comparative analysis with a cohesive zone model :Crack kinematics versus time for R=3. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4. Comparative analysis with a cohesive zone model :Kinetic energy versus time for R=3. 
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7. Application to materials with heterogeneous toughness . 
 

The case of heterogeneous fracture properties is investigated, in particular when one single flaw 
may upset the crack kinematics. If the flaw is weaker than the safe material, the crack may jump 
over it. This phenomenon, called “pop-in” [8] is investigated here with the following parameters : 
the flaw position, and its toughness. Conversely, tougher inclusions inside the test material may 
slow down or stop the crack, or reduce the crack arrest length. 

7.1. One single weak flaw ahead the initial crack tip. 
In a first case, a e  length single flaw, located just ahead the initial crack tip, is considered (see fig. 

5). The flaw toughness value is 1 0 / RΓ = Γ  and the material recovers its original toughness 

0Γ beyond the flaw. The aim is to check if the crack will stop just after the flaw or deeper in the 

original material, and in this latter case, which is the arrest length, depending of e  and R .  
 
 
 
 
 
 

Fig. 5. One single weak inclusion ahead the initial crack tip in the test material. 
The figure 6 displays the ratio crack arrest length over flaw length, versus the ratio flaw length over 

initial crack length, for a range of 1.5 4R< < . It is noteworthy that for 00.2 / 0.4e L≤ ≤  (this 

range of 0/e L  and R  is usual for industrial components, the crack arrest occurs around the flaw 

tip, and the crack does not deeply penetrate inside the safe material. 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 6. Crack arrest length on flaw length, versus flaw length on initial crack length. 
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7.2. One single tough flaw ahead the initial crack tip. 
 
 
 
 
 
 
 
 

Fig. 7. One single tough inclusion in the test material. 
 

On the contrary, a tough e  length flaw ( 2 0Γ ≥ Γ ) is embedded in the regular test material 

( 1 0 / RΓ = Γ , with the fixed value 3R = ), at a distance d  ahead the initial crack tip (fig. 7). The 

influence of the flaw features d , e  and 2Γ on the crack kinematics is investigated. If the flaw is 

sufficiently long (in our specific case 0/ 6%e >l , see fig.8), the crack is immediately stopped 

inside the flaw. In the other hand where 0/ 1%e <l the crack kinematics is very close to that 

without flaw. In the intermediate situations, a transient crack arrest takes place in the flaw (the 
longer the flaw, the longer the transient arrest time), followed by a crack restart with either a 

reduced final crack arrest ( for 0/ 5%e =l ) or a regular one ( for 0/ 3%e =l ).  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 8. Influence of the flaw length. 
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8. Conclusions and outlines. 
The complete dynamic crack kinematics is described from the Hamiltonian variational formulation 
associated to a modal decomposition. It is correctly described in a swift time, compared to the 
prediction of more heavy FE methods, even for a small number of modes (in many cases, three 
modes are sufficient, for a few seconds of computational time). The method has been also applied to 
a material, embedding some flaws with heterogeneous fracture properties. The crack kinematics, 
including the crack arrest, is very sensitive to the flaw position and toughness. The main drawback 
of our method is the non account of the crack growth irreversibility, which leads to small stages 
with negative crack velocities instead transient crack arrest, but without significant consequence on 
the results fairness. This disadvantage may be circumvented, adding the constraint inequality 0≥&l  
in the motion equations, but with probably an increase in the computational cost. An extension of 
this method to a beam with variable section geometry (tapered DCB), a complex toughness 
distribution, is straightforward. On the other hand, some developments concerning the material 
behaviour such as the viscosity or plasticity, or the application to bidimensionnal geometries are 
possible but more ticklish. 
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Abstract 
Material surface and immediate subsurface layers can be called “skin”. A novel Ultrasonic Nanocrystal Surface 
Modification (UNSM) technology produces uniformed micro dimples on the top surface and nanometer grain in 
the subsurface, increases surface hardness and induces compressive residual stress. This way mechanical 
characteristics related to fatigue, wear, friction, etc. can be improved. The concepts and properties of nanoskin 
materials and components are proposed with their potential application. 
 
Keywords: Nano grain materials; Nano skin materials; Ultrasonic Nanocrystal Surface Modification. 

 
1. Introduction. 
Concept of Nanoskin Materals and Components  
 
Friction and wear, low, high and very high cycle fatigue, rolling contact fatigue and some other 
characteristics of machine components are influenced by the surface characteristics of material. The top 
surface and immediate subsurface layers can be called “skin”. When subsurface grain dimensions reach 
nanometer range and top surface acquire micro or nano scale roughness and texture, these properties are 
much different from those of the ordinary structure. The hardness, compressive residual stress and grain 
size of subsurface are major factors that determine fatigue, friction, wear and fatigue characteristics. 
Therefore, nanoskin materials and components can be defined as top surface of material consisting of 
nano scale roughness and nano and/or micro scale texture, and subsurface nanoscale grain size with 
improved hardness and compressive residual stress. 
Lowest roughness of 10 - 200 nm is usually achieved through various forms of abrasive surface finish 
[1]. However, manufacturing costs rise exponentially with decreasing of the surface roughness. Surface 
texturing can reduce friction and wear characteristics, but there is no general rule yet to explain its 
effects on wear and friction. Besides, the size of the pattern is usually bigger than several dozen micro 
millimeters [2, 3, 4]. 
Grain size refinement is usually achieved through conventional heat treatment and deformation 
processes like forging, rolling, drawing and extrusion. However, 1μm (for steels) is a limit for the grain 
size refinement [5]. The severe plastic deformation process such as ECAP (Equal Channel Angular 
Process) is a novel technology which refines the grain size of bulk rod into nano scale [6]. But from the 
view point of nano skin of materials and components, there is still a lot more research to do. 
 
 
 



2. The UNSM Technology  
 
Ultrasonic Nanocrystal Surface Modification (UNSM) stands out for ability to generate specifically 
nanoskin on the surface of material. The main concept and mechanism of UNSM shown in Figure 1 are 
as following [7, 8, 9]. A tungsten carbide ball attached to an ultrasonic device strikes the surface of a 
work piece 1.2 ~2.4 x 106 times per minute with 1,000 to 100,000 shots per mm2 and under contact 
pressure range from 3 to 100 GPa. These strikes bring severe plastic-elastic deformation to surface and 
subsurface. Thus uniformed micro dimple pattern on the surface and nanocrystalline structure and 
compressive residual stress in subsurface layer are induced. This change has potential to simultaneously 
improve static and fatigue strength, as well as surface hardness and surface roughness of the work piece. 
 

  

Figure 1. UNSM Mechanism and UNSM Device with CNC 
Lathe for Hub Bearings 

2.1 Top surface properties: roughness and micro dimples texture 
 

 
 

Figure 2. Micrograph images and 3-D topology of AISI52100 
 

The uniform micro dimple pattern of the surface is the signature mark of the UNSM treatment. Figure 2 
shows modification of the surface pattern of SAE52100 bearing steel ground specimen treated with 
UNSM. Ra roughness is improved from 0.19 μm to 0.11 μm and uniform micro dimple structure 
improved entrapped oil volume [9, 10, 11]. Table 1 shows that dimensions of micro-dimples measured 
by AFM are rather in nano order. 
 

Table 1. Micro dimple size for AISI52100 treated with UNSM 

Conditions Feedrate, 
mm/rev 

Amplitude, 
µm 

Lathe 
Spindle 

Speed, rpm

Static 
Load, N

Tip diameter, 
mm 

Micro dimple 
diameter/depth, μm 

UNSM I 50 0.8/0.07 
UNSM II 100 0.56/0.05 
UNSM III 

0.07 30 
150 

60 2.38 
0.42/0.04 

 



2.2 Subsurface properties 
 
2.2.1. Nano crystallization 
 

 
Figure 3. Comparison of grain size before and after UNSM treatment for SAE52100 bearing steel specimen. 

 
Figure 3 shows modification of the grain structure in the subsurface of specimen made of SAE52100 bearing steel. 
It can be seen that strikes induced grain size refinement from 2 µm to 0.4 µm.  Figure 4 shows grain size in the 
subsurface of UNSM generated nanoskin of SUS 304 steel. The grain was refined almost 1/1000 [8, 13]. 
 

Depth, μm Grain size, nm 
5 30 

10 36 
20 42 
30 45  

Figure 4. TEM and XRD analysis and calculation of SUS 304 steel grain size of after UNSM 

2.2.2. Increase of top surface and subsurface hardness 
 

 

SKD61 SAE52110 
Figure 5. Microhardness depth profile of SKD61 and SAE52110 steels treated with UNSM 
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Table 2. Top surface hardness  
 Ti–6Al-4V Inconel738 Inconel690 Cu-Zn alloy Al6061-T6

Untreated/UNSM 
Hardness(HV) 380/424 405/448 164/280 130/210 100/141 

Hardness at the top surface increased by 33% and 17% for SKD61 and SAE52110, respectively. Table 2 shows 
improvement of top surface hardness of some other materials nanoskin-treated by UNSM technology. 
 
2.2.3. Increase of compressive residual stress 

A:SKD61 (H13) B: Ti-6Al-4V 

Figure 6. Compressive residual stress treated by UNSM technology 

Compressive residual stress within a nanoskin created by UNSM of SKD61 (equivalent of H13) is 
shown in Figure 6A, and of a Ti-6Al-4V for medical and aircraft application is shown in Figure 6B. 
Comparison between deep rolling (DR) and UNSM is also shown in Figure 6B [9, 12, 14]. 
 
2.3.   Mechanical performance of nanoskin: fatigue, wear, friction and rolling contact fatigue 
 
2.3.1.   Improvement of HCF and VHCF strength 
 
In order to evaluate the effects of UNSM generated nanoskin on fatigue performance of some 
automotive, aircraft and medical alloys, ultrasonic fatigue tests (UFT) were carried out on Al6061-T6, 
Ti-6Al-4V (TC4) and Ti-3Al-2Mo-2Zr (TAMZ) specimens. Using UFT device reduced test time and 
better simulated extremely high frequency loading and influence of strain rate on fatigue behavior of 
tested material. The test frequency was 20 kHz and stress ratio R=-1. The specimens were hourglass 
shape with neck diameter 6 mm and notch radius 60 mm for Al-alloy and 3 mm/31 mm for Ti-alloys. 
Figure 7 shows S-N curves acquired through UFT for UNSM treated and untreated specimens.  
 

  
a b 

Figure 7. S-N curves for UNSM treated and untreated Al6061-T6 specimens (a) and TC4 and TAMZ (b) 



 
It is shown that UNSM induced nanoskin prolongs fatigue life of all three alloys. In many instances 
UNSM treated specimens lasted well beyond 109 cycles or run out. S-N curve of UNSM treated Al6061-
T6 is shifted approximately 25 – 30 % towards higher stress level compared with untreated specimens. 
Meanwhile, UNSM induced nanoskin improved fatigue strength of TC4 and TAMZ by 11 % and 13 % 
respectively.  
Untreated Al6061-T6 specimens show various fracture surfaces. At high stresses (Figure 8a) cracks are 
initiated at inclusions or other defects and rapidly spread, forming a “canyon” shaped damage. At 
medium stresses (Figure 8b) fatigue failure occurs at the surface followed by propagation into the 
interior, as indicated by cross-section lines. At lower stresses (Figure 8c) slip bands occur at crack 
starting point.  
Figure 8d shows a typical high cycle fatigue fracture of UNSM treated specimens.  
 

 

a b 

c d 
Figure 8. Untreated (a-c) and UNSM treated (d) Al6061-T6 specimens fracture surfaces 

 
Although fatigue strength of TC4 is higher than that of TAMZ alloy, their fracture behavior is very 
similar. Fractographic analysis of typical untreated Ti-alloy gigacycle (> 108 cycles) specimens displays 
that cracks always initiate at the surface, as shown on Figure 9. The fracture surface can be divided in to 
four areas:  (I) an initial relatively flat area; (II) a distinctly rough area with propagation traces like 
radiate wave lines; (III) a wider fracture surface with radial streaks along propagation direction and (IV) 
overload fracture area. 
For specimens with UNSM induced nanoskin, the fracture surface can be divided in four areas, much the 
same way as untreated specimens. The important difference, however, is that the crack initiation always 
occurs in the subsurface, about 50 μm below, at the internal inclusion and form a fish-eye, as shown on 
Figure 10.  
 

 



 
Figure 9. Fracture surface of untreated Ti-alloys, gigacycles 

 

 
Figure 10. UNSM treated Ti-alloys’ fracture surface, gigacycles 

 
The crack initiation area appears as a white dot in the middle of dark spot (also known as “optically dark 
area”, or ODA). This dark zone is relatively flat and circular, and relates to short crack propagation, 
where no crack closure is present. Typically, specimen with larger ODA has longer fatigue life [15, 16]. 
Outside of ODA there is wide fracture surface with large radial patter. There are some ridge patterns and 
striation. 
 
2.3.2.   Improvement of RCF strength and reduction of friction torque 
 
In order to evaluate the effects of nanoskin on rolling contact fatigue strength of bearings steel 
SAE52100 (SUJ2), two kinds of tests were carried out: 6 balls test and roller test. The life cycle in 6 
balls test is increased from 6.3 x 106 to 25.7 x 106 and in roller test increased from 4.9 x 106 to 10.2 x 
106. Friction torque is 20~30% lower than that of untreated specimens as shown in Figure 8 [9, 10].  
 



 

Figure 8. Friction Torque of 6 Balls Test Specimens Before and After UNSM (500rpm, 8000N) 

2.3.3.   Reduction of friction coefficient and wear rate 
 
In order to evaluate the effects of nanoskin on tribological properties of SKD61 specimens, a dry pin-on-
disc test was carried out. The friction coefficient and wear rate of UNSM treated specimens are reduced 
by 48% and 96%, respectively. Industrial tests of UNSM trimming knives for hot and cold rolling mills 
of high strength steel manufacturing had been carried out for several years. Results showed that UNSM 
generated nanoskin doubled production intervals between knives replacements, therefore increasing 
productivity and reducing production cost [9, 12, 14].  
 
3.   Conclusions 
 
Due to effects of surface nano and/or micro scale roughness and texture, and subsurface nanoscale grain 
size with improved hardness and compressive residual stress of UNSM created nanoskin the limits of 
fatigue strength and rolling contact fatigue strength of conventional materials can be extended by 
nanoskin materials and components. Coincidental size and weight reduction of mechanical components 
can be obtained also by nano skin components as well. High cycle and very high cycle fatigue 
improvements are supported by changes in fracture mechanism as illustrated by fractographic analysis.  
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Abstract The paper presents numerical methods used for predicting crack paths in technical structures based
on the theory of linear elastic fracture mechanics. To simulate crack growth, the FE-method is used in combina-
tion with a smart re-meshing algorithm. Different methods providing accurate crack loading parameters partic-
ularly for curved cracks such as the J-integral or stress intensity factors (SIF) are presented. Path-independent
contour integrals [12] are used to avoid special requirements concerning crack tip meshing and to enable effi-
cient calculations for domains including interfaces and internal boundaries. The integration paths being finite
and far from the crack tip, special attention has to be directed to the treatment of the crack face integral since
the calculation of the coordinateJ2 is challenging [5]. The same holds for the coordinateMII

2 of the interaction
integral related to a mode-II auxiliary loading. In particular, the interaction of multiple cracks and internal
boundaries and interfaces is investigated. Calculating the global J-integral, including all crack tips existing in
a structure, leads to the necessity of a separation procedure to determine the parts of J related to each single
crack tip.

Keywords J-integral, M-integral, mixed-mode fracture, curved crack faces, fictitious crack faces

1. Introduction

Path-independent integrals are widely applied to calculate loading quantities such as stress intensity
factors, the energy release rate or the J-integral. The J-integral is based on Eshelby’s [6] general
theory of forces acting at singularities. Rice [12] and Cherepanov [4] applied the formulation of this
path-independent integral to strain concentration problems like notches and cracks. Herrmann and
Herrmann [10] extended Rices’ approach ofJ, which was limited to straight cracks, by a formula-
tion of the two-dimensionalJk-integral vector which is composed of the coordinateJ1 = J andJ2.
Bergez [2] presented a relation betweenJk-integral and SIF. It is well-known that the calculation of
theJ2-integral is challenging since the numerical treatment of the singular stresses at the crack tip is
going along with problems finally leading to inaccurate results. A semi-analytical approach for the
calculation ofJ2 considering straight cracks was presented by Eischen [5].
The M-integral is a conservation integral based on the superposition of two loading scenarios [13, 14],
i.e. the actual and an auxiliary loading. In general, the near tip solution is employed to obtain auxil-
iary fields limiting this method to straight cracks in homogeneous materials without interfaces. Gosz
et. al. [7, 8] applied the M-integral to three-dimensional crack problems considering interfaces and
curved crack fronts, however still maintaining straight crack faces.
This paper presents two new methods for calculating accurate values ofJ2 which are valid for straight
and curved cracks. Further, theMk-interaction integral vector is calculated for arbitrary curved crack
faces.
Crack path predictions for multiple crack systems are carried out classically by applying crack tip ele-
ments [3] or the M-integral associated with small integration contours [16]. Additionally, a separation
procedure is introduced, to calculate accurate loading quantities from a globalJk-integral calculation,

representing the sum of allJ(i)k -integral vectors, related to the i-th crack tip. Resultingcrack paths of
a crack propagation simulation considering two cracks are presented.
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2. Path-independent contour integrals
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Figure 1. Integration contours, actual and fictitious crackfacesΓC andΓF for path-independentJk and
Mk-integrals.

Within the theory of Linear Elastic Fracture Mechanics (LEFM) the Jk-integral vector is a path-
independent energy conservation integral. With an integration contourΓε in the vicinity of the crack
tip at a distanceε, theJk-integral is defined as

Jk = lim
ε→0

∫

Γε

Qk jn jds (1)

with Eshelby’s tensorQk j, including the stress tensorσmn, the strain tensorεmn and the displacement
derivativesui,k:

Qk j =
1
2

σmnεmnδk j −σi jui,k (2)

The Kronecker identity tensor is denoted asδk j. In LEFM the coordinates of Eq. (1) are related
directly to the stress intensity factors [2]:

J1 =
K2

I +K2
II

E ′ , J2 =−2
KI KII

E ′ (3)

For plain stressE ′ = E and for plain strainE ′ = E/
(

1−ν2
)

. The energy release rateG is the projec-
tion of Jk onto the unit vector of crack propagation directionzk:

G = Jk zk (4)

If the Jk-integral is calculated, assuming two different superimposed loading scenarios(1) and(2) for
an arbitrary crack configuration, one obtains the followingexpression:

J(1)+(2)
k = lim

ε→0

∫

Γε

Q(1)+(2)
k j n jds = lim

ε→0

∫

Γε

(

Q(1)
k j +Q(2)

k j +Q(1/2)
k j

)

n jds = J(1)k + J(2)k + J(1/2)
k (5)
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The third term of Eq. (5) is the interaction integral vectorJ(1/2)
k and will be denoted from now on as

Mk,

Mk = lim
ε→0

∫

Γε

Q(1/2)
k j n jds (6)

with Eshelby’s tensor related to the interaction integral

Q(1/2)
k j =

1
2

(

σ (1)
mn ε(2)mn +σ (2)

mn ε(1)mn

)

δk j −
(

σ (1)
i j u(2)i,k +σ (2)

i j u(1)i,k

)

(7)

For straight crack faces, the near-tip solution yields valid fieldsεmn, σmn, ui,k associated to an auxiliary
loading configuration and is therefore usually applied as auxiliary field. The relation between the
coordinates of Eq. (6) and stress intensity factors is as follows:

MI
1 = 2

KI

E ′ , MI
2 =−2

KII

E ′ , MII
1 = 2

KII

E ′ , MII
2 =−2

KI

E ′ (8)

The superscripts I and II denote a single mode-I or single mode-II auxiliary loading. If finite integra-
tion contoursΓR are considered, the coordinates ofJk andMk in general become path-dependent. If
crack faces are straight, see Fig. 1(a), the path-dependence is restricted toJ2 andMII

2 in the case of
mixed-mode loading. If curved crack faces are considered, seeΓC in Fig. 1(b), both coordinates ofJk

andMk are depending on the chosen integration contourΓR. To hold path-independence, crack face
integrals with dΓC = dΓ+

C = −dΓ−
C have to be introduced, describing the jump of Eshelby’s tensor

across the crack faces:

Jk =
∫

ΓR

Qk jn jds+
∫

ΓC

r

Qk j

z+

−
n jds (9a)

Mk =

∫

ΓR

Q(1/2)
k j n jds+

∫

ΓC

r

Q(1/2)
k j

z+

−
n jds (9b)

In contrast to theJk-integral according to Eq. (9a), theMk-integral according to Eq. (9b) is still
not path-independent, if curved crack faces are considered. Path-independence is finally achieved
including an integration along the fictitious crack surfaces dΓF = dΓ+

F =−dΓ−
F , see Fig. 1(b):

Mk =
∫

ΓR

Q(1/2)
k j n jds+

∫

ΓC

r

Q(1/2)
k j

z+

−
n jds+

∫

ΓF

r

Q(1/2)
k j

z+

−
n jds (10)

These are corresponding to the auxiliary fields which are taken from the asymptotic crack tip solu-
tions. Thus, the fictitious crack facesΓF and the actual onesΓC always coincide at the crack tip. The
integration in the vicinity of the crack tip based on numerical values provided from the FE-calculation
is challenging. As the numerical representation of the singularity in stresses and strains deviates
strongly from analytic solutions, the calculation of crackface integrals needs a special treatment.

3. Extended crack face integration

In this section, two methods are presented producing sufficiently accurate results for the crack face
integration. Both are applied to theJk- andMk- integral calculation, however only the first one is
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Figure 2. Curved crack facesΓ+, Γ−, crack tip coordinate systemxi, global coordinate systemxi,
local crack face coordinate systemxs

i depending on the position, arc lengthxc along the
crack faces with its origin at the crack tip, regionδ where numerically calculated values for
crack face integrals deviate strongly from the analytic ones.

presented here.
When calculatingJk by integrating along a circular contourΓR with the radiusR and considering
curved cracks as shown in Fig. 1(b), the crack face integral needs to be taken into account. Is the crack
face integral calculated conventionally, this leads to a considerable error in the second coordinateJ2,
and therefore in the SIF calculated fromJk with Eqs. (3):

KI =±

√

√

√

√

√

E ′ J1

2



1±

√

1−
(

J2

J1

)2


, KII =±

√

√

√

√

√

E ′ J1

2



1∓

√

1−
(

J2

J1

)2


 (11)

3.1. Method 1: Analytic extension method

In the vicinity of the crack tip, the integrand can be formulated analytically. Therefore, the crack
face integral of Eq. (9a) is divided into one part calculatednumerically and the other part calculated
analytically:

Jk =
∫

ΓR

Qk jn jds+

δ
∫

R

r

Qk j

z+

−
n jds+

0
∫

δ

r

Qk j

z+

−
n jds (12)

The parameterδ separates both parts, see Fig. 2. The crack is assumed to be straight in the vicinity of
the crack tip, as the curvature can be neglected for smallδ . For such a crack, the dominant terms are

the first terms of the series expansionsσ (n)
i j andu(n)i found by Williams [15], representing an infinite

sum of eigenfunctions, completely describing the stress and displacement fields in a cracked body

σ (n)
i j (r, ϕ) =

∞

∑
n=1

r
n
2−1

[

an M(n)
i j (ϕ)+bn N(n)

i j (ϕ)
]

(13a)

u(n)i (r, ϕ) =
1

2µ

∞

∑
n=1

r
n
2
[

an F (n)
i (ϕ)+bn G(n)

i (ϕ)
]

(13b)

- 4 -



13th International Conference on Fracture
June 16-21, 2013, Beijing, China

with an andbn being constant coefficients andM(n)
i j (ϕ), N(n)

i j (ϕ), F(n)
i (ϕ) andG(n)

i (ϕ) trigonometric
angular functions. The coefficientsa1 andb1 of the first eigenfunction are related to the SIFKI and
KII and the coefficienta2 of the second eigenfunction is related to the T-stressT11:

KI − iKII =
√

2π (a1+ ib1) , T11 = 4a2 (14)

Substituting Eqs. (13) into Eq. (2), calculating the jump ofEshelby’s tensor across the crack faces
according to the third term on the right hand side of Eq. (12) and considering Eq. (14), the analytical
part of the crack face integral is obtained:

Jana
2 =

0
∫

δ

r

Qk j

z+

−
ds = 8

KII T11
√

δ
E ′
√

2π
(15)

As n j = (0,±1) all along the crack faces, the integral of Eq. (15) contributes toJ2 only. The remaining
two terms of Eq. (12) are calculated numerically, excludingthe small regionδ at the crack tip from
the integration, now readingJnum

k [11]. An iterative procedure is necessary to calculate the analytical
partJana

2 , see Fig. 3.

F
E

M

yesno

iteration

Jnum
1 , Jnum

2

T11, δ

KI, KII

Jana
2 Jn+1

2 = Jnum
2 + Jana

2

∣

∣Jn
2 − Jn+1

2

∣

∣

≤ 10−10?

stop
iteration

Figure 3. Flow chart of the iterative scheme for the calculation of the analytical part of theJk-integral.

The constant T-stress on the crack faces is therefore determined at the positionr = δ from the series
expansion Eq. (13a):

T11 =
1
2
(σs

11(δ ,+π)+σs
11(δ ,−π)) (16)

The stresses on the positive and negative crack facesσs
11(δ ,±π) are extracted from the FE calculation

and substituted into Eq (16). As a first approach,KII is calculated by substitutingJnum
1 andJnum

2 = Jn
2

into Eq. (11).Jana
2 is calculated by substitutingT11, KII andδ into Eq. (15). The valueJn+1

2 of the
present step is the sum ofJnum

2 andJana
2 . If the absolute difference betweenJn+1

2 of the present and
Jn

2 of the previous step is below a critical value, the iterativeprocedure is stopped and the final value
is J2 = Jn+1

2 . If the stop criterion is not fulfilled,KII of the next step is now calculated by substituting
Jnum

1 andJn+1
2 into Eq. (11) and so on.

3.2. Method 2: Extrapolation method

The research revealed, that the incorrect calculation ofJ2 is an outcome of non-symmetric numerical
errors within the regionδ at the crack tip, which are related to a mixed-mode loading configuration
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[11]. A mixed-mode loading is a superposition of a single mode-I and single mode-II loading. Thus,
the values of stresses and strains are split into parts related to mode-I and mode-II loading as follows.
The stresses and displacement gradients related to the symmetric crack tip opening are calculated
according to:

σ I
11(xc) =

1
2
(σs

11(xc,+π)+σs
11(xc,−π)) (17a)

uI
1,1(xc) =

1
2

(

us
1,1(xc,+π)+us

1,1(xc,−π)
)

(17b)

The stress and displacement gradient related to the antimetric crack tip opening are determined by
subtracting the symmetric parts from the total values, i.e.

σ II
11(xc,±π) = σs

11(xc,±π)−σ I
11(xc) (18a)

uII
1,1(xc,±π) = us

1,1(xc,±π)−uI
1,1(xc) (18b)

As the mode-I stresses and strains according to Eqs. (17) exhibit a non-singular behavior on the crack
faces, extrapolatingσ I

11 anduI
1,1 towards the crack tip is feasible. From Fig. 4(a) is becomes obvious,

that particularlyσ I
11 exhibits large numerical errors and thus an extrapolation is reasonable [11]. The

mode-I values within[0,δ ] are replaced by those, calculated from a linear regression.Rearranging
Eqs. (18), the mode-I and mode-II stresses and strains are recombined and the crack face integral is
calculated as usual following Eq. (9a), considering the newvalues. Substituting the resulting values
Jk into Eq. (11), this provides accurate SIF for curved cracks under mixed-mode conditions.
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Figure 4. (a) Decomposed mode-I and mode-II stress distributionsσ I
11 andσ II

11, original and extrapo-
lated. (b) Numerically calculatedJk-integral, crack face integral calculated within the range
[0, x̂c], comparison of different methods.

In Fig. 4(a) the tangential stressσs
11 on the crack faces is plotted vs. a normalized crack face coordi-

nate ˆxc= (R−xc)/R, with x̂c= 1 at the crack tip and ˆxc= 0 for xc=R. The considered boundary value
problem is that one of a Double Cantilever Bream with dissimilar forcesF1 = 100N andF2 = 99N
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F1

F2

Figure 5. FE-mesh of the grown curved crack shown in a deformed configuration.

acting at the front end leading to a curved crack path, see Fig. 5. The correspondingJk-integral
calculated within the range[0, x̂c] is shown in Fig. 4(b). The functionJk (x̂c) has got nothing to do
with path-dependence but enables to localize the incorrectcontribution to the crack face integral. The
value thatJk reaches approaching the crack tip ˆx1 = 1 is the relevant loading quantity according to
Eqs. (12) and (1). For the sake of comparison, results from the Crack Tip Element (CTE) method
[9, 1] have been included in the figure.
The choice of the parameterδ has an influence on the results. Forδ < δc, not all inaccurate values are
excluded from the numerical integration and therefore the resulting values ofJk are inaccurate. For
δ > δc, the values ofJk obtained by the extrapolation method (Method 2) show littleinfluence. On the
other hand, the values ofJk calculated by the analytic extension method (Method 1) showincreasing
deviation for increasingδ . The research revealed that the best choice ofδc includes the region of the
first three element rings around the crack tip. Both methods are suitable for the accurate calculation
of the coordinateMII

2 as well.

Table 1. Comparison of stress intensity factors calculatedfrom the CTE-method and theMk-integral
considering the actual crack face integral (ACFI) and the fictitious crack face integral (FCFI),
neglecting FCFI only or neglecting both FCFI and ACFI.

CTE Mk Mk without FCFI Mk without FCFI and ACFI
KI/(MPa

√
mm) 240.39 240.31 276.77 261.72

KII /(MPa
√

mm) -2.86 -2.95 -38.38 7.26

Results of SIF calculated from the CTE-method [9, 1] and theMk-integral are presented in Tab. 1. It is
obvious, that neglecting the integration along the fictitious crack faces of the auxiliary fields produces
considerable errors. The same holds, when neglecting both the fictitious crack face integral (FCFI)
and the actual crack face integral (ACFI), as shown in the last column of Tab. 1.

4. Systems of multiple interacting cracks

The loading quantities of multiple crack systems, related to every single crack tip, are calculated
by path independent integrals. With regard to crack tips approaching interfaces such as material
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interfaces, internal boundaries or crack surfaces, it is beneficial to evaluate the integrals along large
contours containing allN tips of a multiple crack system, see Fig. 6(a). For comparison, the crack
paths are simulated by calculating the integral along smallcontours in the vicinity of the crack tip, as
shown in Fig. 6(b). The resulting value of theJk-integral along a large contourΓ0 equals the sum of

−ϕ (1)

ϕ (2)

J(1)k

J(2)k

Γ0

x̄1

x̄2

P0

(a)

−ϕ (1)

ϕ (2)

J(1)k

J(2)k
Γ1

Γ2

x̄1

x̄2

P0

(b)

Figure 6. Integration contoursΓ0, Γ1, Γ2 for path-independentJk andMk-integral andJk-integral vec-

torsJ(i)k .

the loading quantities of allN crack tips.

J1 =
N

∑
i=1

cosϕ(i)
∣

∣

∣
J(i)k

∣

∣

∣
(19a)

J2 =
N

∑
i=1

sinϕ(i)
∣

∣

∣
J(i)k

∣

∣

∣
(19b)

The angleϕ(i) is related to the global coordinate system ¯xi. The applied crack deflection criterion
is that of themaximum energy release rate, i.e. theJk-vector points into the direction of the crack
propagationzk, see Eq. (4). This and the principle of minimum potential energy lead to the auxiliary
condition, that the sum of the absolute values of theJk-integrals related to every single crack tip,

reaches a global maximum. Further, each absolute valueJ(i)k must be smaller or equal to the value
of the critical energy release rateGc. If another condition is required, in order to reduce the solution
space it can be postulated that the crack deflection angle must be smaller or equal to a maximum
value dϕmax. The latter criterion is motivated by the fact that cracks usually show a smooth curvature
whereas sharp kinks are only observed if the loading regime is subjected to a sudden and fundamental
change.

N

∑
i=1

∣

∣

∣
J(i)k

∣

∣

∣

!
= max (20a)
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∣

∣

∣
J(i)k

∣

∣

∣
≤ Gc (20b)

dϕ ≤ dϕmax (20c)

Developing a separation procedure to determineJ(i)k based on Eqs. (19), this method has to satisfy the
conditions according to Eqs. (20). A numerical validation is achieved by calculating theJk-integral
along small contours around the crack tip, see Fig. 6(b). Theloading quantities calculated by small
contoursΓi must be equal to the values that are calculated by the separation procedure. Here it must
be taken into account that numerical errors dominate, ifΓi is chosen too small, whereas large contours
must not intersect other crack faces or boundaries. In Fig. 7(b) results of a simulation with two cracks
are presented. The plate specimen is exposed to a uniform load P0 = 100MPa and exhibits two non-
symmetric incipient cracks of the lengtha1 = a2 = 5mm. All geometric dimensions are shown in Fig.
7(a). A crack growth simulation with fatigue crack growth rates assumed to be constant and equal for
both cracks, leads to the crack paths as shown in Fig. 7(b).

a1

a2

H
=

10
0m

m
h 1

=
50

m
m

h 2
=

60
m

m

W = 70mm

P0

(a)

P0

(b)

Figure 7. (a) Geometric dimensions of plate specimen exhibiting two non-symmetric incipient cracks.
(b) Crack paths resulting from a crack growth simulation exposing the specimen to a uni-
form loadP0 = 100MPa.

5. Closure

Introducing path-independent integralsJk andMk, the necessity of the calculation of crack face in-
tegrals is outlined. Considering interfaces, internal boundaries or crack surfaces, it is beneficial to
apply large contours including crack face integrals for thecalculation ofJk or Mk. To achieve path-
independence for theMk-integral considering curved crack faces, an integration along the fictitious
crack faces of the corresponding auxiliary fields is nessecary. When calculating the stress intensity
factors or the energy release rate from path independent integrals, it is inevitable to calculate these
integrals accurately. The challenging calculation of the crack face integrals is explained and two new
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methods to calculate accurate values are presented. An analytical extension method and the extrap-
olation of singular stresses and strains on the crack faces provide very good results for straight and
curved cracks.
TheJk-integral is applied to multiple crack systems, calculating a global value ofJk, being the sum of
all local values related to every single crack tip. Auxiliary conditions are introduced to solve a global
minimization problem. A separation procedure enables to calculate loading quantities related to each
crack tip. Based on the specimen in Fig. 7, experiments are about to be carried out, in order to verify
the theoretically predicted crack patterns.
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Abstract  This paper focuses on a crack growth life assessment method for a turbine component under 
high-low combined cycle fatigue (HLCCF) loading through experimental and numerical methods. Crack 
growth tests under HLCCF loading on five full scale turbine components, attached to actual turbine discs, 
were conducted at elevated temperature by using a Ferris wheel combined fatigue system to simulate the 
stress under HLCCF loading and temperature distributions. Then, the fracture mechanics (FM) analysis was 
utilized to simulate crack growth of the turbine component to implement crack growth. The experimental life 
data agrees well with the crack growth life prediction for the turbine component. In summary, this paper 
provides a new way to estimate the crack growth lifetime criterion of the turbine components under HLCCF 
loading through experimental and numerical investigations. 
 
Keywords  High-low combined cycle fatigue, Crack growth life, Turbine component, Elevated temperature 
 
1. Introduction 
 
The turbine blades of an aero-engine are generally attached to the disc by means of a fir-tree design, 
a typical multiple load path structure, to allow for different rates of expansion between the disc and 
the blade while still holding the blade firmly against centrifugal loads. During operation, the fir-tree 
attachments are subjected to significant tensile stresses due to centrifugal loading and during the 
flight cycle may experience aerodynamically induced vibrations, leading to additional stresses. The 
amplitude of the vibrational loading is typically much smaller than that due to centrifugal loading 
and hence vibration is generally thought to give rise to high cycle fatigue (HCF). In contrast, the 
effect of centrifugal loading is frequently considered to be low cycle fatigue (LCF). Under the 
overall high-low combined cycle fatigue (HLCCF) loading, the fatigue damage of the turbine 
attachments is largely increased[1,2,3,4]. These effects may be responsible for the unscheduled 
crack failures in service of the mortise on a certain aeroengine second turbine disc. 
 
Conventional life assessment methods of blade-disc connections of gas turbines are almost based on 
finite element analysis [5] and the experimental data of specimens and component-like specimens 
instead of actual components so as to reduce experimental costs [6,7,8]. However, the actual crack 
growth and fracture failure of the mortise teeth are not only determined by the characteristics of the 
material, but are also affected by the structure, dimension, and the teeth space of the mortise. 
Furthermore, the differences in crack growth lives between laboratory specimens and full scale 
components can arise from some characteristics, such as geometry, volume and manufacture 
process, and therefore influences the accuracy of life assessment. To overcome the above 
shortcomings, the crack growth life prediction method of the blade-disc connection based on 
experimental life data of a full scale turbine blade attached to actual turbine disc in conjunction with 
the fracture mechanics (FM) analysis, is more accurate, since the components own the same 
manufacture process with real flight turbine components.  
 
 
The only way to accurately predict the life of a fir-tree contact is to perform fatigue test on a full 
scale turbine blade attached to an actual turbine disc. For this study, the most challenge work is how 
to simulate operating conditions of actual turbine attachments in laboratory, especially under 
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HLCCF loading at elevated temperature.  
 
This paper focuses on a crack growth life assessment method for a turbine component under 
HLCCF loading through experimental and numerical methods, as shown in Figure 1. Crack growth 
tests on five groups of full scale turbine components, attached to an actual turbine disc, were 
conducted under HLCCF loading at elevated temperature. In this study, we have developed a new 
Ferris wheel combined fatigue system to simulate the stress under HLCCF loads and temperature 
distributions of a full scale turbine blade attached to a part of actual turbine disk instead of 
simulated blades at elevated temperature based on our previous test system [9], and the details can 
be referred to [4]. Then the fracture mechanics (FM) analysis was utilized to simulate crack growth 
of the turbine component to implement crack growth. The lifetime criterion for withdrawal from 
service of turbine component was established based on experimental life data and predicted crack 
growth life. 

 
Figure 1. Strategy for crack growth life assessment of turbine component under HLCCF loading 

 
2. Crack growth tests on turbine components 
 
2.1. Experimental system for actual turbine attachment under HLCCF loading 
 
The loading scheme is the key technique of this experiment to achieve failure rendition of the 
mortise teeth in the laboratory. The diagrammatic sketch of the actual loading is shown in Figure 2. 
Where, F is the low cycle loading due mainly to the centrifugal force of the blade, and M is the 
vibration bending moment.  

 
Figure 2. A sketch of an attachment structure and loading 

 
To achieve a rational and noninterfering treatment of the HLCCF loading, a low and high cycle 
noninterference loading method for a full scale turbine blade attached to a part of the actual turbine 
disk is presented referred to [4] using a Ferris Wheel (a LCF tester). The sketch is shown in Figure 
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3. For performing a life test on an actual turbine attachment under HLCCF loading, there are two 
key techniques including a high and low cycle nointerference loading method and a blade clamp for 
a full scale turbine blade. 

 
1.Upper jointer for LCF loading  2.Upper load-transmission pin   3.Drawplate  4.Hold-down bolt 1 

5.Blade clamp  6.Left load-transmission plate  7.Heating coil  8.Rolling bearing 1  9.Load-bearing bar 
10.Right load-transmission plate  11.Part of actual turbine disc  12.Rolling bearing 2 

13.Actual turbine blade  14.Hold-down bolt 2  15.HCF loading transmission plate    16.Vibration point 
17.Lower jointer for LCF loading  18.Lower load-transmission pin  19.Electromagnetic vibrator 

Figure 3. A sketch of the HLCCF loading method 
 

The HLCCF loading method places the LCF load exerting point from load-transmission pin (see (2) 
in Figure 3) to the back of the mortise through the drawplate (see (3) in Figure 3), then transmitting 
the loading using a load-bearing bar (see (9) in Figure 3) and a pair of load-transmitting plates (see 
(6), (10) in Figure 3) to the bearing ear welded to the blade clamp (see (5) in Figure 3). Meanwhile, 
there is a pair of rolling bearing (see (12) in Figure 3) between the loading-transmission plates and 
the bearing ear so as to reduce the friction of vibration transmission. Thus the high cycle vibrating 
center point moves backward and lengthens the arm of the high cycle vibration. Another pair of 
rolling bearings (see (8) in Figure 3) is placed between the drawplate and the load-bearing bar to 
further reduce the friction of vibration transmission. Therefore, the vibrating force can be 
transmitted to the mortise teeth with no loss.  
 
A clamp to apply LCF loading on the full scale turbine blade (see (13) in Figure 3) to simulate the 
stress distribution of the fir-tree attachment is designed. The most distinctive characteristic of the 
clamp is that the load from the hydraulic-servo through the friction force between the clamp and the 
blade, which causes no damage to the blade. Two interior sides of the blade clamp are 
CNC(Computerized Numerical Control)-machined into complicated surface shapes just as contrary 
to the concave surface and convex surface of the turbine blade. The LCF loading is transferred to 
the turbine blade by means of friction force cause by the normal pressure of four hold-down bolts 
(see (4) in Figure 3). The full scale turbine blade is attached to a part of actual turbine disc (see (11) 
in Figure 3) cut from a full size disc. 
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An electromagnetic vibrator (see (19) in Figure 3) is used to exert the sinusoidal vibration force 
through HCF loading-transmission plate (see (15) in Figure 3) to the blade clamp, and last to the 
fir-tree attachment. Through measuring the vibration amplitude on the vibrating point (see (16) in 
Figure 3) using a BSZ605 vibrating amplitude measure apparatus, the dynamic stress on the turbine 
attachment can be well controlled. 
 
2.2. Tests and results 
 
2.2.1. Test conditions 
 
HLCCF tests on actual turbine attachment were conducted using a 140KN hydraulic-servo system 
Ferris Wheel to simulate the centrifugal force of the blade during operation and an electromagnetic 
vibrator SIMOVERT MM220/3 produced by Siemens company to act the vibration force. Using 
high frequency induction local heating, the temperature of the experimental turbine attachment can 
be controlled about 500˚C±5˚C, measured by an electric thermocouple. In this study, a uniform 
temperature distribution near the turbine attachment was simulated. The load spectrum is shown in 
Figure 4, with the centrifugal force 100KN, vibration frequency 23.8Hz and vibration amplitude 
3.5mm, and duration time 98s at the peak load. Then crack growth tests on five turbine components 
with pre-cracked size of 0.5×0.5mm in the second teeth (see Figure 5) were conducted under 
HLCCF loading at elevated temperature. All the tests were not stopped until the turbine components 
fractured.  

 
Figure 4. Load spectrum of HLCCF tests 

 
Figure 5. Pre-crack at the second tooth of the turbine disc 

 
2.2.2. Results and discussions 
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The macro morphology of the turbine component is shown in Figure 6. It can be seen that crack 
propagates at the second mortise tooth of the leading edge of the disc. The SEM observations 
provide further information for understanding the interaction of HCF and LCF. The examination of 
fracture surfaces shows that fatigue cracks initiate from many positions in Figure 7(a), and there are 
obvious wide fatigue striations in the crack initiated region (see Figure 7(b), which indicates that 
stress resulting in crack initiation is large due to LCF loading. The crack propagation area of the 
fracture surface is dominated by transgranular mode and many thin fatigue striations emerged in 
Figure 7(c). This implies that HCF loading controls the crack growth. At the same time, oxidation 
features can be observed at the crack propagation region, as shown in Figure 7(d). The SEM 
observations reveal that high frequency vibration stress greatly affects the crack growth under 
HLCCF loading. Thus the effect of HCF damage on LCF damage should be considered for turbine 
attachments. 

 
Figure 6. Macro morphology of the turbine component 

 

   
(a)                         (b) 

   
(c)                         (d) 
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Figure 7. SEM micrographs. (a)Crack initiation. Arrows indicate the crack initiation zones. (b) Crack 
initiation. Arrows indicate the fatigue striations. (c)Crack growth at the position 2249μm away from main 

crack origin. Arrows indicate the fatigue striations. (d)Oxidation features. 
 
Experimental life data of the five turbine components is shown in Table 1. It is shown that crack 
growth rate increases with flight time at early stage of crack propagation. Then crack growth rate 
decreases with flight time. The reason is that the fir-tree mortise, a typical multiple load path 
structure. When the crack propagated at the second tooth, the loading in the fir-tree attachment will 
be reallocated, which caused the crack growth rates decreased. Based on experimental life data, the 
relation between flight life and the crack length is shown in Figure 8. According to material’s 
fracture toughness referred to [10], the critical crack growth life Nc is 1017.1hours. If the overhaul 
period is 300hours and 500hours, the critical crack size are 23.5mm and 17mm respectively. 
Considering twice overhaul period, we can obtain critical crack size 14.5mm for 300hour-overhaul 
period and 7.7mm for 500hour-overhaul period. 
 

Table 1. Experimental results 
Sample No. Crack growth life N/hours Crack size a/mm Δa/ΔN(mm/hours)

1 331.0 13.5 — 
2 582.8 16 0.0098 
3 762.2 25 0.0510 
4 771.8 26 0.1042 
5 886.8 31 0.0435 

 

 
Figure 8. The relation between crack growth life and crack size 

 
 
3. Crack growth life prediction 
 
A 3-D finite element model of a turbine component including a blade and a sector of the disc was 
created, as shown in Figure 9. Most of the significant geometric features were modeled and a 
relatively finer mesh was used for the region of the blade-disc connection. The turbine blade is 
made of GH4033, a ferrum-base wrought superalloy and the turbine disc is made of GH2036, a 
nickel-based wrought superalloy. FM analysis was conducted using the commercial code MARC. 
The singular finite elements at the crack tip are shown in Figure 10. The HLCCF loading spectrum 
and the temperature distribution are similar to experimental loads. 
 
The stress intensity factor range (SIF) ΔKblock under HLCCF loading can be expressed as [11] 

block LCF HCFK K n KΔ = Δ + ⋅Δ                                 (1) 
where ΔKLCF is the SIF range under LCF loading, ΔKHCF is the SIF range under HCF loading, n is 
the number of HCF cycles at a period. 
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With varying the crack size, the corresponding ΔKblock can be obtained by the use of J-integral 
method[12], as shown in Table 2. The ΔKblock is fitted by a least square method as follow： 
                                                (2) 2-0.0724 +4.131 26.198blockK a aΔ = +
where the correlation coefficient R2=0.9934.  
 
The crack growth life prediction under HLCCF loading is based on Paris crack growth law which 
gives the expression between the crack growth rate da/dN and the stress intensity factor range ΔK: 
                                                                (3) / = ( )mda dN C KΔ
where the two parameters of C and m can be obtained experimentally. Referred to [10], the values 
of C and m in equation (3) are 1.0527×10-8, 3.1826 respectively. Then crack growth life is derived 
by integrating Paris equation (3) over the crack length. Substituting equation (2), we can get 

0

8 3.1826

1
1.0527 10 ( ( ))

a

blocka

N
K a−=

× Δ∫ da                          (4) 

The crack growth life for the turbine component is 7691cycles, which is equal to flight life 2673.8 
hours . If the safety factor is set as 2.0 referred to [13], then the life prediction is 1336.9hours which 
agrees well with the experimental result.  

            
Figure 9. Mesh of turbine component    Figure 10. Singular finite elements at the crack tip 

 
Table 2. Stress intensity factor value through FM analysis 

Crack size 
a/mm 

Stress intensity factor range 
ΔK/(MPa√m) 

0.8 24.04 
4.5 45.61 
8.2 59.00 
11.9 67.99 
15.6 74.31 
19.3 78.71 
23 81.63 
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26.7 81.01 
30.4 81.50 
34.1 82.66 
37.8 82.95 

 
Therefore, based on experimental and numerical investigations, a new criterion for withdrawal from 
service of this type of turbine component to assure the structural integrity of this aeroengine is 
established by the industrial corporation, that is, if the overhaul period is 300hours and 500hours, 
the critical crack size are 23.5mm and 17mm respectively. And considering twice overhaul period, 
we can obtain critical crack size 14.5mm for 300hour-overhaul period and 7.7mm for 
500hour-overhaul period. 
 
4. Conclusions 
This paper studied the crack growth life of a full scale turbine component at elevated temperature 
under HLCCF loading through experimental and numerical methods. The experimental system 
achieves HLCCF loading of the full scale turbine component, and a special design of the blade 
clamp successfully simulates the stress field of the turbine blade. 
 
A new reliable crack growth life assessment strategy for turbine component is developed based on 
experimental and numerical investigations under HLCCF loading. In summary, this paper provides 
a new way to establish a lifetime criterion for withdrawal from service of turbine components. 
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Abstract  Due to its high melting point tungsten has the potential to be used as a structural material in 

future energy applications. However, one of the challenges is to deal with the brittleness of tungsten at room 

temperature, where the fracture behavior of polycrystalline tungsten is strongly influenced by the grain 

structure and texture as well as sample dimensions. The aim of the present work is to numerically analyze the 

stress field at a notch in a single crystal tungsten micro cantilever. A three dimensional finite element model 

is presented representing the microstructure of the cantilever which is deflected by a nanoindentation device.  

The study addresses experimental shortcomings as, for instance, in the experimental setup pure mode I 

cannot be realized. Due to friction between indenter and microbeam, lateral forces arise and have an impact 

directly on the stress field at the notch. The FE model is used to study the influence of the friction coefficient 

on the lateral forces and on the stress intensity factor. The simulations reveal that with rising friction 

coefficient the lateral force increasing linearly and the stress intensity factor decreases. 
 

Keywords  Micro Cantilever, Single Tungsten Crystal, Fracture Toughness, FE Model, Crystal Plasticity 

 
 

1. Introduction 
Tungsten – a material with many outstanding advantages and features – has been mainly used in the 

light engineering industry as a functional material. Owing to its high melting point, tungsten may be 

used in the future as a significant structural-material in energy applications. Improvement of the 

fracture toughness represents one of the challenges due to the brittle-to-ductile transition of tungsten 

above the room temperature.  

Several fracture studies have been already performed on macro specimens. Rupp et al. [1] as well as 

Gludovatz et al. [2] found a strong influence of the microstructure on the fracture morphology and 

toughness as well as on the brittle-to-ductile transition temperature in polycrystalline tungsten. The 

grain structure and texture has namely a decisive influence on the dominating failure mechanisms 

and on the resulting fracture toughness. In order to consider ways of increasing the fracture 

toughness, it is therefore necessary to understand the entire complexness of the mechanisms. 

Gumbsch et al. [3] investigated the fracture toughness of tungsten single crystals with different 

crystal orientation. They identified fracture toughness values varying from 6.2 to 20.2 MPa m
1/2

 for 

the {100} and {110} cleavage planes at different crack front directions. However, fracture studies 

using micro specimens are very rare. Wurster et. al. [4-5] performed fracture experiments on 

tungsten single crystal notched micrometer-sized cantilevers.  

In the present work the fracture behavior of single tungsten crystals is numerically analyzed for 

micro scale samples. This is related to an ongoing experimental study on single crystal tungsten 

microbeams with the focus on crack initiation and crack growth performed by N. Schmitt [6]. In the 

experimental work notched cantilevers with a height of 55 μm and a width of 28 μm are 

manufactured and bend by a nanoindenter. Experimental shortcomings are for instance the deviation 

from ASTM standard geometry and the deviation from the pure mode I. To support and complement 

the experiments a finite element model of the microbending test is presented in the present paper. It 

is applied to compute the stress intensity factor K for the present nonstandard specimen geometry. 

Furthermore, it is used to analyze the influence of lateral forces (due to friction between indenter 

and microbeam) on the stress intensity factor and to evaluate different nanoindenter geometries.   
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2. Modelling 

 
2.1 Geometry 

To determine the fracture toughness standardized test geometries are mainly used in accordance 

with ASTM standards, such as the three-point bending test (3PB) or the compact tensile specimen 

(CT). However, it should be noted that the stress intensity factor K depends on the specimen 

geometry as well as the respective crack opening mode. Mode I, the opening mode, represent the 

most important type of crack opening which is characterized by a tensile stress normal to the crack 

plane. By considering the critical case under mode I and plane strain conditions, the fracture 

toughness KIc can be determined at the beginning of the crack extension according to ASTM 

standard E399-90 [7]. As in the present work fracture is studied at the micro scale, the rules of the 

ASTM standard do not hold anymore. Therefore a new geometry had to be developed. 

To ensure efficient and rapid manufacturing of the tungsten micro cantilevers, a geometry based on 

the specifications of the standard ASTM sample is chosen. This geometry is shown in Fig. 1. Its width 

W is 55 µm with a thickness B of 28 µm and a crack length a of 15 µm. The proportions between 

width W, thickness B and crack length a are identical to the ones of the standard ASTM samples. This 

is to ensure the relationship between macro and micro scale. The developed sample geometry allows 

the analysis of micro-specific effects of notches and multiaxial load conditions. Due to the 

miniaturized geometry size-effects occur, which is caused by proportions of the plastic zone in front 

of the crack tip as well as the changed sample ratio of surface to volume. Therefore it is not possible to 

transfer known macroscopic material properties into the micro scale. Based on this fact an 

experimental programme is carried out (N. J. Schmitt) and combined with a numerical analysis to 

determine the necessary characteristics at the micro scale (100 to 300 µm).  

 

2.2 Finite element model  

The notched micro cantilever is represented by a three dimensional finite element (FE) model 

shown in Fig. 2. Due to the symmetry only one half of the specimen is modeled and meshed with 

8-node brick elements with linear function (C3D8). Besides the symmetry conditions fixed 

boundary conditions are applied at the right end (see Fig. 2). The indenter is modeled as rigid body. 

Its movement in z-direction is prescribed while the indenter cannot move in x-direction (lateral 

direction) and in y-direction. The developed model is implemented in the finite element code 

ABAQUS [8]. In the first simulations purely linear elasticity is applied as constitutive law. In later 

simulations crystal plasticity is added. 

 

2.3 Crystal plasticity as constitutive law 

As plastic behavior can be observed at the crack tip, crystal plasticity is implemented in the FE 

model as a plastic constitutive law as it allows specifying the crystal orientation of the tungsten 

single crystal. The theory of crystal plasticity is based on the assumption that plastic deformation 

(crystalline slip) results as the sum of all activated slip systems. Schmid (1931) [9] found, that the 

resolved shear stress onto a crystallographic plane leads to plastic slip, if stress reaches a critical 

value. This resolved stress on a slip system, which is also called the Schmid stress is assumed for 

this constitutive law as the only driving force for slip. The exact theory was formulated by Hill and 

Rice (1972) [10]. First FE studies of single crystals have been carried by Peirce, Asaro and 

Needleman (1982) [11].  

The rate dependent plastic constitutive law was formulated by Asaro [12] and written by Huang [13] 

as a user-material subroutine UMAT. This UMAT is used in the presented simulations. It allows 

investigating the influence of the crystal orientation on the stress intensity factor. Two slip system 

families are taken into account, namely the {110}<111> and the {112}<111>. 
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Figure 1. Specimen geometry of the micro 

cantilever based on single edge notch bending 

mimicking crack opening mode I. 

Figure 2. Three-dimensional finite element model of 

the micro cantilever showing the used mesh and the 

applied boundary conditions. 

 

The material parameters are fitted to experimental results of Argon and Maloof (1966) [14]. They 

investigated the mechanical behavior of single tungsten crystals via tensile tests at different 

orientations. The material parameters were fitted to the {112}-tensile orientation. Table 1 

summarizes the found material parameters initial hardening modulus ℎ0, initial yield stress 𝜏0 and 

stage 1 stress 𝜏𝑠 for each slip system family. 
 

Table 1. Estimated material parameters of the two system families 
 

   

slip system {110}<111> {112}<111> 
   

   

ℎ0 [MPa] 3700 3800 

𝜏0 [MPa] 140 145 

𝜏𝑠 [MPa] 385 400 
   

 

 

3. Results and Discussion 
 

Elastic study of the bending of the micro cantilever  

In the fracture experiment an indenter moves with a speed of 20 nm per second in negative 

z-direction (see Fig. 2). Its reaction force (named RF3) is measured together with the prescribed 

displacement u in z-direction. As the crack opens during bending, the cantilever moves relative to 

the indenter and friction occurs resulting in a lateral force called RF1 and in a deviation from pure 

mode I. Its size and effect on the stress field around the crack tip are unknown and experimentally 

hardly accessible. To clarify the influence of the lateral forces, the purely elastic model presented in 

section 2 was applied to simulate displacement controlled bending of the micro cantilever. As the 

friction coefficients μ are not available, it was varied between 0 and 0.4. Additionally, different 

geometries of the indenter tip were applied in the FE simulations: 
 

1. Indenter R2 (0.2 µm) 

2. Indenter R10 (0.2 and 0.5 µm) 

3. Wedge R10 (0.5 µm) 

4. Concentrated Force 

5. Pressure  
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Indenter R2 and indenter R10 are simplified axisymmetric simplifications of the common 

Berkovich tip; contrary to the common tip radius of a Berkovich tip of less than 20 nm, the elected 

tip radiuses are 2 and 10 µm. The values in parentheses correspond to the mesh size at the contact. 

To demonstrate the effect of an increased contact surface a wedge tip was chosen resulting in line 

loading instead of point loading. 

Beside these displacement controlled simulations load controlled bending simulations are also 

performed where concentrated point loads (in z- and y-direction) are applied on a surface in place of 

contact conditions (referred as concentrated force). The advantage of this load condition is that 

normal (RF3) and lateral force (RF1) can be chosen independently. The concentrated point load has 

also been replaced with a surface pressure normal to beam surface (referred as pressure). 

 

As expected the indenter penetration strongly depends on the indenter tip geometry. Fig. 3 shows 

the computed displacement of the material beneath and near the indenter in the z-direction for the 

three different indenter tip geometries (Indenter R2, Indenter R10 and Wedge R10) and the force 

controlled loading (Concentrated Force / Pressure) at the same indenter tip depth of 11.1 µm with a 

friction coefficient of µ = 0.2. It becomes apparent that tips with a small radius lead to a more 

localized deformation beneath the indenter tip. On the one hand, the difference between the 

displacement of the indenter tip (experimentally easy measurable) and the displacement at the beam 

surface is relative large. This causes an indenter dependent error in the displacement measurement. 

On the other hand the indentation with a small tip radius (R = 2 µm) results in a larger lateral force 

RF1 in relation to the normal force RF3. With a wedge indentation the deformation is more 

homogeneous. Thus, in the experimental setup with the wedge tip the measured displacement is 

more accurate.  

 

Several simulations were performed to evaluate the influence of the lateral forces on the stress field 

at the crack tip. In linear elastic fracture mechanics (LEFM) the stress intensity factor K 

characterizes this stress field. The critical stress intensity factor KIc, which leads to crack growth is 

also called fracture toughness. 

 

 
a) Indenter R2 (0.2 µm) b) Indenter R10 (0.5 µm) 

  

  
 

c) Wedge R10 (0.5 µm)  
 

d) Concentrated Force / Pressure 

  
 

Figure 3. Displacement in z-direction of the material in the symmetry plane in the vicinity of 

the indenter for different indenter tip geometries at the same indenter tip displacement. The 

indenter with R = 2 µm shows in a) a substantially greater penetration compared to 

R = 10 µm in b), to the wedge tip in c) and the concentrated force and pressure in d). 

  

X 

Z 
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Another fracture parameter is the J-integral which characterizes the strain energy release rate and 

which can be calculated in the linear elastic range for mode I with 
 

 

 

 

2
2

Ic Ic Ic

1
J G K

E

 
   

   

(1) 

from the fracture toughness KIc. GIc corresponds to the critical strain energy release rate, ν is the 

Poisson's ratio of 0.28 and E is the elastic modulus of tungsten with 410 GPa. 

Applying the purely elastic FE model the stress intensity factor for each mode (I, II or III) as well as 

the J-integral was calculated along the crack front for various indenter tip geometries. Additionally 

a parameter study with a friction coefficient varying from 0 to 0.4 was performed. The results are 

shown in Fig. 4. The J-integral (at an indenter tip displacement of 11.1 µm) is plotted as a function 

of the ratio of the lateral force to the normal force (RF1/RF3).  

First it shows that independently of the indenter tip geometry the J-integral decreases linearly with 

increasing lateral force RF1. Furthermore, it is apparent that even without friction (μ = 0) a lateral 

force occurs where the RF1/RF3 values vary from 0.25 to 0.44. The lateral force itself increases 

with increasing friction coefficient. The diagram also reveals the influence of the indenter tip 

geometry: the more localized the penetration of the indenter, the smaller is the overall bending of 

the cantilever leading to smaller J values (see Indenter R2 and R10).  

Instead of using the indenter tip as reference point for the displacement a different reference point 

(RP) outside the process zone of the indenter has been selected at the sample surface of the beam 

with the coordinates of 10 µm in negative x-direction at the crack tip. This time the J-integrals are 

compared at 10 µm displacement of this newly selected reference point (Fig. 3 a)). Fig. 5 shows the 

computed J-integrals as a function of the lateral to normal load for various indenters. In this way the 

dependence of the J-integral on the indenter geometry is eliminated and the j-integral is only 

determined by the ratio of the lateral to normal force. The deviation of the J values for the same 

indenter tip displacement can reach up to 12%. 

 

In a mesh study the local mesh refinement at the contact surfaces from 0.5 to 0.2 µm indicates no 

effect on the J-integral. 

 

 

 

 
 

Figure 4. J-integral as a function of the ratio of 

lateral to normal load at 11.1 µm indenter tip 

displacement revealing an influence of the indenter 

geometry. 

 
 

Figure 5. J-integral as a function of the ratio of 

lateral to normal load at 10 µm displacement of a 

chosen reference point (RP). 
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As already mentioned a lateral force always occurs during bending. Therefore, we analyze the 

mixed mode. 

On the basis of the LEFM, stress intensity factors of the respective modes with KI, KII and KIII can 

be calculated and evaluated. Mathematically, the K factors can be calculated numerically very well 

within the finite element code. Fig. 6 shows the resulting three K factors for different indenter tip 

geometries and varying friction. It becomes clear that mode I is the dominant mode. However, its 

value slightly decreases with increasing lateral force. The KII value is about 6% of KI and its value 

slightly rises with increasing lateral force. Mode III is not present. Based on the large differences 

between the values of KI to KII we can assume pure mode I. 

 

 

 
 

Figure 6. Stress intensity factors for mode I, II and III as a 

function of the ratio of lateral to normal load at 10 µm 

reference point displacement. 

 

 

 

Simulation of the bending of the micro cantilever with crystal plasticity 

 

As described in Section 2 the elastic FE model was extended by crystal plasticity. This allows to 

take into account the orientation of the single crystal and to evaluate the plastic deformation ahead 

of the crack front. The crystal plasticity model was applied to simulate the bending of a beam 

without (CF0.0) and with a ratio of the lateral force to the normal force of 0.4 (CF0.4). Instead of 

modeling the contact between indenter and beam explicitly the simulation is performed load 

controlled as concentrated force in normal and lateral load (see concentrated force). 

The simulated beams are aligned in such a way that the {110}<01̅1>-crack system lies in the 

loading direction. 

Results of the simulations are, besides stress and strain fields, the force-displacement curve, the 

evolution of the J-integral at the crack front and the slip activities. Fig. 7 illustrates the resulting 

force-displacement curves for the two cases with and without lateral force. Is a lateral force RF1 

present, the normal force RF3 is increased. The difference in force results from the interplay of 

material deformation and material accumulation in front of the indenter (during bending). 
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Figure 7. Characteristic force-displacement curve of 

the normal (RF3) and the lateral force (RF1) under 

load of a single tungsten crystal with {011}<01̅1> - 

crack system, exemplary for the ratio RF1/RF3 = 0 

(CF0.0) and RF1/RF3 = 0.4 (CF0.4). 

 
Figure 8. Course of the J-integral along the crack 

front, from the symmetry plane up to surface., 

exemplary for the ratio RF1/RF3 = 0 (CF0.0) and 

RF1/RF3 = 0.4 (CF0.4) at 10 µm reference point 

displacement. 

 

 

We obtained the J-integral in two ways: first with the analytical relations of the standard 

ASTM E1820 [15] using the force-displacement curve (commonly applied in fracture experiments) 

and secondly numerically.  

J consists of an elastic Jel and plastic Jpl contribution. According to [15] the J-integral is calculated 

with: 

 
2 2(1 ) pl

el pl

o

AK
J J J

E B b


    , (2) 

where Apl defines the plastic work of the applied load, B the specimen thickness and bo is defined by 

the difference between the width W and the initial crack length ao. The non-dimensional η describes 

the effect of plastic work normalized by the ligament area. For deep notch specimens, standard [7] 

and [15] prescribe η by the following definition: 

 2 ,when 0.45 0.55a
W

     (3) 

With an investigated a/W-relation of 0.27, the standard approach of η is just an approximation. 

Based on a numerical fit to a number of different FEM solutions, Nevalainen and Wallin [16] 

obtained a crack length dependent correlation of η: 

 

 
2

13.818 25.124 , when 0 0.274

0.03
1.859 , when 0.274 0.9

1

a a a
W W W

a
Wa

W





     

   


 (4) 

According to [16] and with a geometry relation of a/W = 0.27, η can be determined from Eq. (4) to 

be 1.9 leading to a J of 0.80 mJ/mm
2
 at an reference point displacement of 10 µm when no lateral 

force is present. In case of RF1/RF3 = 0.4 the J increases to 0.86 mJ/mm
2
. 

 

In the numerical approach the J-integral can be determined along the crack front. Its course is given 

in Fig. 8. As expected, the maximum J value occurs at the symmetry plane in the state of plane 

strain, the so-called critical condition. Here, it is also expected that crack initiation starts with 

subsequent crack propagations. 
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Fig. 8 shows furthermore, that the numerical J values in the center of the specimen (symmetry plane) 

are larger and at the surface smaller than the analytical values. A comparison of the analytical 

solution with Jan = 0.71 mJ/mm
2
 and the average numerical solution with Jnum = 0.80 mJ/mm

2
 

shows a good and plausible approximation.  

 

Thanks to crystal plasticity the activities on various slip systems can be revealed. To get an idea of 

the size of the zone with slip activities the accumulated shear strain is shown in Fig. 9 in front of the 

crack tip and at the surface for an indenter displacement of 0.5 µm. As known from the fracture 

mechanics, the plastic zone is in the symmetry plane due to plane strain smaller than at the surface. 

The influence of the asymmetric specimen geometry can be also seen. The fixing is located on the 

left side and the loading takes place on the right side. Here, the load results to RF3 = 25 N and to 

RF1 = 10 N. 

 

 

 
 

Figure 9. Accumulated shear strain ahead of the crack tip at a indenter 

displacement of 0.5 µm for an orientation {011}<01̅1> of the crack system, 

exemplary details were chosen in the symmetry plane and at the surface. 

  

 

 

 

5. Conclusion  
 

In this paper we presented a three dimensional finite element model of a notched single crystalline 

tungsten micro cantilever which is deflected in the bending test by a nanoindentation device. The 

model was applied to study the influence of friction and indenter geometry on the stress field 

around the crack (notch) characterized by the stress intensity factor K or the J-integral. The results 

show that with increasing friction coefficient μ the lateral force increases linearly and with it the 

J-integral decreases linearly. Furthermore, the indenter tip geometry plays an important role. Based 

on these numerical results following recommendations can be made regarding the experimental 

setup. To exclude the influence of the indenter tip geometry, the displacement should not be 

measured at the indenter tip but at a point slightly ahead of the indenter (outside the penetration 

area). The simulations show that otherwise the error of the J-integral can reach up to 12% (e.g. in 

case of an axisymmetric Berkovich tip like indenter with a tip radius of 2 µm). If only the 

displacement of the indenter tip is experimentally accessible, an indenter with a large contact area 

(e.g. a wedge indenter) is recommended as localized penetration is prevented and the error in J is 

minimized.   
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Abstract Hydraulic fracturing is an important EOR technology of low permeability reservoirs which occupy 
a considerable proportion in China’s oil reserves. If hydraulic fracturing fails, re-fracturing will be used in 
most oil-water wells. However, there are often a large number of inclusions in low-permeability reservoirs. 
Due to the complexity of the re-fracturing mechanism in inclusion reservoirs, the theoretical researches are 
far behind the field practices. Theoretical and experimental studies on the mechanical mechanism of 
re-fracturing are significant for the development of inclusion reservoirs. 
Ground stress distribution is one of the major factors which affect fracture propagation after re-fracturing. In 
this paper line inclusion is seen as a thin bar, and the basic solution of elastic mechanics for line 
inclusion in infinite plane is used to solve the stress field. Stress field around artificial fracture which is 
influenced by single line inclusion is deduced. The interference problem of single line inclusion and artificial 
fracture under internal pressure is reduced to a set of Cauchy singular integral equations. In addition, a 
validation test with a large size (500mm×500mm×500mm) true tri-axial test equipment is carried out. The 
results show that, the inclusions reduce rock intensity, and induce reservoir to generate more complex 
fractures. 
 
Keywords Mechanical mechanism of re-fracturing, Inclusion reservoir, Evolution of stress, Fracturing 
physical simulation  
 

1. Introduction 

The re-fracturing technology, as an enhanced recovery technique, was first developed in the 1950s, 
and it has become one of the important means to improve the recovery of oil and gas fields. The 
initiation and propagation of new fracture are greatly influenced by the reservoir structural 
characteristics during re-fracturing. Present studies mainly focus on the interference problems 
between artificial fracture and natural ones in natural fractured reservoirs. Many experiments have 
shown that fracture may present different state by the influence of various factors after the 
interference of artificial and natural fractures in natural reservoirs [1-6]. Zhou and Xue analyzed the 
impact of pre-existing fracture conductivity, stress state and injection rate on fracture path 
complexity [7]. On the basis of laboratory and field evidence, it is conceivable that several events 
may occur during the time period of the hydraulic fracture propagating toward the natural fracture 
[8]. However, there are numerous kinds of complex isolated inclusions in the reservoirs. The stress 
singularity may exist at the tip of the flake inclusions, and under certain conditions, it may also lead 
to the generation of micro-cracks [9]. Jin Yan et al. [10] analyzed the effects of salutatory barrier on 
hydraulic fracture propagation, but they have no further theoretical analysis.  

At present, the inclusion theory is mainly used for composite materials. In this paper, inclusion 
theory was introduced for the inclusion reservoir. Stress intensity factor is derived at the tip of 
artificial fractures and inclusions. The direction of fracture propagation after re-fracturing can be 
judged by the maximum tensile stress criterion in defect reservoirs. In addition, the effects of 
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isolated defects on the fracture shape after re-fracturing are verified by large size true tri-axial 
experiments.  

2. Basic model 

The basic model of stress distribution before re-fracturing in inclusion reservoir is shown as figure 1. 
The length of the inclusion is assumed far greater than its width, and the inclusion is seen as a line 
inclusion. For an elastic inclusion body, to better reflect the discontinuity of normal stress and 
tangential stress between the inclusion and rock matrix, the line inclusion is treaded as a thin bar. 
The Eshelby equivalent inclusion theory [11, 12] is used to solve the problem, only considering 
rock skeleton stress. 

1θ2θ θ

r 1r2r

a a
x

y

α
z 2l

minσ

minσ

maxσ
maxσ

o

o'

x'
y'

 
Figure 1. The stress distribution before re-fracturing in inclusion reservoir 

The stress field in the inclusion reservoir is composed of the following three parts: 
(1) The stress field induced by the artificial fracture;  
(2) The stress field induced by the line inclusion; 
(3) Far-field stress. 

The total stress state of elastic plane can be expressed as  
a, d, w,( , ) ( , ) ( , ) ( , )     ( , ) ( , )ij ij ij ijx y x y x y x y i j x yσ σ σ σ= + + =                   (1) 

where, ( , )ij x yσ  is the total stress field, MPa; a, ( , )ij x yσ  is the stress field induced by artificial 
fracture, MPa; d, ( , )ij x yσ  is the stress field induced by the line inclusion, MPa; w, ( , ) ij x yσ is the  
far-field stress, MPa.  

The boundary conditions are as follows, 
(1) Total stress at the edge of the line inclusions needs to meet the displacement compatibility 

relations. That can be written in the local coordinate ' ' 'x o y  as follows, 
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'( ', 0) '( ', 0) '( ', 0) *( ')     (0 ' 2 )
' ' ' '

'( ', 0) '( ', 0) '( ', 0) *( ')      (0 ' 2 )
' ' ' '

u x u x u x u x x l
x x x x

v x v x v x v x x l
x x x x

∂ + ∂ + ∂ + ∂
+ + = <= <=

∂ ∂ ∂ ∂
∂ + ∂ + ∂ + ∂

+ + = <= <=
∂ ∂ ∂ ∂

        (2) 

where, 'iu  and 'iv  are displacement components.  

 (2) The inner stress p  is exerted at the edge of artificial fracture. The direction is 
perpendicular to the fracture surface.  

a, d, w,

a, d, w,

( ,0) ( ,0) ( ,0) ,     ( )

( ,0) ( ,0) ( ,0) 0,      ( )
yy yy yy

xy xy xy

x x x p a x a

x x x a x a

σ σ σ

σ σ σ

+ + = − =< <=

+ + = − =< <=
               (3) 

Based on inclusion theory, combined with the equations (2) and (3), we can obtain four Cauchy 
singular integral equations. After solving, the stress field at any point of the inclusion reservoirs can 
be expressed after a series of coordinate conversion. At the same time, we can deduce the stress 
intensity factor at the tip of artificial fracture and inclusions.  

When the artificial fracture and line inclusions are disjoint, the stress intensity factor at the tip of the 
artificial fracture can be obtained by the following equations. 

I

I

2( ) 2( ) ( )lim1
2( ) 2( ) ( )lim1

x a

x a

K a a x g x

K a a x g x

μ
κ
μ
κ

→−

→

− = +
+

= − −
+

                            (4) 

where, a  is the half-length of artificial fracture, m; IK  is the stress intensity factor of model I 

crack, MPa m⋅ ; κ is the elastic constant of rock matrix, and for plane strain problem, 
3 4κ υ= − , where, υ  is Poisson ratio; ( )g x  is the dislocation density function of the artificial 

fracture at ~ ,   0x a a y= − + = ,  

( ) ( , 0) ( , 0)      ( < )y yg x u x u x a x a
x
∂ ⎡ ⎤= + − − − <⎣ ⎦∂

                  (5) 

In the local coordinate system, the stress intensity factor at the tip of line inclusions can be 
expressed as follows. 

I
' 0

I
' 2

1'(0) 2 ' ( ')lim2( 1)
1'(2 ) 2(2 ') ( ')lim2( 1)

x

x l

K x q x

K l l x q x

κ
κ

κ
κ

→

→

−
= −

+
−

= −
+

                           (6) 

where, 2l is the length of the inclusion, m; ( ')q x  is the tangential constraint physical stress of the 
inclusion on rock matrix,  

( ') ( ', 0) ( ', 0)xy xyq x x xσ σ= − − +                             (7) 

Therefore, when we compare the above results with the critical stress intensity factor ICK , we can 
judge the extension of the fractures in the inclusion reservoir. From equation (6) and (7), we can 
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conclude that the stress intensity factor of the inclusion tip is affected by the local stress field 
around the inclusion. In the whole model, the local disturbance of the inclusion is controlled by the 
far field stress and the inner boundary pressure. Therefore, when the load changes, I 'K may be 
greater than ICK . And the new fracture may produce along the defect. The experiment will be done 
to prove it. 

3. Experimental verification 

3.1 Experimental equipments 

The experiments were performed in an improved large true tri-axial rock mechanics experiment 
system. Cubic model blocks of 500mm on a side were positioned in the high-pressure cylinder for 
simulating in-situ stress conditions. The random defects were added in the samples, and the initial 
artificial fracture was simulated by a thin plastic sheet. The appearance of the high-pressure cylinder, 
which is one of the main equipments, is shown in figure 2.  

 
Figure 2 The appearance of the high-pressure cylinder 

3.2 The experiment process and results 

In fact, the critical stress intensity factor of the line inclusion is greatly difficult to measure. 
However, we can make a perceptual knowledge for the fracture propagation mechanism after 
re-fracturing in defect reservoirs by changing the size of the ground stress directly.  

There are six samples designed for the experiments. The stresses of three samples is applied as 
shown in table 1, where xσ  and initial artificial fracture are in the same direction. Before 
re-fracturing experiment, we measured the rock mechanics parameters of the sample through a 
group of small samples. Elastic modulus of sample matrix is 2.4GPa, Poisson ratio is 0.23. 
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Table 1 Experimental stress data 
The first fracturing The second fracturing Sample 

number xσ  yσ  zσ  xσ  yσ  zσ  

2# 3 3 3 3 4 5 

4# 4 4 4 1 2 3 

6# 3 4 5    

For example, when the confining pressure was 3MPa for 2# sample, a horizontal main fracture 
formed after the first fracturing. The highest pump pressure was 6.5MPa. The second fracturing was 
carried out after changing the size of stress. A vertical main crack was created along the maximum 
horizontal principal stress direction. The highest pump pressure was 2.4MPa affected by the defects.  

The strength of the rock is dispersed for defects of various scales in the rock, and the ability of 
resisting external force is weakened [13]. Under external loads, the defects of the sample will be 
activated. The activation defects extend under the load, and finally lead to mutual merger and 
samples are destructed. Therefore, when the loads are up to a certain threshold, random defects are 
activated in the defect reservoirs during the experiments. And more complex fractures may produce.  

The first fracturing

z

x

The second fracturing

      

Defect

zy
x

 
Figure 3 Experimental image of 2# sample after hydraulic fracturing 

For 4# sample, under the higher uniform confining pressure, the artificial fracture closed. And a new 
fracture produced along the direction perpendicular to the preset fracture which affected by the 
defects. The highest pump pressure was 6.2MPa. When the size and orientation of the stresses were 
changed, the direction of the new fracture would not change, which still followed the direction of 
the maximum horizontal principal stress.  
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Direction of artificial fracture

x

y

z

 
Figure 4 Experimental image of 4# sample after hydraulic fracturing 

From the above experiments, we can conclude that the defect is one of the most important factors 
for the fracture morphology after re-fracturing in heterogeneous reservoir. However, whether the 
direction of the fracture propagation will be changed by the defect is finally directed by the stress 
distribution state in the reservoir, which meets the maximum tensile stress criterion. At the same 
time, we found that, under the higher uniform pressure stress, the direction of the new fracture may 
have no relation with the preset fracture in the defect reservoirs. 

Conclusion 

Theoretical research and indoor experiments have shown that the defect is one of the most 
important factors affecting the fracture distribution state after re-fracturing in the reservoir. From 
this paper, we can conclude as follows. 

(1) Theory research shows that, in a certain stress condition, a new fracture may produce along 
the tip of the inclusion.  

(2) The strength of the rock is dispersed for defects of various scales in the rock.  

(3) Whether the presence of defects will cause the new fracture, to a great extent, is controlled 
by the far field stress.  

(4) From the experiments, under some higher confining pressure, the defect may be the 
dominant factor of fracture propagation in the reservoirs. 

References 

[1] Beugelsdijk L J L, Pater C J, Sato K. Experimental hydraulic fracture propagation in a 
multi-fractured medium. SPE 59419, 2000. 

[2] Peacock D C P, Mann A. Controls on fracturing in carbonate rocks. SPE 92980, 2005. 
[3] Warpinski N R, Lorenz J C, Branagan P T, Myal F R and Gall B L. Examination of a cored 

hydraulic fracture in a deep gas well. SPE 22876, 1993. 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-7- 
 

[4] Olson J E, Bahorich B, Holder J. Examining hydraulic fracture-natural fracture interaction in 
hydrostone block experiments. SPE 152618, 2012. 

[5] Meng Chunfang. Hydraulic fracture propagation in pre-fractured natural rocks. SPE 140429, 
2011. 

[6] ZHOU Jian, CHEN Mian, JIN Yan, ZHANG Guang-qing. Experimental study on propagation 
mechanism of hydraulic fracture in naturally fractured reservoir. Acta Petrolei Sinica, 2007, 
28(5): 109-113. (in Chinese) 

[7] Zhou and Xue, Experimental investigation of fracture interaction between natural fractures and 
hydraulic fracture in naturally fractured reservoirs. SPE 142890, 2011. 

[8] H.Gu, X.Weng, J.Lund, et al. Hydraulic fracture crossing natural fracture at nonorthogonal 
angles: a criterion and its validation. SPE 139984, 2012 

[9] ZHANG Hong-tu, ZHE Xiao-li. Theory of inclusion and applications in the study of fracture. 
Acta Physica Sinica, 1981, 30(6): 761-773. (in Chinese) 

[10] JIN Yan, CHEN Mian, ZHOU Jian, GENG Yu-di. Experimental study on the effects of 
salutatory barrier on hydraulic fracture propagation of cement blocks. Acta Petrolei Sinica, 2008, 
29(2): 300-303. (in Chinese) 

[11] HUANG Chun-ping, LI Zhong-hua. An approximate solution for the interaction forces 
between model I crack and an inclusion of arbitrary shape. Journal of Shanghai Jiaotong 
University, 2005, 39(1): 142-146. (in Chinese) 

[12] ZHANG Ming-huan, TANG Ren-ji. Interaction between crack and elastic inclusion. Applied 
Mathematics and Mechanics, 1995, 16(4): 289-300. (in Chinese) 

[13] DENG Yue-hong. Dimension stone strength and fractal characteristics of inner fault 
distribution. MINING R & D. 2001, 21(6): 13-15. 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-1- 
 

On propagation of interface cracks parallel to free boundaries in relation to 
delamination of multilayered coatings 

 
Konstantin B. Ustinov*, Robert Goldstein 

 
IPMech RAS, 119526, Russia 

* Corresponding author: ustinov@ipmnet.ru 
 

Abstract. The problem of a crack propagation in multilayered coating either between the individual layers, 
or between the whole package forming the coating and substrate (possibly also non-uniform) is considered. 
According to the model the delaminated part of the coating is treated as a plate with a special attention given 
to the boundary conditions, which are supposed to be of the elastic clamping type, which means that the 
angle of rotation at the clamping point is related to the acting bending moment at that point. The generalized 
model of elastic clamping is also considered in the frame of which it is supposed that components of 
displacements and angle of rotation at the clamping point are related to the acting total force and total 
moment by means of 3x3 matrix of elastic coefficients. Several variants of analytical models to determine 
the coefficients of this 3x3 matrix were considered and discussed. The case of non-uniform (multi-layered) 
coating is considered with a special attention paid to analysis of the influence of the relative dimensions 
involved, such as the individual layer and the multilayer coating thicknesses, distance from the crack to the 
free surface, crack length. 
Using the obtained solution the problem on buckling of the delaminated coatings is addressed. It has been 
shown that for a wide range of parameters even for anisotropic and multilayered structures the ratio of the 
obtained critical stress and the critical stress of a rigidly clamped plate is determined by a single 
nondimensional parameter, which is a combination of the elastic constants of the coating and substrate, and 
the ratio of the delamination length to the coating thickness. The analytical results correlate well with the 
results obtained using the numerical calculations. 
 
Keywords.  Interface crack, Multilayered coatings, Delamination, Elastic clamping, Buckling 
 
1. Introduction 
 
Problems related to propagation of interface cracks have been investigated widely due to 
importance for industry. Lately they appealed additional interest owing to applications in micro- and 
nano-electronics, biology, medicine. The problems were addressed by many authors by using both 
analytical and numerical approaches e.g. [1-10]. In [2], [3], in particular, the problem of stability 
loss of coating delaminated from rectilinear rigid substrate was solved. The critical stress, 
magnitude of deflection [2], [3], and energy release rates along and across the delamination front 
were found. The delaminated part of coating was considered as a clamped plate, which corresponds 
to rigid substrates. However, detailed studies yield that, from the one hand, the condition of rigid 
clamping are not satisfied exactly even for absolutely rigid substrates [5], and, from the other hand, 
on the base of numerical calculations it is said [6], [7] that even for substrates tree times softer then 
coating the condition of rigid clamping yields acceptable errors. In our opinion the last statement 
has to be accepted with cautions, because the influence of delamination size, importance of which 
being confirmed by other studies [5], [8], was not investigated in [6]. 
 
Influence of the substrate rigidity was studied by [4-6], however without paying attention to the 
influence of the delamination width to the critical stress. The analysis of influence of both substrate 
compliance and delamination width on the critical stress was performed in [5]. The delamination 
was modeled by a plate, with boundary condition corresponding to generalized elastic clamping, i.e. 
magnitudes of tangential displacements and gradient of deflection of the clamped edges were 
supposed to be proportional to tangential force and bending moment acting at the points of 
clamping. The coefficients of elastic clamping depending on two mentioned parameters were 
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calculated by solving numerically a system of integral equations [9]. 
 
Here, as well as in [9-12] the attempts were made to estimate the coefficients of elastic clamping 
analytically, and semi-analytically. 
 
2. Problem formulation 
 
Consider elastic half-plane (substrate) with adjusted layer (coating) of thickness h  having elastic 
properties, different from the properties of substrate. The layer is perfectly glued to the half-plane 
everywhere except a section of length, 2b , along which it is delaminated. The Cartesian coordinate 
system is chosen with x -axis being parallel the half-plane boundary, and y -axis coinciding with 
its external normal, the origin of the coordinate frame coinciding with the delamination centre. Thus 
the half-plane occupies area / 2y h< −  , the layer does / 2 / 2h y h− < <  , the delamination does 

, / 2b x b y h− < < = − . The Young moduli and Poisson ratios of the coating and substrate are 
, , ,s sE Eν ν , respectively. The layer is assumed to be subjected to the tensile eigenstrain causing 

compressive stresses, 0σ , acting along the boundary. Such a situation takes place while heating the 
system in question if thermal extension of the layer is higher than the one of the half-plane. On 
reaching by the compressive stress some particular level of crσ , the system loses stability and the 
layer bends (Figure 1). The problem is to find the value of stress, 0 crσ σ= , corresponding to the 
loss of stability 
. 

 
 

Fig. 1. Geometrical configuration. 
 
The problem was solved in [6] numerically, using FEM, the value of crσ  being presented as 
products of corresponding values, calculated for the clamped plane 0

crσ  and a coefficient σγ  

 0
cr cr

σσ σ γ=   (1) 

Magnitude of 0
crσ  may be calculated using elementary methods. Thus for the clamped plate of 

length 02b  the critical stress is [13]: 

h

2b
x

δ y
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In [9-10] and here estimations for coefficient σγ are obtained with the help of the theory of plates. 
 
3. Model of simple elastic clamping 
 
In the framework of von Karman theory the plate deflection is 

 ( ) ( ) ( )
3

* '' 0
12

IVhE v x x hv xσ+ =  (3) 

Here ( )xσ  is the compressive stress within the cross-section of the coating. It should be noted 

that this stress is generally differ from 0σ  due to relaxation caused by curving of the delaminated 
part of the coating. For b y b− < < , ( ) crx constσ σ= =  the general solution of Eq. (3) is 

 ( ) 1 2cos ,v x A kx A x b= + <  (4) 

 * 2

12 cr

k
E h

σ
=  (5) 

Here constants iA  need to be determined from the boundary conditions. As a variant of the 
solution it may be suggested that the delaminated section of coating could be treated as a plate with 
elastically clamped ends. Condition of elastic clamping at points x b= ±  is  

 ( ) ( )' ''x b x bv x hd v x= ==  (6) 

Here hd  is the coefficient of proportionality between the angle of the plate at clamping and the 
second derivative of the displacement (proportional, in turn, to the bending moment, acting at this 
point); d  is a dimensionless coefficient that can be not determined in the frame of elementary theory. 
The presence of plate thickness h  is due to necessity of adjusting dimensions: this parameter is the 
only one of the dimension of length in the model, because the clamping stiffness may not depend on 
the plate size b  (for more information see [9-10]). Substitution of Eq. (4) into Eq. (6) yields 

 tan 0kb khd+ =  (7) 

The expression for coefficient d  were obtained in [11] on the base of the model where the coating 
was considered as a plate and the substrate as half-plane. The solution was found with the help of 
Fourier transform and Wiener-Hopf technique. By neglecting the action of shear stress it was found 
 

 * *3
0 sd d E E= , 2/3 5/6

0 2 3 0,636d −= ≈  (8) 

Here 

 ( )* 21E E= − ν  (9) 

For rigid clamping 
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 0k
b
π

=  (10) 

Substituting Eq. (1), Eq. (5), Eq. (8), Eq. (10) into Eq. (7) gives  

 0tan 0dσ σπ γ π β γ+ =  (11) 

Here 

 ( ) * *3
sh b E Eβ =  (12) 

Dependence of σγ  on β  according to this model is also presented on Figure 2. The most probable 

reason for the slight systematical divergence seems to be in underestimation of the critical stresses in 
numerical calculations. 
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Figure 2. Dependence of relative critical stress on geometrical and elastic parameters: purple dashed 
line – solution Eq. (11); green dashed line (short dashes) – Eq. (18); solid red thin line – Eq. (26); dots 

– numerical solution [9] 
 

 
4. Generalization for the case of multilayered coating and substrate 
 
The above model is easily generalized for the case of anisotropic (orthotropic) and multilayered 
coating and substrate. For anisotropic phases all the above formulae remain valid with replacing the 
values of effective moduli Eq. (9) of coating and substrate by the values corresponding to anisotropic 
media. Thus for substrate instead of the second formula of Eq. (9) we have  

 ( ){ } 1/2
*

22 66 11 11 222 2sE
−

⎡ ⎤= β β + β + β β⎣ ⎦  (13) 

Here ijβ  are components of compliance tensor written in matrix form (eg [14]), axis 1x  is 
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directed along layering, axis 2x  is directed along the normal. 
 
For anisotropic (orthotropic) coating modulus *E  should simply be replaced with the longitudinal 
modulus: *

22E E= .  
 
For multilayered structures, if the thickness of individual layers are much less than the characteristic 
size of delaminated part of coating, the layered structure may be described as an effective 
homogeneous anisotropic media [15]. The value of effective longitudinal modulus of coating may 
be calculated as an averaged over the individual layers forming its delaminated part  

 
*

* i i

i

E h
E

h
= ∑

∑
 (14) 

 
Here *,i iE h  are elastic moduli and thicknesses of the individual layers.  
 
Similarly, for the multilayered substrate the effective elastic constants may be expressed as follows    

 
11 12 22 66

* * * *
11 12 22 66

/ /i i i i i i i i

i i i i

c h c h h c h c
c c c c

h h h h
= = = =∑ ∑ ∑ ∑

∑ ∑ ∑ ∑
 (15) 

Coefficients of matrix of elastic compliance ijβ  to be substituted to (13) are obtained from here by 
inversing the matrix of elastic constants. 

  
* *

* 122 11
11 22 66 66* * * 2 * * * 2

11 22 12 11 22 12

c c c
c c c c c c

−β = β = β =
− −

 (16) 

It is worth to note, that the above formulae describe the crack propagation in multilayered coating 
both between the individual layers and between the whole package forming the coating and 
substrate. The difference consists in accounting the particular number of layers while calculating the 
effective properties Eq. (14), Eq. (15). 
 
5. Model of generalized elastic clamping 
 
The model of elastic clamping may be generalized in order to account the influence of longitudinal 
force on the boundary conditions. Such a model was used by [5] for finding the critical stress of 
buckling of the delaminated coating. In the frame of that model it is supposed that longitudinal 
displacement u  and angle of rotation are linear function of longitudinal force F  and bending 
moment M acting at the point of clamping 

 

1
0 11 12

1 20
21 22

EU a F a h M

a h FdVE
dx

a h M

−

− −

= +

+=
 (17) 

Although condition of elastic clamping Eq. (6) was proven to be asymptotically correct [16], and 
other terms might be beyond the accuracy of beam (plate) theory, accounting for additional terms in 
Eq. (17) may be useful in numerical calculations. 
 
The direct application of boundary condition Eq. (17) to Eq. (4) is impossible due to presence of 
unknown parameter F , which, however, may be found by solving the equation for longitudinal 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-6- 
 

displacement u  , simultaneously with Eq. (3). That was done in [5] with the final result for the 
critical stress after writing it in the form convenient for our purposes being: 
 

 
2
12

22
11

12 tan 0
1

ab a
ah σ

σ

π γ
π γ

+ − =
+

 (18) 

The coefficient of symmetric matrix ija  of elastic clamping were calculated in [5] by numerical 
solving of a system of integral equations as functions of ratio of moduli of coating and substrate and 
ratio of coating thickness to the delamination length. 
 
Taking into account that according to Eq. (12) 

 * *3
22 012 / Sa d E E=  (19) 

expression Eq. (18) differ from Eq. (11) only by its last term, which is usually not large; 
nevertheless its accounting leads to (slight, but systematic) deviation of the results from the master 
curve, obtained by using more simple Eq. (11). 
 
Dependence of σγ on β  according to this model is also presented on Fig. 2, coefficient 11a  was 
calculated with the help of the first formula of Eq. (20) for * */ 1SE E = . If the initial surface is 
curved, then in addition to longitudinal force and bending moment, transverse force N  appears at 
the clamping point. Hence, condition Eq. (17) may be generalized: 

 

1
0 11 12 13

1 2 10
21 22 23

1
0 13 23 33

EU a F a h M a N

a h F a h M a h M

EV a F

dVE
dx

a h M a N

−

− − −

−

= + +

+ +

= + +

=  (20) 

 
Here 3x3 matrix ija  may be called the extended matrix of coefficient of elastic clamping. 
Calculating coefficients of the extended matrix ija  may become useful for studying delamination 
and buckling of initially curved coatings. 
 
 
6. Calculating coefficients of matrix of elastic clamping 
 
Coefficients of matrix (20) were calculated in [4] for a particular geometric parameters numerically, 
and in [5] by numerical solving a system of integral equations for various ratios geometric 
parameters and moduli. However it is desirable to have an asymptotical, or at least, approximating 
formulae. 
 
Formulae for 22a  were obtained in [11] on the base of the model where the coating was considered 
as a plate and the substrate as half-plane by using Fourier transformation and Wiener-Hopf 
technique. The value is given by Eq. (8), Eq. (19). The value of 23a  were found (ibid.) to be 

 ( ) ( )2/3 2/37/3 2/3
23 2 3 / 2.52 /S Sa E E E E−= =  (21) 

Coefficients 11 12,a a  (as well as some coefficients of the extended matrix Eq. (16)) for the case of 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-7- 
 

coating and substrate being of the same material were obtained in [12]. The results were obtained 
on the base of solution of the matrix Wiener-Hopf problem [17], which was extended to describe 
displacements. The extraction of the coefficient 22a  for this case was made before [18], [19]. 3-D 
case was considered in [20]. 
 
It follows from the results of [5] that the value for 12a  does not effectively depend on the ratio 
elastic moduli, unless very soft substrates. For this case value  

 12 3a =  (22) 

was obtained [12]. It was also obtained (ibid.) the value for 13a  for the case of the same moduli of 
coating and substrate 

 13 1 3a = +  (23) 

The obtained formula for 11a  appeared rather awkward to be represented here.  
 
An intent look at the results for 11a  reveals that all points may be represented as a single master 
curve (Fig 3) with rather good accuracy. 
 
 

 

Fig. 3. Numerically obtained master curve for 11a  on the base of results [5]. 

 
The curve may be fitted by one of the following (purely approximating) formulae 

 

1/4 1/43 3

11 11

1/5 1/6

311 11

1 3 3
2 2 2

1 4 3

S S S

S S S S

E b E b Ea a
E h E h E

E b E E b Ea a
E h E E h E

⎡ ⎤ ⎡ ⎤⎛ ⎞ ⎛ ⎞
⎢ ⎥ ⎢ ⎥= + =⎜ ⎟ ⎜ ⎟
⎢ ⎥ ⎢ ⎥⎝ ⎠ ⎝ ⎠⎣ ⎦ ⎣ ⎦

⎡ ⎤ ⎡ ⎤⎛ ⎞ ⎛ ⎞
⎢ ⎥ ⎢ ⎥= − = −⎜ ⎟ ⎜ ⎟
⎢ ⎥ ⎢ ⎥⎝ ⎠ ⎝ ⎠⎣ ⎦ ⎣ ⎦

 (24) 
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7. Some asymptotic estimations for critical stress 
 
For σγ  slightly diverging from unity, which corresponds to small β , asymptotic solution of Eq. 
(11) may be obtained by the following substitution 

 1 21 ...m na aσγ β β= + + +  (25) 

On expanding Eq. (25) into series for small β , the coefficients 1 2,a a , as well as exponents ,m n  
for which the solution exists are found. The corresponding solution is 

 ( )
2 2 *

2 2
0 02 1 2 3 ...

12
cr h E d d

b
πσ β β= − + +  (26) 

Dependence of σγ on β  according to this model is also presented on Fig. 2. 
 
The carried FE analysis [9], the results of which are presented on Figure 2 (dots), confirms the 
analytically obtained dependence of the critical stress on the elastic and geometric parameters 
according to the suggested models. 
 
Summary 
 
The problem of a crack propagation in multilayered coating either between the individual layers, or 
between the whole package forming the coating and substrate (possibly also non-uniform) is 
considered. According to the model the delaminated part of the coating is treated as a plate with a 
special attention given to the boundary conditions, which are supposed to be of the elastic clamping 
type, which means that the angle of rotation at the clamping point is related to the acting bending 
moment at that point. The generalized model of elastic clamping is also considered in the frame of 
which it is supposed that components of displacements and angle of rotation at the clamping point 
are related to the acting total force and total moment by means of 3x3 matrix of elastic coefficients. 
Several variants of analytical models to determine the coefficients of this 3x3 matrix were 
considered and discussed. The case of non-uniform (multi-layered) coating is considered with a 
special attention paid to analysis of the influence of the relative dimensions involved, such as the 
individual layer and the multilayer coating thicknesses, distance from the crack to the free surface, 
crack length. 
 
Using the obtained solution the problem on buckling of the delaminated coatings is addressed. It has 
been shown that the difference between the obtained critical stress and the critical stress of a rigidly 
clamped plate can be significant. It has also been shown that for a wide range of parameters even 
for anisotropic and multilayered structures the ratio of the obtained critical stress and the critical 
stress of a rigidly clamped plate is determined by a single nondimensional parameter, which is a 
combination of the elastic constants of the coating and substrate, and the ratio of the delamination 
length to the coating thickness. The analytical results correlate well with the results obtained using 
the numerical calculations. 
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Abstract  The energy approach is used to propose a model of arising of regular systems of cracks, 
emerging the surface of a circular cavity, being observed, for example, around oil and gas wells under 
uniform compression. The cracks are supposed to arise due to the accumulation of elastic compression 
energy in the system. The limit compression (the exhaustion of strength) being achieved, a network of cracks 
is formed in the most stressed layer adjacent to the interior of the body, thus utilizing the accumulated elastic 
energy of this layer. In this case, of all the possible grids the least energy-consuming one is formed, that is, 
the system with such a number n and length L of the cracks, that the energy needed for its creation is minimal. 
In the simplest scheme the number n of "petals"-wedges arising from the cracking turns out to be equal to 5 
(which corresponds to 2n = 10 cracks) and (contrary to limit compression pressure magnitude) be 
independent on geometrical and physical-mechanical parameters of the problem. 
 
Keywords  Crack Systems, Oil and Gas Wells 
 
1. Introduction 
 
Around oil and gas wells under hydrostatic pressure [1, 2] (Fig. 1, 2) a pattern of regular cracks 
grids, emerging the surface of a circular cavity, is frequently observed. In the so-called 
«geoloosening» (directed layer unloading) method such systems are produced specially for 
increasing the rock fracturing and stimulation of oil input to the well [1, 2]. That is why it is 
important studying the structure of this crack networks, in particular, their number, length, etc.  
Regular systems of cracks are found in many structures and natural objects (examples and 
references see, eg, [3]). They may be initially due to both non-mechanical factors, such as thermal 
stress, the effect of aggressive media, phase transforms (drying, freezing [4]), etc., as well as have 
purely mechanical nature. Note that the problem of regular cracking of bark in technically 
elementary but quite substantial statement was considered in [5] already in 1952. Point also the 
paper [6], in which the formation of regular ordered crack systems was used to illustrate the 
capabilities of the variational principle of cracks mechanics there proposed. In [3] for the 
near-surface thermal cracks the formation of "nested doll" systems was studied, where a regular 
system of equal cracks turns into two analogous crack systems, each with its own size but double 
period with respect to the original system. Moreover, it was shown that, in some cases, the crack 
may develop by jumps, and in others, for subsurface cracks it turns out more profitable not to 
extend into the material, but curl and form spalling. In [7] issues of arising of ordered crack systems 
and/or crack-like defects under compression were briefly touched upon. In [8] development of 
regular systems of surface cracks under the thermal shock, and in [9] – multiple cracking of brittle 
coatings upon loaded solids was studied. In [10-12] an experimental study was performed, and a 
model was proposed on formation and evolution of cracks echelon in the vicinity of a main 
longitudinal shear elastic-brittle crack. In [13-16] distribution of fragments of glass after break by 
size and time was experimentally studied and theoretically treated using methods of the theory of 
fractals. 
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Fig. 1 [4, p. 33] Fig. 2 [4, p. 33] 
 
2. Statement of the problem on regular cracks grid around oil and gas wells 
 
In [17-20] the energy approach was used to propose a model of symmetric brittle crack formation in 
a thin plate (and a wedge) under bending by a point indenter. The main purpose of that idealized 
minimal model was to quantify the study of some possible mechanisms determining the number of 
the cracks arising. In this paper, similar approach is used to model the formation of a regular grid of 
cracks around a circular cavity under hydrostatic pressure [21-22]. The basic idea is that cracks are 
formed due to the accumulation in the system of elastic energy of compression (or rather, the shear 
energy). As the material strength is exhausted, in the most stressed layer, adjacent to the interior of 
the body, a regular network of cracks appears, which formation takes all the elastic energy of that 
layer. In this case, of all the possible grids the minimum-energy-consuming fracture scheme occurs, 
that is, a system with such a number n and length L of the cracks, that the energy needed for its 
creation, is minimal. 
Unlike the case of plate bending here cracks go from the surface of the hole not perpendicular to it, 
but at an acute angle (though not necessarily at 450, ie in the direction of slip lines). In other words, 
they are not tensile cracks, though perhaps not quite shear ones. More precisely, in [2, p. 21, 37-38] 
"usual for rocks Coulomb-Mohr type criterion, according to which the failure on these planes 
occurs when the shear stress achieves some limit value [τ] = k – σntg ρ, where k and ρ are cohesion 
modulus and internal friction angle of rock respectively, which are the strength characteristics of the 
rock" is taken as a failure criterion. Aimed to clarify the fundamental possibility of constructing a 
simple model of cracks ordered systems of such type and calculation of cracks number, as well as 
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maximum simplification of the problem and using the features of its stress-strain state, we assume 
that the cracks propagate along the slip lines, and their formation is due to stored elastic energy, but 
not all, but only the shear energy, the energy of hydrostatic compression being not taken into 
account  
So, the model is based on the following provisions: 
I. Suppose we have an infinite plane with a circular cavity in a uniform compression, stress-strain 
state is plane. 
II. As the material strength is exhausted, fracture occurs instantaneously with the formation of a 
symmetric system of shear cracks. 
III. Cracks occur along the slip lines, forming a regular pattern like Fig. 1-3. 
IV. One can neglect the irreversible (inelastic, heat, etc.) losses (plate behaves quasi-brittle), and 
possible dynamics (waves). 
V. Energy balance equation expresses the equality of the energy of formation of new surfaces 
(cracks) to the elastic energy of shear, released from the ring (layer), which was cut through with 
those cracks. 
VI. The minimum-energy-consuming fracture scheme occurs, i.e., the scheme with such a number n 
and length L of the cracks, that the energy needed for its creation, is minimal. 

 

Fig. 3 [24, p. 326] 
 
The proposed scheme can essentially be considered as a version of that classical approach by 
Griffith [23], adopted for cases where the problem symmetry requires the hypothesis on occurrence 
of one crack to be replaced with the assumption of arising a symmetrical system with n cracks.  
 
3. Crack creation energy 
 
To formalize the above speculations we write according to the condition «V» the basic equation of 
energy balance 
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 W = We (1) 
 
where W, We are the energy of formation of new surfaces (shear cracks) and elastic energy gone to 
it of the layer, weakened (destroyed) by the cracks net arised, respectively. 
Somewhat roughenning the real situation, we assume that the fracture pattern is axially periodic  

 

Fig. 4 Fig. 5 [24, p. 326] 
 
(Fig. 4) and is built of n «petals", each seen from the center of the cavity at an angle 2φn and formed 
by a couple of cracks emanating from the surface of the cavity at an angle of 450 and directed to 
each other 
 
 2φn = 2π/n, φn = π/n (2) 
 
The energy of formation of new surfaces (shear cracks) 
 
 W = γL = γ·2nΛ (3) 
 
where γ is corresponding effective (specific) surface fracture energy (or more precisely, the specific 
energy of cracking, since there are two surfaces but one crack), L – total length of all the cracks, n – 
number of petals-sectors formed (2n cracks), Λ – the length of a crack. 
Taking that fracture occurs along the slip lines and the cracks grid forms a regular pattern like Fig. 4, 
calculate the total length of cracks 

 ∫
π

=ϕ

=ϕ

⋅⋅=Λ=
n

dSnnL
0

22  (4) 

where n is the number of pieces (wedges), cut out by the cracks, φ – polar coordinate, dS – 
differential of arc length along the crack. 
As is known, the direction of the maximum shear stresses divides the angles between the principal 
axes of the stress tensor in two [25, p. 265]. Circular cavity considered is a special case of a tube 
with an infinite outer radius. The principal stresses in the cross section of the tube are directed 
radially and circumferentially, the slip lines being inclined to these directions at an angle 450 (Fig. 
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5). From this figure we see that 
 dR = ±Rdφ (5) 
 
where R and φ are polar coordinates. This equation gives two orthogonal families of slip lines 
 
 R(φ) = Ce±ϕ;    R|φ=0 = R* = C,    R(φ) = R*e±ϕ (6) 
 
where C is the integration constant, R* – the radius of the hole. Taking R* and 
 W* = 2 2 πγR*, (7) 
 
as the length and energy reference scales, respectively, pass on to dimensionless variables r, λ, l, w 
by the formulas 
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 R = R*r,    Λ = R*λ,    L = R*l,    W = W*w (9) 
 
Then (6) takes the form r(φ) = e±ϕ, and choosing to be definite one of the branches (families) with 
the sign +, we obtain the dimensionless radial coordinate of the "petal"-wedge end rn 

 
 rn = r(φn) = |(2)| = r(π/n) = eπ/n,    n = π/lnrn (10) 
 
Writing now the expression for the differential of arc length in polar coordinates, expressing φ in R 
using (5) and integrating over the entire crack length, we find the length of one crack Λ, λ and the 
total dimensionless length of all the cracks l 
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For the dimensionless cracking energy with (8), (3), (11) we have 
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A plot of the dimensionless cracking energy w on rn is represented by the upper curve (almost 
straight) in Fig. 6. It is the function defined for rn ≥ 1, monotonically increasing, concave upwards 
and equal to 1 for rn = 1.  
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Fig. 6. 
 
4. The elastic energy 
 
Now we write the expression for the right hand side of (1) – elastic energy We, stored in the 
near-well layer, cut through with the cracks, which goes to the formation of cracks 
 

 RdRWWW
nR

fsfe π== ∫ 2
1

 

  
where Wf is shear energy, Wfs (s = specific) – specific shear energy, and the integration is over the 
ring R ∈ [1, Rn]. According to [25, p. 284, formula (7.28)], the expression for the specific shear 
energy can be written as 
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where μ is Poisson's ratio, E – Young's modulus, σ1,2,3 – principal stresses. 
Substituting for the right side of (14) the well-known Lame solution for the very thick cylinder with 
inner radius R*, being under internal pressure P [25, p. 338-339, formula (9.21)] 
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we obtain for the specific Wfs and entire Wf shear energy in the ring (layer) r ∈ [1, rn] 
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Going from P and Wf with the aid of scales of pressure E and energy 
 
 ( ) 2*1** ERW μ+π≡  (17) 
 
respectively, to dimensionless p and wf by formulas 
 

 ff
f

f wWWpEP
W
W

w
E
Pp **,,

**
, ====  (18) 

 
we obtain for the dimensionless energy wf 
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2 11),(
n

nf r
prpw  (19) 

 
The formula (19) determines for rn ≥ 1 monotonically increasing function, concave upwards, equal 
to 0 for rn = 1 and getting onto a horizontal asymptote at rn → ∞ . The graphs of this function for 
two values of p are shown in Fig. 6 by two lower curves 
. 
5. Calculation of the index n 
 
For small internal pressures p shear energy plot wf(rn) lies below the cracking energy plot w(rn). The 
pressure arising, the in-tube stored elastic energy increases monotonically, the plot wf(rn) goes 
higher and at some moment it touches the graph w(rn) for some rn. The moment of contact will be 
the first moment when the elastic energy be equal to the energy required for the formation of an 
appropriate system of cracks (see similar arguments in Mohr theory [25, § 61, p. 300-306]). 
Touching specifies two conditions (equality of functions and equality of their derivatives) to 
determine two unknowns: the pressure and the thickness of the elastic layer, which gives its elastic 
energy for cracking. 
From the condition of equality of functions, by substituting into (1) the expressions (7), (13), (17), 
(19), we obtain 
 
 W = W*w = Wf = W**wf (20) 
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or, setting the dimensionless constant 
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Tangency condition we obtain by differentiating (23) 
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Dividing (231) to (241), we obtain governing equations for rn 
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Equation (26) for rn is transcendental and needs numerical solution, but it can be seen that its root is 
close to e, therefore, representing rn in (26) as rn = e(1 + ε), expanding in powers of ε and holding 
the first order, one can obtain simple approximate estimates for ε, rn and n 
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It is seen, that the value for n obtained is a fractional number. For the model assumed it means that 
the solution will be one of the two integers closest to the fractional value found (ie, either 4 or 5), 
which gives a lower value for the elastic energy. Those integer solutions n appear with changing 
We(p) on increasing p, which, as is clear from Fig. 6, leads to the splitting of the solution found 
above into two solutions (corresponding to one and the same p), one of which, as can be seen from 
the graphs in Fig. 6, crawls down (rn1 ↓), and the other – up (rn2 ↑). By (13) w(rn) = (rn – 1)/lnrn is a 
monotonically increasing function (↑), ie rn1 <rn2 ⇒  w(rn1) <w(rn2); vice versa, n(rn) decreases 
monotonically (by (10): n = π /lnrn ↓). The lower elastic energy corresponds to the lower value of rn 
and, accordingly, to the larger value of n. Consequently, nmin = 5. Here, with the growth of p the 
total stored elastic energy in the body increases, but cracking consumes less energy due to the fact 
that though the number n of cracks increases, but because of the reduction in rn their total length l in 
(12) becomes less. 
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6. CONCLUSIONS 
 
The energy approach is used to propose a model of arising of regular systems of cracks, emerging 
the surface of a circular cavity, being observed, for example, around oil and gas wells under 
uniform compression. The cracks are supposed to arise due to the accumulation of elastic 
compression energy in the system. The limit compression (the exhaustion of strength) being 
achieved, a network of cracks is formed in the most stressed layer adjacent to the interior of the 
body, thus utilizing the accumulated elastic energy of this layer. In this case, of all the possible grids 
the least energy-consuming one is formed, that is, the system with such a number n and length L of 
the cracks, that the energy needed for its creation is minimal. In the simplest scheme the number n 
of "petals"-wedges arising from the cracking turns out to be equal to 5 (which corresponds to 2n = 
10 cracks) and (contrary to limit compression pressure magnitude) be independent on geometrical 
and physical-mechanical parameters of the problem. The approach presented can be obviously 
formalized in the form of a corresponding variational principle of E.M. Morozov type [5, p. 11-24], 
provided that the core of the functional there introduced, would be modified appropriately and will 
be proportional not to the maximum normal stress or the maximum linear strain (similar to the first 
and second strength theories [5, p. 12]), but to the value, corresponding to the failure criterion here 
adopted. 
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Abstract The influence of welding residual stresses in stiffened panels on effective stress intensity factor 

values and fatigue crack growth rate was studied in this paper. Interpretation of relevant effects on different 

length scales such as dislocation appearance and microstructural crack nucleation and propagation are taken 

into account using Molecular Dynamics (MD) simulations as well as a Tanaka-Mura approach for the 

analysis of the problem. Mode I stress intensity factors (SIF), KI, were calculated by the ANSYS program 

using shell elements and assuming plane stress conditions. The SIFs were calculated from FE results using 

the crack tip displacement extrapolation method. A total SIF value, Ktot, is contributed by the part due to the 

applied load Kapp, and by the part due to weld residual stresses, Kres. In the FE software package ANSYS the 

command INISTATE is used for defining the initial stress conditions. The FE analysis for the stiffened panel 

specimens showed that high tensile residual stresses in the vicinity of a stiffener significantly increase Kres 

and Ktot. Correspondingly, the simulated crack growth rate was higher in this region, which is in good 

agreement with experimental results. Compressive weld residual stresses between two stiffeners decreased 

the effective SIF value, Keff, which was considered as a crack growth driving force in a power law model.  
 
Keywords Fatigue crack growth rate, Welding residual stresses, Stiffened panel, Dislocation, Microstructural 
crack 
 

1. Introduction 
 
In stiffened panels of a ship deck structure, fatigue cracks may initiate under cyclic loading at sites 
of stress concentration and further propagate, which can eventually result in unstable fracture and 
structural failure. The crack growth rate in welded stiffened panels can be significantly affected by 
the residual stresses which are introduced by the welding process. The high heat input from the 
welding process causes tensile residual stresses in the vicinity of a stiffener. These tensile stresses 
are equilibrated by compressive stresses in the region between the stiffeners. Welding residual 
stresses should be taken into account for a proper fatigue life assessment of welded stiffened panels 
under cyclic tension loading. 
The complete process of fatigue failure of mechanical components may be divided into the 
following stages: (1) micro-crack nucleation; (2) small crack growth; (3) long crack growth; and (4) 
occurrence of final failure. In engineering applications, the first two stages are usually termed as the 
“crack initiation or small crack formation period” while long crack growth is termed as the ‘‘crack 
propagation period”. Dislocation development can be simulated by using the molecular dynamics 
(MD) simulation code IMD [1]. To analyze dislocation development atomistic scale simulation 
methods are implemented, [2, 3, 4, 5]. 
The crack initiation period generally accounts for most of the service life, especially in high-cycle 
and very high cycle fatigue [6]. In pure metals and some alloys without pores or inclusions, 
irreversible dislocations glide under cyclic loading. This leads to the development of persistent slip 
bands, extrusions and intrusions in surface grains that are optimally oriented for slip. With 
continued strain cycling, a fatigue crack can be nucleated at an extrusion or intrusion within a 
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persistent slip band. [7, 8, 9, 10, 11, 12, 13]. 
Non-metallic inclusions, which are present in commercial materials as a result of the production 
process, can also act as potential sites for fatigue crack nucleation. In the high cycle regime fatigue 
cracks initiate from inclusions and defects on the surface of a specimen or component. For very 
high cycle fatigue, fatigue cracks initiate from defects located under the surface of the specimen 
[14,15]. Micro-crack nucleation can be analyzed by using the Tanaka-Mura model or some of its 
modifications [16, 17, 18]. 
Fatigue crack growth prediction models based on fracture mechanics have been developed to 
support the damage tolerance concepts in metallic structures, [19]. A well known method for 
predicting fatigue crack propagation under constant stress range is a power law described by Paris 
and Erdogan [20]. Dexter et al. [21, 22] analysed the growth of long fatigue cracks in stiffened 
panels and simulated the crack propagation in box girders with welded stiffeners. He conducted 
cyclic tension fatigue tests on approximately half-scale welded stiffened panels to study propagation 
of large cracks as they interact with the stiffeners. Measured welding residual stresses were 
introduced in the finite element model and crack propagation life was simulated. Sumi at al. [23] 
studied the fatigue growth of long cracks in stiffened panels of a ship deck structure under cyclic 
tension loading. For that purpose fatigue tests were carried out on welded stiffened panel specimens 
damaged with a single crack or an array of collinear cracks.  
This paper presents a study of the influence of welding residual stresses in stiffened panels on 
effective stress intensity factor values and fatigue crack growth rate. Mode I SIF values, KI, were 
calculated by the FE software package ANSYS using shell elements and the crack tip displacement 
extrapolation method in an automatic post processing procedure. A total SIF value, Ktot, was 
obtained by a linear superposition of the SIF values due to the applied load, Kapp, and due to weld 
residual stresses, Kres. The effective SIF value, Keff, as defined by Elber [24], was considered as a 
crack growth driving force in a power law model. Simulated fatigue crack propagation life was 
compared with the experimental results as obtained by Sumi at al. [23]. The molecular dynamics 
(MD) simulation was implemented to analyze dislocation development in an iron cuboid model 
with a triangular notch tip. Numerical simulations of the fatigue crack initiation and growth for 
martensitic steel, based on modified Tanaka-Mura, were carried out.  
 
2. Molecular dynamics (MD) simulation of dislocation development in iron 
 
2.1. Methods and model 
 
Taking a close look on dislocation development leads to the necessity of atomistic scale simulation 
methods. Therefore, we used for the present work the molecular dynamics (MD) simulation code 
IMD [1]. It was developed at the Institute of Theoretical and Applied Physics (ITAP) belonging to 
the University of Stuttgart. In MD the atoms are seen as mass m points at the position  for which 
Newton´s equations of motion:  
 

, ∗ ²

²
   (1)

 
are solved in every time step. The force ,  is given by the derivative of the interatomic 
embedded atom method (EAM) [2] pair potential 		,  (Eq. 2): 
 

	 , ,    (2)
 
The system we investigated contains about half a million iron atoms. They form a cuboid of the size 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-3- 
 

286 x 143 x 143 Å³ where a notch (dimensions 15 x 90 Å²) with a triangular notch tip was inserted 
along the (110) plane.  

 

Figure 1. Bcc iron cuboid 286 x 143 x 143 Å³ with a 15 x 90 Å² notch on a (110) plane. The 486000 atoms 

are color coded via von Mises stress (red =̂  high stress, blue =̂  low stress). Image by MegaMol™ [3]. 
 

Cyclic deformation of the simulation box was applied in the [001]-direction. Therefore, the 
z-component of the simulation cell was elongated with a constant rate of 5x10^-7 at each time step. 
After reaching a strain of seven percent we applied pressure at the same rate until we reach seven 
percent of strain in compression. This procedure was repeated continuously. Periodic boundary 
conditions were used in every direction.  
 
2.2. Results and discussion 
 

 

 
Figure 2. Stress [MPa] in z-direction in terms of the time [ns] during cyclic loading of a nanostructure of a 
notched iron cuboid. System configurations at different times are depicted: blue are according to DXA [4] 

“defect surfaces”, red represent dislocations. The view is from lower left. 
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During the continuous cyclic change from elongation to compression different stages of the system 
appeared (see Figure 2).  

 Stage I:  Configuration under no pressure.  
 Stage II:  Initiation of reversible local restructuring under tensile loading.  
 Stage III: Formation of one continuous plane with hcp structure. 
 Stage IV: Compression leads to a resolution of the deformation introduced in the previous 

steps into the structure and to bending of the middle of the notch surfaces towards each other 
up to a minimum distance of 6.8 Å.   

 Stage V: During the fourth loading cycle dislocations are initiated. The Dislocation 
Extraction Algorithm (DXA) [4] detects “defect surfaces”. “The defect surface consists of 
those parts of the interface mesh, which have not been swept by elastic Burgers circuits.” [5] 

 Stage VI: Dislocations still remain in the structure even though no pressure remains in the 
system. 

 
3. Microstructural crack nucleation and propagation 
 
To solve problems of micro-crack nucleation the Tanaka-Mura model [16] is frequently used. The 
number of stress cycles Nc required for micro-crack nucleation can be determined as follows: 
 

8
1 Δ ̅ 2

 

   
(3)

Eq. (3) presumes that micro-cracks form along slip bands within grains, depending on slip band 
length  and average shear stress range Δ ̅ on the slip band. Other material constants (shear 
modulus , specific fracture energy per unit area , Poisson‘s ratio  and frictional stress of 
dislocations on the slip plane can be found in the specialized literature [17]. Jezernik et al. [18] used 
the Tanaka-Mura model to numerically simulate the small crack formation process. Three 
improvements were added to this model: (a) multiple slip bands inside each crystal grain as 
potential sites for crack nucleation, (b) micro-crack coalescence between two grains and (c) 
segmented micro-crack generation inside one grain. A numerical model was directed at simulating 
fatigue properties of thermally cut steel. The authors took into account accompanying residual 
stresses in order to simulate the properties of the thermally cut edge as faithfully as possible.  
 

micro-crack 
nucleation

micro-cracks 
coalescence

  
Figure 3. Micro-crack nucleation and subsequent coalescence [18] 
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As residual stresses are not considered in the Tanaka-Mura model according to Eq. (3), they are 
imposed as additional external loading. Therefore, the residual stresses are in the Tanaka-Mura 
equation implicitly evaluated through the average shear stress range on the slip band Δ ̅. Figure 3 
shows the shear stress distribution and nucleated micro-cracks for a typical high cycle fatigue 
regime load level (450 MPa). In the beginning, micro-cracks tended to occur scattered in the model 
and form in larger grains that are favorably oriented and show higher shear stresses. But after a 
while, existing micro-cracks started coalescing, causing local stress concentrations and amplifying 
the likelihood of new micro-cracks forming near already coalesced cracks. 
 

4. Modeling and analysis of crack propagation in welded stiffened panels 
 
It is well-known that the residual stress in a welded stiffened panel is tensile along a welded 
stiffener and compressive in between the stiffeners. Residual stresses may significantly influence 
the stress intensity factor (SIF) values and fatigue crack growth rate. A total SIF value, Ktot, is 
contributed by the part due to the applied load, Kapp, and by the part due to weld residual stresses, 
Kres, as given by equation (4): 
 

Ktot	=	Kappl	+	Kres	 (4)

 
The so-called residual stress intensity factor, Kres, is required in the prediction of fatigue crack 
growth rates. The considered analysis method is based on the superposition rule of linear elastic 
fracture mechanics (LEFM). The finite element method (FEM) has been widely employed for 
calculating SIFs. For evaluating Kres, it is important to input correct initial stress conditions to 
numerical models in order to characterize residual stresses [22, 25]. In the FE software package 
ANSYS [26] the command INISTATE is used for defining the initial stress conditions.  
 
4.1. Specimen’s geometry and loading conditions 
 
Fatigue tests with constant stress range and frequency were carried out on a stiffened panel 
specimen with a central crack, [23]. The specimen geometry is shown in Figure 4. The material 
properties of the used mild steel for welding are given in Table 1. Table 2 shows the fatigue test 
conditions applied in the experiment. The cross sectional area of the intact section, and the average 
stress range away from the notch, are denoted as, Ao and Δσo, respectively. The force range, and the 
stress ratio are denoted by ΔF = Fmax - Fmin, and R = Fmin/Fmax, respectively. The average applied 
stress range was Δσo = 80MPa. The initial notch length was 2a = 8mm and the loading frequency 
was 3 Hz.  

 
Table 1. Material properties 

E – Young’s modulus 206 000 MPa 

ν  - Poisson’s coefficient 0.3 

σo – Yield strength 235 MPa 

 
Table 2.  Fatigue test conditions 

Ao 

[mm2] 
ΔF 
[N] 

Δσo 

[MPa] 
R 

1200 96000 80 0,0204 
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Figure 4. Stiffened panel specimen 
 
4.2. Modeling of welding residual stresses in a stiffened panel by using FEM 
 
In this study the distribution of welding residual stresses in a stiffened panel is taken into account in 
a similar manner as in the model developed by Dexter at. al. [22], and is shown in Figure 5. Dexter 
suggested the implementation of a rectangular shape of the residual stresses, which proved to give 
good results for the simulated fatigue life for such a type of welded stiffened panels. 

 

Figure 5. Welding residual stress distribution 
 
To evaluate the SIF value contributed by the residual stresses, Kres, it is important to input correct 
initial stress conditions in the numerical model. In ANSYS software package the command 
INISTATE can be used to define initial stress conditions [26]. These initial stresses are equilibrated 
in the first analysis step. Due to the symmetry of specimen’s geometry and loading conditions it was 
sufficient to model only one quarter of the specimen. Figure 6 shows welding residual stresses in 
the stiffened panel specimen obtained for the implemented stress distribution as given in Figure 5. 
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Figure 7 shows the σy stress component along a selected path in the crack line for the crack length 
a=4.7 mm, where in the model both, residual stresses and the loading stress range, Δσo = 80MPa, 
are implemented. A higher stress concentration is observed in the crack tip region. 

 

Figure 6. Welding residual stresses in the stiffened panel specimen 
 

 

Figure 7. σy stress component along a selected path in the crack line 
 
4.3. Stress intensity factors and fatigue crack growth rate 
 
For evaluating SIFs by FEM, the crack tip displacements extrapolation method was implemented 
[26]. In the general post processing procedure, the ‘‘KCALC” command was used to calculate SIFs. 
The Mode I SIF values, KI, are determined for a stiffened panel specimen for a loading stress range 
Δσo = 80MPa, assuming the presence of residual stresses as described above. SIF values with 
respect to crack length a are given in Fig. 8. Kapp represents the SIF values due to the applied stress 
range only, without residual stresses. Ktot represents the SIF values for the case when the residual 
stresses are taken into account along with the external loading stress range. It can be seen that 
residual stresses significantly increase Ktot values for shorter crack lengths, where tensile residual 
stresses prevail. Between the stiffeners residual stresses reduce the Ktot values.  
Assuming material constants of a power law equation, C=5.05*10-11 and m=2.75 [27], fatigue life 
was simulated by integrating the power law equation as given by equation (5) (The units for ΔK and 
Δa/ΔN are [MPa ·m1/2 ] and [m], respectively): 
 

∆  (5)
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The effective stress intensity range, ΔKeff, was defined by Elber as ΔKeff = Kmax - Kth, where Kth is a 
SIF threshold value below which no crack propagation occurs and Kmax is the maximal SIF value in 
a loading cycle [24]. Assuming the stress ratio, R = 0, as applied in the experiment, the threshold 
SIF value for a mild steel, as used in the experiment, is taken as Kth = 6.8MPa, [28, 29]. For the two 
cases considered crack propagation life was obtained as shown in Figures 9 a) and b). 

 

Figure 8. Ktot and Kappl values 
 
The FE analysis for the stiffened panel specimens showed that high tensile residual stresses in the 
vicinity of a stiffener significantly increase Kres and Ktot, as shown in Figure 8. Correspondingly, the 
simulated crack growth rate was higher in this region, which is in good agreement with 
experimental results, as can be seen in Figure 9b. Compressive weld residual stresses decreased the 
total SIF value Ktot. The model which does not take account of welding residual stresses could not 
simulate high crack growth rates in the vicinity of the stiffener, as can be seen in Figure 9a. 
 

 a)  b) 

Figure 9. Fatigue crack growth life for the applied stress range Δσo = 80MPa : a) without residual stresses,  
b) including residual stresses 

 
Fatigue crack growth simulation which takes into account the welding residual stresses provides 
thus better agreement with experimental results in terms of crack growth rate and total number of 
cycles. In conclusion, residual stresses in welded stiffened panels should be taken into account for a 
proper evaluation of SIFs and fatigue crack growth rates. 
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5. Conclusions 
 
Simulation of cyclic loading to model fatigue is possible in MD. Already after very few cycles, 
essential changes in the system behavior were observed. Contrary to the first cycles, where 
reversible changes were dominant, not dissolving restructuring occurs in the sense of dislocations 
and remaining lattice defects or in other words, plasticity.  
Numerical simulations of the fatigue crack initiation and growth of martensitic steel, based on 
modified Tanaka-Mura, was presented. A simulation model related to the micro-crack nucleation 
along slip bands was presented. Results obtained by using the proposed simulation model were 
compared to high cycle fatigue tests and showed reasonably good agreement. 
Crack propagation simulation based on numerical integration of a power law equation, taking 
account of welding residual stresses, was implemented to welded stiffened panel specimens. The FE 
analysis of the stiffened panel specimens showed that high tensile residual stresses in the vicinity of 
a stiffener significantly increase Kres and Ktot. The simulated crack growth rate was higher in this 
region, which is in good agreement with experimental results. Compressive welding residual 
stresses decreased the total SIF value Ktot, and the crack growth rate between the two stiffeners. 
Residual stresses should thus be taken into account for a proper evaluation of SIFs and fatigue crack 
growth rates in welded stiffened panels. 
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Abstract  The cohesive model has been used studying the ductile and brittle fracture mechanisms of 
homogenous and inhomogeneous structures in recent years. The traction-separation law which is described 
by the cohesive strength T0, critical separation δ0 and cohesive energy Γ0 is used to study the damage of 
materials. In this paper, the cohesive model is adopted to study the fracture behavior of an electron beam 
welded steel joint. The dimensions of different weld regions can be obtained from hardness tests across the 
welded joint. Local stress-strain curves are derived from the tensile test results of flat specimens which are 
obtained from the respective weld regions. Based on the axial stress versus diameter reduction curve of 
notched round specimens, the cohesive strength can be fixed. For pure mode I loading, the Γ0 value is set 
equal to the Ji value which is the J-integral value at fracture initiation. The cohesive parameters obtained 
from the base material (BM), the fusion zone (FZ) and the heat affected zone (HAZ), respectively, are used 
to predict the fracture behavior of compact tension (C(T)) specimens with the initial crack located at different 
positions in the weld region. Good comparison is obtained between the numerical and the experimental 
results in terms of force vs. Crack Opening Displacement (COD) curves as well as fracture resistance (JR) 
curves. 
Keywords  Cohesive zone model, electron beam welded joints, crack propagation, finite element modeling 
 
 
1. Introduction 
 
Compared to the traditional arc welding technique, advanced welding technique, such as electron 
beam welding (EBW) has found wide applications in industry fields as a narrow heat affected zone 
and small residual stresses are obtained after the welding process. The failure of the weldments 
always draws attentions as the fracture behavior of the welded joints influences the crack growth of 
structures, which affects the lifetime and safety of components. With the development of the finite 
element method, attention has been focused on the fracture behavior of welded joints in a numerical 
way. The Gurson-Tvergaard-Needlemann (GTN) model [1-3] has been used in studies of the 
fracture behavior of conventional fusion welded joints [4-6] and laser welded joints [7-9]. Later, the 
GTN model and the Rousselier model [10] were used successfully to study the ductile fracture of 
electron beam welded steel joints at IMWF [11-13].  
 
Compared to the previous two damage models, the cohesive model possesses less model parameters, 
which make the model easy to use. The material separation is usually described by interface 
elements - the cohesive element, continuous elements remain undamaged in the cohesive model. 
The damage of the cohesive zone is depicted by a traction-separation law which is described by 
cohesive strength T0, critical separation δ0 and cohesive energy Γ0. The concept of a cohesive model 
was first introduced by Dugdale [14] and Barenblatt [15]. They assume that the crack consists of 
two parts: the stress-free part and the parts loaded by cohesive stresses. Following this assumption, 
different traction-separation laws were proposed in the past to investigate the ductile or brittle 
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fracture behavior of a number of materials. Some typical traction-separation laws are shown in the 
following. The linear decreasing traction-separation law shown in Fig. 1(a) was introduced by 
Hillerborg [16] to describe the brittle fracture behavior of a concrete beam. The polynomial and the 
exponential traction-separation laws shown in Fig. 1(b-c) were provided by Needleman [17, 18] to 
describe the decohesion behavior. Tvergaard and Hutchinson [19] invented a trapezoid shape to 
study the ductile fracture of solid, this traction-separation law was later modified by Scheider [20] 
for the investigation of a laser welded joint. In this paper, the cohesive zone model is adopted to 
study fracture of S355 EBW joints.  
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Fig. 1: Shape of traction separation laws: a) from Hillerborg [16], b)+c) from Needleman [17, 18], d) from 
Tvergaard and Hutchinson [19] and e) from Scheider [20] where T0 is cohesive strength, δ0 is critical 
separation and Γ0 is cohesive energy. 
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2. Experimental investigations  
 
In this paper, a low-alloyed structural steel S355NL was adopted as the base material (BM) for 
producing the weldments. After the electron beam welding process, a butt joint is obtained from two 
S355NL plates with the thickness of 60 mm. The chemical components of S355NL are shown in 
Table 1, which is obtained from spectrometric analysis. 

Table 1: Chemical composition of the steel S355NL, mass contents in % 

Steel C Si Mn P S Cr Mo Ni Al Co 

S355NL 0.198 0.260 1.386 0.026 0.013 0.020 <0.005 <0.005 0.013 0.006 
 
After the hardness test, the dimensions of the fusion zone (FZ) and the heat affected zone (HAZ) are 
found to be 2.8 mm and 3.1 mm, respectively. The mechanical properties of different weld regions 
of S355 EBW joints are obtained from flat specimens along the weld line of which the gauge length 
is 50 mm. These stress-strain curves [12] are used as finite element model input data. Table 2 shows 
the mechanical properties of base material (BM) and fusion zone (FZ) of the welded joints 
containing yield strength Re, tensile strength Rm, uniform elongation Ag and strain at rupture A.  

Table 2: Mechanical properties of different weld regions of S355NL EBW joint 

BM
eR (MPa) 

FZ
eR (MPa) 

BM
mR (MPa)

FZ
mR (MPa)

BM
gA

 
FZ
gA  BMA  

FZA

348 513 533 687 0.151 0.037 0.246 0.052
 
Fracture toughness tests of S355 electron beam welded joints were performed using compact ten-
sion (C(T)) specimens. The specimens were manufactured and tensile tested according to ASTM 
standard [21] which have a thickness of B=25 mm, a net thickness of Bn=20 mm due to 20% side 
grooves, the width of specimen is W=50 mm. After the C(T) test, the experimental results are 
shown in terms of force vs. Crack Opening Displacement (COD) as well as fracture resistance JR 
curves. The F-COD curves of compact tension (C(T)) specimens with initial crack located in the 
BM (C(T)-BM), in the center of FZ (C(T)-FZ) and at the interface between the FZ and HAZ 
(C(T)-HAZ) can be found in Fig. 2(a). For a C(T) specimen with the crack in the FZ, the specimen 
suddenly ruptures, showing a rather brittle fracture behavior. The C(T)-FZ specimen broke suddenly 
without stable crack propagation, no fracture resistance (JR) curves were obtained during the test 
process. The JR curves for a C(T)-BM and a C(T)-HAZ specimen can be found in Fig. 2(b).  
 
 
3. Numerical calculation  
 
Before the application, the cohesive parameters must be fixed first. According to the discussion of 
Cornec and Scheider [22], for mode I situation, the cohesive parameter T0 is equal to the projection 
of the applied force on a plane perpendicular to the specimen cross section. The notched round 
specimen extracted from the BM is used for the determination of T0. For the notched round 
specimen, as the geometry and loading are axisymmetric and symmetric to the cross section, only 
one quarter of the structure is used for the modeling. The finite element (FE) mesh of the notched 
round specimen and the detailed mesh can be found in Fig. 3. The comparison of axial stress versus 
the diameter reduction curve from the FE simulation and the experiment as well as the maximum 
true axial stress in the center of the specimen can be found in Fig. 4. The simulated axial stress 
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versus the diameter reduction curve coincides with the experimental one until crack initiation, 
where the experimental curve drops suddenly. At this point, the maximum value of stress 
distribution over the cross section of the specimen is determined from the simulation and set equal 
to the cohesive stress T0. After the comparison of simulation and experiment for the BM, T0=1180 
MPa was found. The exponential and trapezoid traction-separation laws are used to study the 
fracture behavior of the C(T)-BM specimen. Because the structure shows symmetry with respect to 
the crack plane, only half of the C(T)-BM specimen is modeled, loading is defined on the loading 
point (Red point) by the displacement, the finite element mesh and boundary conditions are shown 
in Fig. 5. Fig. 6 shows the detailed mesh around the initial crack tip. 
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Fig. 2: Experimental (a) Force vs. Crack Opening Displacement (COD) and (b) fracture resistance JR curves 
of compact tension (C(T)) specimens with the initial crack located in the BM, in the middle of the FZ and at 
the interface between the FZ and the HAZ, respectively. 
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Fig. 3: (a) Axisymmetric finite element mesh and boundary conditions of the notched round specimen and (b) 
detailed mesh. 
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Fig. 4: Determination of the cohesive stress T0: comparison of axial stress versus the diameter 
reduction curve from FE simulation and the experiments and the maximum true axial stress in the 
center of the specimen.   
 

 

Fig. 5: Finite element mesh and boundary conditions of the C(T) specimen. 
 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 6: Detailed finite element mesh around the initial crack position. 
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For the C(T)-BM specimen, when an exponential shape traction separation law is adopted, good 
agreement between the numerical and experimental results can be obtained in terms of FCOD and 
JR curves when T0=1180 MPa and Г0=18.5 N/mm are applied (Fig. 7). The trapezoid shape trac-
tion-separation law is also adopted to study the fracture behavior of the C(T)-BM specimen. As can 
be found in Fig. 8, good agreement between the numerical and experimental results can be obtained 
in terms of FCOD and JR curves when T0=1180 MPa and Г0=23.6 N/mm is used. This means that 
both exponential and trapezoid shape traction separation law can predict the crack propagation of 
C(T) specimens obtained from the BM well when different parameter sets are chosen.  
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Fig. 7: Comparison of experimental and numerical (a) force vs. Crack Opening Displacement (COD) 
curves, and (b) fracture resistance curves for C(T) specimens with initial crack located in the BM 
when an exponential shape of the traction-separation law is adopted. 
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Fig. 8: Comparison of experimental and numerical (a) force vs. Crack Opening Displacement (COD)    
curves, and (b) fracture resistance curves for C(T) specimens with initial crack located in the BM 
when trapezoid shape traction separation law is adopted. 
 
For the C(T)-FZ, as what has been observed in Fig. 2, the FZ showing more brittle behavior, a 
linear decreasing traction-separation law is required for the cohesive model. The numerical FCOD 
curve matches the experimental one well before the sudden rupture, showing the cohesive model 
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can predict the FCOD curve of the C(T)-FZ specimen well, as can be seen in Fig. 9. For the 
C(T)-HAZ specimen, an exponential traction-separation law is chosen for the cohesive model. 
Good agreement between the numerical and experimental results can be obtained in terms of FCOD 
and JR curves when T0=1350 MPa and Г0=16.5 N/mm is used, as can be found in Fig. 10.  
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Fig. 9: Comparison of experimental and numerical force vs. Crack Opening Displacement (COD)    
curves for C(T) specimen with the initial crack located in the center of the FZ.  
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Fig. 10: Comparison of experimental and numerical (a) force vs. Crack Opening Displacement 
(COD) curves, and (b) fracture resistance curves for C(T) specimens with the initial crack located at 
the interface between the FZ and the HAZ when an exponential traction separation law is adopted. 

 
4. Conclusions  
 
Crack propagation was studied on S355 EBW joints using the cohesive model. Stress-strain curves 
of respective weld regions are derived from the tensile test results of flat specimens which are 
obtained from these regions. Three different C(T) specimens, i.e., the C(T)-BM, the C(T)-FZ and 
the C(T)-HAZ are investigated. Based on the axial stress versus diameter reduction curve of 
notched round specimens, the cohesive strength T0 is fixed. When choosing different parameter sets 
for different traction separation laws, the cohesive model can predict the FCOD and JR curve of C(T)  
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specimens from the BM well. This shows, both, exponential and trapezoid shaped traction- 
separation laws are able to predict the crack propagation in BM specimens. The cohesive model can 
also predict FCOD curves of C(T)-FZ specimens before the sudden rupture. When choosing the 
exponential traction-separation law, the cohesive model can predict good FCOD and JR curve for 
the C(T)-HAZ specimens. All in all, the investigations of the fracture behavior of S355 EBW joints 
with the cohesive model confirm that the cohesive model is able to predict the crack propagation of 
the homogenous BM and the inhomogeneous welded joints well.  
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Abstract  Solidification cracking was observed during a tungsten–inert gas (TIG) welding process used to 
join two thin sheets of nickel-based superalloy IN718. Microstructural analysis of cracked specimens showed 
a centerline grain boundary (CLGB) susceptible to limit the hot ductility of the welds. Different welding 
parameters were modified to avoid the formation of the CLGB; such as the current waveform, the heat input 
and the welding speed. Results show that it is possible to obtain a microstructure free of a straight CLGB 
when using a heat input below 135 J/mm. However, to achieve full penetration, the heat input cannot be 
decreased below 112 J/mm. The experimental results are presented in the form of a weldability map as 
proposed by Dye et al. and they can be used to predict the range of process parameters favorable to 
successfully TIG weld IN718 sheet metal. 
 
Keywords  Fusion welding, solidification cracking, nickel superalloy, microstructure, process 
 

1. Introduction 
 
1.1. Context 
 
Nickel superalloy IN718 is used to manufacture gas turbine engine components such as disks, cases, 
shafts, blades, stators, seals, supports, tubes and fasteners [1]. This alloy is selected for its high 
temperature mechanical properties but also for its weldability, especially its resistance to strain age 
cracking [2, 3]. Nevertheless, a recurrent weld cracking problem was observed while TIG welding 
sheets of IN718. Furthermore, in all cracked welds, microstructural observation revealed the 
existence of a centerline grain boundary. Based on the hypothesis that the CLGB reduces the alloy 
resistance to solidification cracking [4], the objective of the research project is to identify process 
conditions that will produce a weld free of CLGB. Our research efforts were oriented toward the 
improvement of the welding parameters since the weld geometry and the materials chemistry are 
restricted. To reach our objective, several welding experiments were conducted as reported in 
section 1. The microstructure of the welds produced was examined and is reported in section 3. In 
section 4, the effects of the welding speed and of the welding power on the microstructure are 
discussed. Finally, the practical limitations of the proposed welding conditions are exposed and 
future work is planned.  
 
1.2. Background: Solidification cracking 
 
Even though alloy 718 is nearly immune to strain age cracking, it is susceptible to other cracking 
mechanisms such as solidification cracking, heat affected zone liquation cracking, and ductility dip 
cracking [3]. Solidification cracking happens within the weld, when the deformations induced by 
the liquid-solid phase transformation and the thermal contraction are higher than the ductility of the 
mushy zone. This type of cracking occurs more specifically in the last stage of solidification, when 
the fraction of liquid is less than 10%. The remaining liquid forms a film between the grains and 
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between dendrites, and the deformations and stresses due to shrinkage of the material grow 
gradually as solidification is ending, tearing the joint apart.  

The amount of minor addition elements such as B, Zr and Nb, have a significant influence on the 
weldability of nickel alloy IN718. During solidification, segregation of Nb leads to the formation 
NbC and Lave phases which are widening the solidification range increasing the size of the crack 
susceptible mushy zone. Moreover, NbC and Lave phases are brittle and deleterious to the weld 
ductility even after solidification is completed [5].  

Since B, Zr and Nb are added intentionally in superalloy IN718 for strengthening purposes, it is 
important to promote the formation of a homogeneous solidification structure. If the last liquid to be 
solidified (rich in alloying elements) is concentrated in one region, the weld ductility can be reduced 
significantly [6, 7]. This is the case when a centerline grain boundary (CLGB) forms. Weld 
microstructures with a CLGB are susceptible to crack propagation along the length of the weld just 
behind the melt. Welding can be successful (no cracking) for welds having a CLGB. However, the 
unevenly distributed fragile phases will create a weak plane that can compromise the weld 
mechanical properties [8]. For these reasons, a straight centerline grain boundary is an unwanted 
feature often related to solidification cracking [4]. 
 
2. Methodology 
 
2.1. Nominal welding conditions and microstructure 
 
The TIG welds for which cracking occurred are but-welded IN718 sheet rings having an average 
thickness of 1.33 mm. The nominal chemical composition of the sheet material and the nominal 
welding parameters are reported in Table 1 and 2 respectively.  

Table 1. Chemical composition of nickel superalloy IN718 (weight %)1,2 

 Ni Cr Nb Mo Ti Al Co Mn Si Cu Ta C B 
Min. 

Max. 

50.00 

55.00 

17.00 

21.00 

4.75 

5.50 

2.80 

3.30 

0.65

1.15

0.20

0.80

 

1.00

 

0.35

 

0.35

 

0.30 

 

0.05 

 

0.08 

 

0.006
1Remaining is iron   2 Phosphorus and sulfur content must be below 0.015 

Table 2. Welding parameters 
DC Current 

I (A) 
Voltage 
U (V) 

Welding 
Speed  

WS (mm/s) 

Filler wire 
speed 

(mm/s) 

Diameter of 
filler wire 

(mm) 

Electrode 
angle (o) 

Linear Heat 
input  

HI (J/mm)1

86  8  5.27  5.72  0.889 45 140  

1Calculated by 
∗

 

Visual and optical microscopy observations were performed on cracked specimens to identify the 
failure mechanism. The longitudinal aspect of the crack, its position at the center of the fusion zone, 
and its interdendritic path led to the identification of a solidification cracking problem. The same 
features were observed by Kerrouault [9] and Shinozaki et al. [10] while monitoring solidification 
cracking in austenitic stainless steels. Moreover, the microstructure of all specimens observed 
contained a centerline grain boundary (CLGB) as shown in Fig. 1.  
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 a) Longitudinal section  b) Cross section 
Figure 1. Typical microstructure of a cracked specimen revealed with etchant composed of 5% H202 

(30%), 47.5% HCl (40%) and 47.5% methanol 
 
2.2 Welding experiments 
 
Experiments were performed to identify a range of welding parameters that creates a weld free of 
CLGB. The ideal microstructure would be fully or partly equiaxe and fine. If it is impossible to form 
equiaxe grains, a more tortuous central grain boundary would be an improvement of the actual 
microstructure. To reach the objective, theoretical considerations were reviewed and the following 
approaches were tested: 
     2.2.1 Current pulsing, 
     2.2.2 Constitutional supercooling, 
     2.2.3 Weld pool shape control. 
Tests were done on rectangular sheet coupons having a thickness of 1.27 mm. Two coupons were 
firmly clamped together and a semi-automated TIG machine was used to produce a straight 10 cm 
long weld. Longitudinal and cross sections of the welds were prepared for metallographic 
observations.  
 
2.2.1. Current pulsing  
 
According to the results of Ram and Reddy [8], current pulsing can produce a weld with a fine and 
homogeneous microstructure which considerably improve the weld ductility at 650oC. Their study 
was performed for autogeneous welding of 2 mm thick sheets of IN718. In another paper from the 
same research team, it was explained that current pulsing increases the cooling rate resulting in 
significant refinement of the fusion zone structure [11]. 

In our study, current pulsation was attempted at a frequency of 3.3 hertz using four different current 
ratios (low current/high current) as reported in Table 3. The welding speed and the filler wire speed 
were kept constant at values of 3.39 mm/s and 4.66 mm/s respectively. This welding speed is lower 
than the nominal welding speed for which the cracking problem was initially observed. It was 
decided to reduce the welding speed following unsuccessful current pulsation welding tests 

1000 m 1000 m 
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performed at a welding speed of 5.2 mm/s. In the experiments of Sivaprasad et al. [11] the 
beneficial effect of current pulsation was observed for a welding speed of 1.11 mm/s. Overall, 4 
specimens were welded (Pulse 1 to 4 in Table 3) and the fusion zone microstructure was observed 
as will be presented in section 3.1.  

Table 3. Welding parameters for the current pulsing experiments 

 Pulse 1 Pulse 2 Pulse 3 Pulse 4 
Voltage, U (V) 8.0 8.0 8.0 8.0 

 
 
Current parameters 

Current ratio 0.66 0.42 0.35 0.21 

Low Current, LC (A) 54.0 40.0 30.0 20.0 

Low time, LT (s) 0.15 0.15 0.15 0.15 

High Current, HC (A) 82.0 96.0 86.0 96.0 

High time, HT (s) 0.15 0.15 0.15 0.15 

Welding speed, WS (mm/s) 3.39 3.39 3.39 3.39 

Filler wire speed (mm/s) 4.66 4.66 4.66 4.66 

Heat Input1, HI (J/mm) 160.6 160.6 137.0 137.0 

Welding Power2, W (Watt) 544 544 464 464 
1Calculated by 

∗ ∗ ∗

∗
 2 Calculated by 

∗ ∗ ∗
 

 
2.2.2. Constitutional supercooling  
 
Theoretically, equiaxe grains can form spontaneously in supercooling conditions. This should be 
achieved by welding in conditions of high solidification rate (R) but low temperature gradient (G) as 
proposed by Kou et al. [12]. To produce such conditions within the weld pool, the welding speed and 
the welding power were increased as presented in Table 4. Three trials (SC1 to SC3) were conducted 
at a high welding speed (8.47 mm/s) and with an increasing welding power as reported in Table 4. 
The filler wire speed was also increased in order to reproduce comparable weld geometries. 
According to the theoretical solidification map of Gaümann et al. [13] obtained for nickel superalloy 
CMSX-4, these welding conditions should result in the formation of equiaxe dendrites. The resulting 
microstructures will be presented in section 3.2. 

Table 4. Welding parameters for constitutional supercooling 
 SC 1 SC 2 SC 3 
Voltage, U (V) 7.8 7.8 7.8 

Current (A) 121.9 137.5 147.5 

Welding speed, WS (mm/s) 8.47 8.47 8.47 

Filler wire speed (mm/s) 9.53 9.53 9.53 

Heat Input1, HI (J/mm) 112.2 124.0 135.8 

Welding power2, W (Watt) 951 1072 1150 
 1Calculated by 

∗
 2 Calculated by W = U*A 
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2.2.3. Weld pool shape control 
 
According to the work of Savage [14] an elliptical weld pool shape promotes the formation of a 
microstructure composed of columnar dendrites but free of CLGB. CLGB forms when columnar 
grains growing perpendicular to the solid walls meet at the center of the weld. This type of 
microstructure is typically observed at high welding speed when a tear drop shape weld pool forms. 
Welding conditions can be modified to favor grain curvature and avoid the formation of a CLGB. 
Reducing the welding speed favors the formation of an elliptical weld pool and the curvature of 
grains within the longitudinal plane as experimented by Kou and Le [12]. Moreover, reducing the 
heat input reduces the depth to width ratio of a weld which favors the formation of a radial grain 
structure [3] which is also beneficial to the microstructure. It was attempted to produce a weld with 
an elliptical pool shape and with a low depth to with ratio by decreasing the weld speed (WS) and 
the heat input (HI) as proposed in Table 5. The filler wire speed was also decreased in order to 
reproduce comparable weld geometries. Overall, 5 specimens were welded (a combination of 3 WS 
and 3 HI) and their microstructures were observed as will be presented in section 3.3.  

Table 5. Welding parameters for the elliptical weld 

 WS 1, HI 1 WS 1, HI 2 WS 1, HI 3 WS 2, HI 1 WS 3, HI 1 
Voltage, U (V) 8.0 8.0 8.0 8.0 8.0 

Current (A) 94.0 85.0 74.0 60.0 44.6 

Welding speed (mm/s) 5.27 5.27 5.27 3.39 2.54 

Filler wire speed (mm/s) 5.72 5.72 5.72 4.66 2.79 

Heat Input1 (J/mm) 142.7 129.0 112.3 141.6 140.5 

Welding power2, W (Watt) 752 544 592 480 357 
1Calculated by 

∗
 2 Calculated by W = U*A 

 
3. Results 
 
3.1. Current pulsing 
 
All welds produced with pulsed current have a similar microstructure which is shown in Fig. 2. 
Current pulsing did not have the expected effect on the microstructure and changing the current 
ratio had no significant influence. The most noticeable feature observed by comparing Fig. 2 to 
Fig. 1, is the existence of a longitudinal grain at the centerline of the welds produced with pulsed 
current. This was possibly caused by the reduction in welding speed rather than by the current 
pulsing as will be shown in section 3.3. The formation of a longitudinal grain is not beneficial to the 
weld microstructure. The grain is coarse and it is bounded by two weak planes oriented 
perpendicularly to the transversal stresses.  

According to the work of Sivaprasad and al. [11], current pulsing is more effective for welds 
performed at low heat input. Their experiments were done on 3 mm thick sheets at a heat input of 
180 J/mm. The experiments presented in this document were performed on 1.2 mm thick sheets 
using a heat input as low as 137.0 J/mm. The heat input range is comparable considering that our 
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weld thickness is about 2 mm when considering the addition of the filler material.  
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 a) Longitudinal section b) Cross section 
Figure 2.  Typical microstructure of the specimens welded with pulsed current, welding speed of 

3.39 mm/s (Pulse 1)  
 
3.2. Supercooling 
 
Within the conditions tested to produce equiaxe dendrites in supercooling conditions, the 
microstructure obtained with the highest welding power (SC3) is presented in Fig. 3. On Fig.3a 
showing a top view of the weld, it is clear that the centerline is not as marked as on Fig. 1. However, 
few equiaxe and fine dendritic grains were formed. Four grains having an equiaxe shape are circled 
on Fig. 3a. On the cross section of the weld, it is more difficult to evaluate the grain geometry 
because of the orientation of the cutting plane. If columnar grains are cut on a plane that is not 
parallel to the grains, it could look equiaxe. Nevertheless, from Fig 3b it can be noticed that the 
centerline junction is more tortuous than in Fig. 1. This should have a beneficial effect on the 
resistance to hot cracking and on the mechanical properties of the weld. The microstructures of the 
welds produced in the two other “supercooling conditions” are comparable to Fig. 3 but with less 
equiaxe grains. This is an indication that further increasing the speed and the welding power could 
lead to the desired microstructure.  
   
 
 
 
 
 
 
 
 
 
 
 
 

 

a) Longitudinal section  b) Cross section 
Figure 3.  Microstructure of the weld performed at a welding speed of 8.47 mm/s and with the highest 

welding power (SC3) 

1000 m 1000 m 

1000 m 1000 m 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-7- 
 

 
3.3. Weld pool shape 
 
The pictures reported on Fig. 4 show that it was possible to obtain an elliptical pool shape by a 
reduction of the welding speed. However, the reduction of the welding speed did not cause a 
significant grain curvature as shown on Fig. 5a. On the other hand, a longitudinal grain formed at 
the center of the weld. At the lowest welding speed (2.54 mm/s), a thicker longitudinal grain was 
observed and there was still no evidence of grain curvature. 

 
 
 
 
 
 
 
 
 
 
 

 

 a) Welding speed of 5.27 mm/sec (WS 1, HI 1)  b) Welding speed of 2.54 mm/sec (WS 3, HI 1) 
Figure 4. Weld pool shape at two different speed, for the same heat input (142 J/mm) 

 

  

 a) Longitudinal section  b) Cross section 
Figure 5.  Microstructure of the specimen produced at 3.39 mm/sec (WS 2, HI 1) 

 
The effect of a reduction in heat input is shown on Fig. 6. The microstructure observed was 
produced at the same speed as the ones shown in Fig. 1 (5.27 mm/s) but at a heat input of 129.0 
J/mm rather than 140.0 J/mm. Reducing the heat input had the expected effect on grain growth. The 
grain growing direction tilted toward the top of the weld (radial grain growth). This is beneficial to 
the weld microstructure as it avoids the formation of a sharp centerline. On Fig. 6a and b, the grains 
nearly seem equiaxe but this could be an optical illusion caused by the fact that the growing 
directions of the grain are not parallel to the cross section and the longitudinal plane. To produce 
radial grain growth, it is necessary to promote the formation of a V shape weld. Such a weld is 
however more susceptible to incomplete penetration. In fact, the weld produced at a heat input of 
112.3 J/mm was not fully penetrated. 

1000 m 1000 m 
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 a) Longitudinal section  b) Cross section 
Figure 6.  Typical microstructure of the weld produced at 129 J/mm and 5.27 mm/s(WS 1, HI 2) 

 
4. Discussion 
 
To analyze the microstructural observations, all the test conditions described in section 3 were 

reported in a graph of the effective welding power (efficiency  current  voltage) versus the 
welding speed (Fig. 7a). Such a graph was used by Dye et al. to study the effect of the welding 
parameters on the microstructure of autogeneous TIG welds in IN718 [15]. For the purpose of result 
presentation, we used a power efficiency factor of 75% as proposed by Dye et al. In Fig. 7a, the 
microstructural features of the welds are represented by different symbols. Empty circles indicate 
that the weld is not fully penetrated. Welds without a straight centerline grain boundary, such as the 
ones shown in Fig. 3 and 6, are presented by full circles. Welds showing a straight centerline grain 
boundary (CLGB) are presented by full rectangles. Finally, welds with a longitudinal grain (LG) are 
reported using empty rectangles. To complete the map, we performed additional tests at different 
welding speed and welding power. In the map of Fig. 7a, the “weldable area” is defined by 
combinations of welding speed and welding power leading to a fully penetrated weld, free of CLGB 
and of LG. The “weldable area” was circumscribe using three straight lines. Two lines of constant 
heat input represented the frontier for the formation of a centerline grain boundary (HI = 134 J/mm) 
and for incomplete penetration (HI = 112 J/mm). The boundary for the formation of a longitudinal 
grain was fixed to a constant weld speed of 3.39 mm/sec (vertical line). According to these 
boundaries, the weldability area identified is very narrow. 

Dye et al. predicted theoretically a weldabilty diagram for the autogeneous TIG welding of 2 mm 
thick IN718 sheets. In Fig. 7b, we adapted their predictions to our sheet thickness. To fit our 

experimental results at a welding speed of 4.23 mm/sec, the ratio Δx/ characterizing the CLGB 
criterion was adjusted to 0.75. Other material and process related constants were considered 
identical to Dye et al. A comparison of our experimental map (Fig.7a) with the theoretical map of 
Dye et al., reveals three significant observations. First, the incomplete penetration criterion of Dye 
et al. is adapted to our weld configuration. Secondly, the criterion proposed for the formation of a 
centerline grain boundary is not well adapted. According to Dye et al., as the welding speed 
decreases, a microstructure free of centerline grain boundary could be obtained for a wider range of 

1000 m 1000 m 
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welding power. Our results are following an opposite trend. Our experimental criterion for the 
formation of a CLGB is nearly parallel to the incomplete penetration criterion. The third and final 
observation concerns the weld speed. In all welds done at a welding speed below 3.39 mm/s, a 
longitudinal grain formed. This weld microstructure was not reported by Dye et al. and is not 
acceptable for our application. A lower speed limit criterion was thus added to the map of Fig. 7a. 

 

 

 

a) Experimental  b) Predicted by Dye et al. model 
Figure 7.  Weldability map 

 
5. Conclusion 
 
The TIG weldability of IN718 sheets was studied in order to reduce the occurrence of solidification 
cracking. The objective of the experimental work was to identify welding parameters that would 
prevent the formation of a centerline grain boundary within the weld microstructure. Three welding 
strategies were tested and the results are summarized below: 
Current pulsation 
Current pulsation did not improve our weld microstructure and modifying the current ratio had no 
significant effect on the weld microstructure. 
Constitutional supercooling 
Welding at high speed and power did not produce the expected fine and equiaxe microstructure. 
However, the formation of few equiaxe grains suggests that nucleation of grains from the weld pool 
could happen.  
Weld pool shape control 
By controlling the depth to width ratio, an improvement of the microstructure was observed. Grain 
growth inclination resulted in a microstructure free of centerline grain boundary, but partially 
penetrated welds were produced at heat input below 112 J/mm. Decreasing the welding speed had a 
detrimental effect since a longitudinal grain formed within the welds performed at welding speed 
below 3.39 mm/s. 

Results reported in a weldability diagram revealed that the weldable area of our IN718 TIG weld is 
very narrow, for the range of welding conditions tested. This is caused by the fact that the centerline 
grain boundary criterion is nearly parallel and very close to the incomplete penetration criterion. In 
practice, restricting the welding power in such a narrow band is limiting. Adjustments of the current 
intensity are often necessary to better control the dimensions of the assembly and the penetration of 

Centerline grain boundary region 

Incomplete penetration 

region 

Weldable area 

Centerline grain  

boundary region 

Incomplete penetration 

region 

Longitudinal  

Grain region 
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the welds. Further studies should be done in order to identify other welding conditions susceptible 
to produce a metallurgically sound weld. According to our results, the supercooling strategy should 
be investigated further. Usage of a current pulsation or cooling shielding gas could favor the 
germination of equiaxe dendrites in the weld pool.  
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Abstract   
Selective laser melting is a free-form manufacturing process, where components are built up layer by layer 
using metal powder. Complicated geometries can be manufactured and the exact dimensional tolerances 
allow direct manufacturing with a minimum of post-processing. Many materials are available in powder 
form today, e.g. aluminium, titanium, stainless steels, tool steels and superalloys. The current work is 
performed on a nickel based superalloy, conforming in principle to Hastelloy X.   
 
Different lattice truss structures were manufactured with the selective laser melting process. In parallel, solid 
bars were produced with the same manufacturing process. Hollow rectangular tubes and composites of tubes 
with an interior of lattice truss structures were also manufactured. Hot rolled material of Hastelloy X was 
included for reference. Mechanical testing was performed in tension.  
 
Mechanical testing shows that the selective laser produced material is highly anisotropic and that the material 
has many advantages compared to the traditionally manufactured Hastelloy X alloy. Tests also show that 
fracture is promoted along certain planes in the lattice truss structure 
 
Keywords   
free form fabrication, selective laser melting, superalloys, tensile testing, lattice 
 
1. Introduction 
 
Free form fabrication, rapid prototyping and 3D-printing are different designations for processes 
where material can be built to finished or near-finished shape without machining a block of material 
or casting material in a mould [1-3]. The processes were initially developed for very simple 
materials, such as thermoset plastics and plaster. Early-on laser was used to melt materials with a 
low melting point [4, 5], for instance brass. With some free-form manufacturing processes the 
material with a low melting point was mixed with a material of a high melting point (for instance 
brass and steel powders). A laser would be able to melt the brass, but steel would not melt, or only 
partially melt. This method for manufacturing materials would not be sufficient in cases where high 
stress or elevated temperature use will come into play. With improved process control and higher 
laser power, the range of materials was expanded. With a higher heat input, more difficult materials 
are possible to melt and it will be possible to create a microstructure with low amount of porosity 
and a material without internal defects such as solidification cracks or poor bonding [6].  
 
Free-form fabrication of superalloys is gaining increased interest from the industry, since the 
available alloys range is growing. Today alloys for selective laser melting include aluminium, 
titanium, tool steel, stainless steel and heat resistant materials of cobalt- and nickel base [7-13]. In 
the case of melting of metal powders, the dominating manufacturing process is laser melting, often 
denoted selective laser melting (SLM) [6], direct laser metal sintering (DMLS) or LaserCusing. All 
of these names are trade marks for different companies manufacturing equipment for laser melting.  
The laser melting manufacturing process can briefly be described as a layer-by layer process, where 
powder is distributed on a powder bed, Figure 1. After powder distribution, the powder is melted 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-2- 
 

and a metal slice is formed on the powder bed. 
 

 

a) 

b) 

c) 

d) 

e) 

f) 

I II 

III 

 
Figure 1. Schematic description of the SLM process. a) Powder is distributed on a powder bed, the build 
platform. b) The powder is melted by a laser beam and a slice of solid metal is formed. c) The powder bed is 
lowered and the process is repeated until a finished component is formed.   
 
I: A powder distributer travels over the powder bed cavity contained by the build chamber walls b) 
and build plate c). Molten and solidified powder constitutes the component d) surrounded by 
unmolten powder e). II: A laser beam f) melts the powder layer and creates a new slice of solid 
material in the component d). III: A ram lowers the build platform c) and the process is repeated until 
a finished geometry is formed. After finalization, the remaining loose powder is removed and the 
component is cut off from the build platform. 
 
 
2. Experimental details 
 
2.1. Material 
 
In the current work, material in principle conforming to AMS 5754 / UNS N06002 (i.e. Hastelloy X 
from Haynes International) has been used. In literature the material is sometimes identified as 
“Alloy X” when not available from the original supplier. The powder material is gas atomized and 
sieved to a fraction suitable for the SLM process, Figure 2. Solid test bars, hollow specimens and 
lattice truss structures with diamond geometry, Figure 3, were produced in an Eosint M270 DM 
machine. After manufacturing no heat treatment was adopted. In Table 1, the nominal composition 
of Hastelloy X is shown. The typical microstructure of the SLM material after manufacturing is 
shown below, Figure 4. 
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Figure 2. Morphology of the gas atomized powder 
used for SLM manufacturing in the current work. 

 
 

 
 

Figure 3. Least repetitive unit in diamond cell as 
used in the current work, here aligned in the 90° 
direction. 

 
Table 1. Nominal composition of Hastelloy X as per standard for hot rolled material.  

Ni Cr Fe Mo Co Si Mn W 
Bal. 22 18 9 1.5 <1 <1 0.6 

 
 

100µm 

20µm 
 

Figure 4. SLM bulk material in the as-manufactured condition. Top left (a) view parallel to build direction. Top 
right (b), view perpendicular to build direction. Bottom (c and d), close-up of weld-like structure after 
manufacturing. Build direction indicated by arrows. 
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2.2. Geometry 
 
Different structures with and without lattices have been evaluated in the current work. Cross 
sections of the tubular shell, lattice and hybrid structures included are shown below, Figure 5. The 
lattice structure is designed to have a comparable density throughout the range of available 
dimensions. The measure d/l was kept constant throughout manufacturing of all test bars. As 
mentioned above, tensile testing was done using a “diamond” structure on the three different types 
of specimens a hollow tubular, an open lattice truss structure and a hybrid consisting of a tube 
containing a lattice truss structure as shown in Figure 5 containing the three different types of lattice 
truss structures. The structure sizes are called 2,2, 2,6 and 3,0 because of the dimensions that are 
calculated with the formula w/s=v where w = cell size, s = lattice diameter and v is value that needs 
to be less than three for the structure to be manufactureable. The specimen sizes were chosen to be 
(LxWxD), Lx15x15mm and Lx13x13mm for the open lattice truss structure.  
 

 

 
Figure 5. Cross-section of the three geometries for mechanical testing and evaluation of lattice truss structure 
testing: hollow shell (left), lattice truss structure (middle) and hybrid (right). 

 
Tensile strength tests were done on laser sintered Alloy X at build angles of 0° and 90°. The results 
show that the mechanical properties vary considerably depending on the build angle. Build angle is 
defined with the specimen compared to the build platform and shown below, Figure 6. 
 

 
x 

y 

x

y

x

y 

z 

α = 90° α = 45° α = 0° 

α α 

 
Figure 6. Definition of specimen build and loading direction relative to the build platform plane. A specimen “0°” 

would be a specimen in any direction in the build plane and a specimen “α°” (0° < α < 90°) would be a specimen 
built out of the build platform. An angle α = 90° would indicate a specimen being built parallel to the SLM 
equipment build direction. 
 
3. Results 
3.1. Solid test bars 
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Tensile testing was conducted on solid material manufactured by selective laser melting and 
material produced by hot-rolling. Figure 7 shows typical tensile stress-strain data. The SLM 
material was tested in the as-manufactured state, whilst the hot-rolled material is tested in a solution 
heat treated material condition. In Figure 8 and Figure 9 more detailed tensile test results are shown 
for ambient and elevated temperature testing. Data are normalized to average values for hot-rolled 
Hastelloy X material.  
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Figure 7. Generalized results from tensile testing of solid bars, stress-strain curves for standard Hastelloy X (HX), 
SLM Alloy X (0° and 90°).  
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Figure 8. Normalized yield stress. Dashed line Rp0.2 
=1 equals hot-rolled material. 
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Figure 9. Normalized ultimate tensile stress. Dashed 
line Rm =1 equals hot-rolled material.

 
Due to the weld-like manufacturing process, the material is highly anisotropic. This is clearly 
shown above in material data (Figure 7 to Figure 9) together with microstructural observations in 
Figure 4. 
 
3.2. Lattice truss structures 
 
Tensile testing has been performed on geometries as shown above, Figure 5. Results are presented 
and discussed below. From tensile tests, data for hollow, open lattice and hybrid structures are 
presented in Figure 10. The data set is a typical response from testing and represents all geometry 
variations 2.2 – 3.0 included in the test series.  
 
The component stiffness can be calculated as the slope of the force-displacement curve for hollow, 
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open lattice and composite structures, since the tests here are performed on geometries where the 
hybrid specimen shell and the tubular specimens have identical shell measures. The open lattice 
truss structure was designed to fit inside the tube and, accordingly, the hybrid specimen interior 
hence matches the open truss structure.  
 
In practical design work, the aim is often to use a light-weight material and data are often presented 
as a correlation between, for instance, density and stiffness. Plotting the material stiffness relative to 
measured density for open lattice, tubes and hybrid material yields Figure 11 below. For 
comparative purposes, the apparent density (the weight per unit volume of a material including 
internal cavities inherent in the material as tested) is used instead of density for a solid material. 
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Figure 10. Tensile test results for the investigated geometries (tube, open lattice and hybrid test bar).  
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Figure 11. Design curves for measured stiffness E as a function of apparent density ρ. 

 
Data have been further processed in order to compare stiffness, force at yield and peak force for the 
geometries in the test series. Comparisons are made of how an open truss structure and a tube 
interact in a hybrid material. Figure 12 shows a comparison between the measured behaviour (E, Fm 
and Fp0.2) of a hybrid test bar to the superpositioning of data for corresponding open lattice and tube 
specimen as shown below, Equation (1).  
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where index “s” indicates superpositioned. “t” is tube and “ol” stands for open lattice. E is the 
stiffness (force/length) and Fp0.2 and Fm are force at yield and ultimate force. Due to the geometrical 
nature of the specimens, comparisons using these quantities are more convenient than quantities 
based on stress. 
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Figure 12. Comparison of superpositioned and measured stiffness E, load at yield Fp0.2 and maximum load before 
failure Fm for the hybrid geometry investigated in the current work. 
 
3.3. Fracture surfaces 
 
Fractographic observations from solid test bars and lattice trusses are shown below, Figure 13 to 
Figure 16. Figure 13 show the ductile fracture surface of an SLM manufactured solid test bar. In 
Figure 14 the failure of an open lattice truss structure is shown. In Figure 15 and Figure 16 bulk and 
surface regions of a lattice specimen can be viewed. 
 

  
Figure 13. Typical cup and cone dimple fracture in solid as-manufactured alloy X manufactured by SLM (build 
and load direction perpendicular to build platform. 
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Shear failure 

I                II          
Figure 14. Typical shear damage of lattice struts due to axial tensile loading. Left: Shearing of the struts after 
tensile testing. Right: Shear fracture of a single strut after tensile testing. Note that the interior (I) and the 
exterior (II) exhibit differences in fracture appearance. 

 

 
Figure 15. Strut failure of hybrid specimen.  

 
Figure 16. Fracture of as-manufactured surface. A 
skin of partly molten material is obvious.

 
4. Discussion 
 
By comparison of data in Figure 11 and Figure 12 it is obvious that a superpositioning of stiffness 
for a tube and an open lattice structure does not equal the stiffness of a hybrid specimen. A 
conclusion must be that in tension the stiffness of a hybrid specimen is mainly influenced by the 
stiffness of the tube. I.e., for the tube the relation is according to Equation 2. 
 
 olthm EEE +<  (2) 
 
Regarding strength, in Figure 12 it is shown that for the geometry investigated here, the load is 
shared between the lattice structure and the tube so that the load applied to cause yield in the hybrid 
specimen equals the load applied to a tube and an open lattice as indicated by Equation 3.  
 
 olptphmp FFF ,2.0,2.0,2.0 +=  (3) 
 
The same analysis for maximum load before failure yields that the maximum load in the hybrid 
specimen is slightly higher compared to the load in a tube and the open lattice superpositioned as 
described by Equation 4.  
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 olmtmhmm FFF ,,, +>  (4) 
 
The reason for a stronger hybrid material can be attributed to change of constraint during loading. 
Figure 10 shows information on the material ductility. Not only does the hybrid material exhibit an 
increased strength compared to the tube plus open lattice but also a larger strain to failure (here 
plotted as elongation, which, in this case with equal initial lengths of the different geometries, yields 
comparable results).  
 
The fractographic examination shows that the bulk SLM material is ductile with the expected cup 
and cone appearance and dimples on the tensile test specimen fracture surface. Open lattice truss 
structures and lattices in a hybrid specimen tend to fail due to a shear mechanism between struts 
along preferred planes. The typical fracture appearance is shown above in Figure 14. Tensile testing 
of components with as-manufactured surfaces reveals that the SLM material has a significant 
different fracture surface appearance in bulk and surface-near material. During manufacturing, SLM 
material will have a dense, completely remelted internal bulk. Externally, a thin layer of partly 
molten material will be present as observed in Figure 16. 
 
5. Conclusions 
 
The current paper shows how a selective laser melted material behaves in tensile testing. It is shown 
that the material is not as ductile as a normal hot-rolled material. However the material strength is 
good and the yield stress is superior to the hot-rolled material. Ultimate tensile strength is 
comparable between a selective laser melted material and the corresponding hot-rolled material. 
The selective laser melted material is highly anisotropic with respect to strength.   
 
In light-weight designs, hybrid materials can easily be manufactured with the selective laser melting 
manufacturing method. It is shown that the yield strength of a hybrid material can be 
superpositioned by the yield strength of the individual shell and lattice structures. At failure the 
hybrid material will act stronger compared to the tubular shell and open lattice truss structure 
components in the hybrid part. The stiffness of the hybrid structure investigated here will mainly be 
influenced by the tubular shell.  
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Abstract   
Laser shock peening (LSP) is now recognized as an efficient surface treatment to improve the fatigue life of 
metal components. To evaluate the process conditions, Almen strip is used as well as shot peening. As this is 
limited to specific material and size, we cannot apply to a wide variety of substrates. Acoustic emission (AE) 
method is expected to be useful for understanding LSP process because an elastic wave generates when laser 
is radiated on a target. The water layer on a target confines the shock wave due to laser irradiations during 
LSP process. In this study, laser irradiations during LSP process were monitored by AE method with varying 
the temperature and the thickness of the water layer on a target, respectively. Impact forces during LSP 
process were obtained from detected AE waveforms by deconvolution technique. In addition, laser 
irradiations were observed by high speed camera, and the image was compared with the detected AE signal. 
This result shows that shock wave was emitted by not only laser ablation but also collapse of a bubble which 
was generated after laser irradiation and a bubble was affected by the water layer. 
 
Keywords Laser shock peening, Acoustic emission, Cavitation bubble 
 
 
1. Introduction 
 
Peening is one of surface treatment method to improve the fatigue strength of metals by inducing 
compressive stresses generated from mechanical means such as hammer blows or by blasting with 
shot (shot peening). Laser shock peening technique, which use laser to generate the reaction force 
near material surface by laser ablation, can impact a layer of compressive stress four times deeper 
than that attainable from conventional shot peening. However, the effect of laser irradiation on 
materials and phenomenon near radiation point are not well understood yet. The residual stress in 
depth direction is generally used to evaluate the degree of laser peening. A sample for residual stress 
measurement has to be cut and electrochemically polished, which is a destructive method. Although 
there are several in-situ methods to evaluate residual stress during laser peening process such as 
probe beam polarization and VISAR method, these are some limitations such as an exact 
adjustment required for fiber position and applicability for only thin samples for the first and latter 
methods respectively. 
Acoustic emission (AE) method is one of the nondestructive evaluation methods to evaluate the size, 
location and generation time of deformation and damage in real-time. AE method has been 
successfully applied to shot peening method to analyze impact behavior of particles and evaluate 
the impact force by inverse analysis [1]. In this paper, AE method was applied to laser peening 
process. A high speed camera was also used to observe the laser radiation behavior. The impact 
pressure due to laser ablation was evaluated from the detected AE signals and simulated waveforms. 
The laser radiation phenomenon was discussed with results of AE and high speed camera 
observations. 
Cavitation is phenomenon that a bubble generates by pressure difference in stream and collapses 
with emitting shock wave after the short time. In our present group, a cavitation bubble was 
observed during laser shock peening process [2]. 
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2. Experimental Procedure 
 
2.1 Laser shock peening 
 
Two experimental set-ups to evaluate the effects of water temperature and water thickness layer are 
shown in Fig. 1(a) and 1(b), respectively. A target sample was A7075 aluminum alloy with 
demensions of 50 × 50 × 10 mm.A Q-switched Nd:YAG laser with a wavelength of 532 nm and a 
pulse width of 3 – 5 ns was used for both experiments. A laser beam was focused to the center of 
sample using lens. The laser was irradiated at least two times for each test. In set-up of Fig. 1(a), 
experiment was conducted with varying laser energy and water temperature. In set-up of Fig. 1(b), 
experiment was conducted with varying the thickness of water layer on a target sample. The detail 
of experomental conditions are shown in Table 1. 
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Figure 1. Schematic of experimental set-ups for studying effects of  
(a) water temperature and (b) water layer thickness 
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Table 1. — Experimental conditions 
 

 Laser energy Water temperature Water layer thickness 
(a)-1 10 – 100 mJ 20 °C - 
(a)-2 100 mJ 15 - 50 °C - 
(b) 60 mJ 20 °C 1 – 10 mm 

 
2.2 Optical observation by high speed camera 
 
High speed cameras (Phantom Miro LC310 producted by Vision Research® Inc. and HyperVision 
HPV-2A producted by SHIMADZU CORPORATION) were used to observe the phenomenon 
during laser shock peening in experiment set-up as shown in Fig.2. The camera was set to observe 
the sample from an oblique direction. The phenomenon was recorded using lighting from opposite 
side of high speed camera. At the same time, fluctuation in water near sample surface was mainly 
also recorded by Phantom Miro LC310 with the sampling rate of 120,000 fps and pixels of 128 × 
128. 
 

 
 
2.3 AE measurement 
 
An AE sensor (Pico, Physical Acoustics Corp.) was attached on the back side of the sample as 
shown in Fig. 1(a). Elastic waves associated with laser irradiation were recorded by Continuous 
Wave Memory (CWM) system, which is developed by our research group [3]. This system provides 
a capability to memorize all waveforms continuously at the sampling rate of 10 MHz. Waterproof 
paste was used to cover cables. 
 
2.4 AE inverse analysis 
 
Impact forces generated from laser irradiation were evaluated by an inverse analysis of AE 
waveform [1]. Detected AE waveform can be represented by V(t)=S(t)*G(t)*I(t) where V(t), S(t), 
G(t) and I(t) are detected waveform, response function of sensor, Green’s function of media and 
source function of impact force, respectively. S(t) and G(t) could be obtained from a simulation of 
AE waveform by finite element method and experimental of sharp pencil lead breaking and then I(t) 

Camera 

Laser

Light 

Figure 2. Top view of camera setting in Fig. 1(a)
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was estimated by the deconvolution technique. All AE waveforms were analyzed by this inverse 
method and obtained impact force values were discussed. 
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Figure 4. Relationship between bubble collapse time, tc and AE interval time, Δt 
  in room temperature 

3. Results and discussion 
 
3.1 Detected AE waveform compared with photos by high speed camera 
 
During laser shock peening process, a bubble was generated after laser irradiation. Fig. 3 shows 
typical AE waveforms detected during laser peening process coupling with photos recorded by the 
high speed camera and a graph demonstrated a change of radius of a bubble on sample surface. Two 
AE events were generated with time duration of several hundred microseconds for each laser 
irradiation. The results of high speed camera showed that after laser irradiation a bubble generated 
and expanded its size up to the maximum radius. Then it became smaller and finally collapsed. 
According to this observation, the first and latter AE events were considered to correspond to laser 
irradiation and bubble collapse, respectively. Let t1 and t2 are times for the first and second AE 
events, respectively while tc and Rmax are time for bubble collapse and maximum bubble radius 
obtained from the high speed camera results, respectively. A time interval between two events, Δt, is 
defined as t2 – t1. A plot of Δt vs. tc and Rmax vs. tc for experiment condition (a)-1 is shown in Fig. 3 
and 4, respectively. A linear relationship of these parameters supported that the first and latter AE 
events were generated from impacts due to laser irradiation and bubble collapse, respectively. Fig. 4 
shows a plot of in room temperature. It is clear that larger bubble required longer collapse time at 
constant temperature. 
 
3.2 A cavitation bubble 
 
A cavitation bubble was generated by laser irradiation, expanded, shrank and collapsed. A bubble 
was almost hemisphere, but after bubble collapse a bubble became ellipsoid, repeated expanding 
and shrinking, and finally became some smaller bubbles (Fig. 3). In the case of laser irradiation 
from horizontal direction (Fig. 1(a)), a bubble comes off the sample after second collapse, so AE 
event was not detected. In case of laser irradiation from vertical direction (Fig. 1(b)), they are 
sometimes detected more AE event than three when a bubble does not come off. Time detected third 
and fourth AE event is equal to second and third bubble collapse time respectively (Fig. 5). 
By using HyperVision HPV-2A, collapse of a cavitation bubble was observed in detail with the 
sampling rate of 1,000,000 fps and pixels of 312 × 256 (Fig. 6). Immediately after bubble collapse, 
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it was emitted a hemisphere tremor from the center of a bubble before collapse. The speed of 
propagation of the tremor is about 1,500 m/s, so the tremor was caused by shock wave due to 
bubble collapse. 
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Figure 6. Optical observation of propagation of shock wave by bubble 
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3.3 Effect of water temperature 
 
In Fig. 7, maximum radius of a cavitation bubble, Rmax is plotted with AE interval time, Δt. A 
relationship between maximum radius of a cavitation bubble and bubble collapse time is linear in 
room temperature. On the other hand, the relationship in experiment with varying water temperature 
is not linear as shown in Fig. 8. In Fig.9, maximum bubble radius, Rmax is plotted for water 
temperature, Tw. The maximum radius of a cavitation bubble increases with water temperature. 
These results suggested that temperature affects the maximum radius and shape of a bubble. 
The graph in Fig. 10 shows a plot of impact forces of laser irradiation, IL and these of bubble 
collapse, IB with water temperature. Impact force from laser ablation became smaller than that from 
laser irradiation with increasing water temperature. Fig. 11 shows a plot of a ratio of impact forces 
due to laser irradiation and bubble collapse, IB /IF with water temperature. Impact forces from laser 
irradiation are not affected by water temperature. On the other hand, impact force from bubble 
collapse became smaller than that from laser irradiation with increasing water temperature and the 
ratio of IB /IF decrease clearly in Fig. 11. 

 

 

Figure 8. Relationship between maximum bubble radius, Rmax and AE interval time, Δt 
with varying water temperature 

0

1

2

3

4

5

0 200 400 600 800

M
ax

im
um

 b
ub

bl
e 

ra
di

us
, R

m
ax

 [m
m

]

AE interval time, Δt [μs]

Figure 7. Relationship between maximum bubble radius, Rmax and AE interval time, Δt 
  in room temperature 
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Figure 10. Relationship between water temperature, TW and impact force, IL and IB 

[°C]

0

5

10

15

0 10 20 30 40 50

Laser ablatoin
Bubble collapse

Im
pa

ct
 fo

rc
e 

[k
N

]

Water temperature, T
W

Figure 9. Relationship between water temperature, TW and AE event interval, Δt 

0

1

2

3

4

5

0 10 20 30 40 50

M
ax

im
um

 b
ub

bl
e 

ra
di

us
, R

m
ax

 [m
m

]

Water temperature, T
w [°C]



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-9- 
 

3.4 Effect of thickness of water layer 
 
In experimental set-up (b), impact forces during laser shock peening process were obtained from 
detected AE waveforms by deconvolution technique, which is plotted in Fig. 12 as a function of 
water layer thickness. When the water layer was thinner than 2 mm, impact forces of laser 
irradiation and a bubble collapse were very small. Impact force by a bubble collapse showed the 
maximum value when thickness of water layer was 3-5 mm, while impact force by laser irradiation 
was a certain value. 
 

 
 
 
 
4. Conclusions 
 
In the present study, the effect of water layer and temperature in laser shock peening was evaluated 
by AE method and high speed camera, and following conclusions were drawn; 
 
(1)Impacts were emitted by not only laser irradiation but also bubble collapsed. 
(2)Maximum radius of a cavitation bubble increases with temperature of water layer and has a 
linear relationship with AE event interval time in constant temperature. 
(3)Impact forces of laser irradiation are not affected by water temperature. Impact forces of bubble 
collapse decrease with increasing water temperature. The ratio of two impact forces due to laser 
ablation and bubble collapse decreases with increasing water temperature. 
(4)Impact forces by laser irradiation and bubble collapse have the maximum value at the of water 
layer thickness around 4 mm. 
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A novel, non-contact, non-destructive evaluation technique for plate-like specimens which may 
have internal cracks is now drawing attention. In this technique, pulsed lasers generate ultrasonic 
waves on the specimen surface [1]. And an interferometer was used to measure the waves of the 
specimen surface. Investigation about correlation between laser induced ultrasonic waves and size of 
internal cracks was tried. Resin specimens with various size and location of internal cracks were 
prepared and ultrasonic waves generated by YAG pulsed laser were measured by laser interferometer. 
FEM analysis was used to compare with the results of experiments [2]. As a result, this method could 
detect location of cracks by using correlation coefficient and FFT peak frequency and there were 
quantitative correlations between induced ultrasonic waves and size of internal cracks, and this method 
also could evaluate the specimens of multi-layered steels with interlayer cracks which are generated 
during manufacturing (Figure 1). 

(a)

 

(b)

 

Figure 1 Evaluation of internal cracks using (a) FFT peak intensity and (b) FFT peak frequency. 
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Abstract Biaxial load fatigue crack growth tests were performed for a cruciform joint made of 
aluminium-lithium alloy 2198-T8 containing a butt weld joint fabricated by the friction stir welding process. 
In all tests crack propagated in parallel with the weld joint. Two material rolling directions were studied in 
relation to the welding and crack growth direction, showing that the material rolling direction affects the 
crack growth path. Specimens welded orthogonally to the rolling direction exhibit shorter fatigue life than 
specimens welded parallel to the rolling direction. A simple method is then developed for predicting crack 
growth rate. FEM is used to calculate the stress intensity factors and T stress, which are subsequently used to 
predict the crack propagation rates and trajectory. Influence of applied stress biaxiality on stress intensity 
factors, T stress, crack trajectory and growth rates have been analysed. Out-of-plane bending caused by the 
specimen geometry is also modelled. Predicted and test measured crack growth lives are in reasonably good 
agreement. Reasons for discrepancy are discussed.  
 
Keywords: Biaxial stresses, weld joint, crack propagation, fatigue, finite element method, aluminium alloy  
 
1. Introduction 
Trend in aircraft structural design and manufacture has been moving towards more integral 
structures by extrusion, machining and welding rather than the traditional mechanical fastening. 
Fatigue crack growth behaviour under biaxial stresses is complex even without weld joints. Welding 
will add additional challenge in the analysis due to the process induced residual stress and changes 
in weld metal microstructure and mechanical properties.  
 
Fatigue crack growth behaviour in aluminium welded joints has been investigated by experiments 
[e.g. 1-2], analysis [3], or modelling [4-7]. These research efforts were carried out under the 
uniaxial load cases. Current state-of-the-art in predicting crack growth rates is to use empirical 
crack growth laws and incorporate the effective stress intensity factor ratio.  
 
Biaxial load fatigue crack growth behaviour (without weld) has been investigated [8-16] for various 
applied biaxial load ratios (k = y/x). In summary, qualitatively similar results have been reported 
for a number of steel and aluminium alloys that crack growth rate is higher at k=-1 (pure shear), 
than k=0 (uniaxial) followed by k=1. Difference in the growth rates in different biaxial stress ratios 
depends also on the magnitude of applied stress. In terms of crack growth trajectory, crack was kept 
straight at k≤1 [10-11]. Crack growth deviation was found to be dependent on the KI/T ratio [13-15]. 
The maximum tangential stress criterion (function of KI and KII) is widely used for crack turning 
analysis [17]. The criterion is implemented in some FE codes, e.g. ABAQUS and FRANC2D/3D.  
 
The influence of weld joint (in terms of welding residual stress and microstructure change) on crack 
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growth behaviour and their interaction with the applied biaxial loads should be investigated. With 
this motivation, experimental test was conducted on a cruciform specimen made of aluminium alloy 
2198-T8 containing a butt weld joint and subject to biaxial loads [18], which is briefly summarised 
in Section 2. This paper focuses on the modelling of crack growth behaviour. 
 
2. Summary of fatigue tests  
Four cruciform specimens were manufactured and tested under biaxial stresses [18]. Geometry and 
dimensions are shown in Fig. 1. The specimens were made of aluminium-lithium alloy 2198-T8 and 
joined by the friction stir weld (FSW) process. The panel skin has nominal thickness of 1.6 mm and 
the weld area has a nominal thickness of 3.1 mm. The top side of the thicker pad-up area measures 
50 mm wide and the bottom side (specimen flat surface) is about 62 mm wide, making the average 
width of the pad-up 56 mm. Specimen COI-BIAX1 and COI-BIAX3 had weld seam orthogonal to the 
material rolling direction, whereas the weld path in COI-BIAX2 and COI-BIAX4 was parallel to the 
rolling direction. Initial crack was introduced parallel to the weld seam orientation and located at 
the specimen geometric centre. It is in the thermal-mechanical affected zone (TMAZ) on the 
so-called weld retreating side, about 5 mm from the weld nugget centre. The weld centre is not 
placed in the specimen geometric centre. Details are in Table 1. All tests were performed at applied 
biaxial stress ratio k = 1 and maximum nominal stress 100 MPa acting on the 250-mm-wide loading 
arm area with the thickness of 1.6 mm. The cyclic stress ratio was 0.1 in both load directions. 
Details of test measured crack growth lives and growth path can be found in [18]. Test results are 
presented in Section 4 in comparison with predicted crack growth behaviour. Further studies were 
undertaken by performing numerical modelling on various k ratios (k=0-2) to investigate the 
influence of biaxial stress ratio on crack growth rate and trajectory.  
 

   
Fig 1. a) Test specimen and strain gauge locations (thickness of pad-up and griping area is 2.8 mm; 
skin pocket thickness is 1.6 mm); b) FE model of ½ specimen and local model of the crack tip. 

Table 1 Test specimens and loading condition (applied stress y = 40 kN) 

Specimen No. Weld orientation Applied load ratio (k) 

COI-BIAX1 Weld orthogonal to rolling direction 1 

COI-BIAX2 Weld parallel to rolling direction 1 

COI-BIAX3 Weld orthogonal to rolling direction 1 

COI-BIAX4 Weld parallel to rolling direction 1  
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3. Computational analysis 
 
3.1. FE model 
Commercial code ABAQUS [19] was used. One half of the specimen was modelled using the 
second-order 8-node quadrilateral shell element. All elements are offset to the back surface (flat 
surface) to model the thickness variation in the pad-up and clamping areas. Due to the thickness 
change in the pad-up and four load-end clamping areas, there is considerable out-of-plane bending 
deformation even the panel is subjected to in-plane tensile load. This secondary bending can cause 
variation in the stress intensity factors (SIF). Therefore, prior to performing the fracture mechanics 
analysis, crack-free specimen was modelled first to verify the FE model against the strain gauge 
measurement at locations indicated in Fig. 1a. To model the secondary bending more accurately, 3D 
solid elements were used to provide a benchmark solution to the subsequent shell element models. 
In order to capture the bending deformation more accurately four elements are used through the 1.6 
mm thickness. Out-of-plane deformation and strains were also calculated by the shell element 
model. Calculated strains and deformation agree with the 3D model output. Model geometry detail 
is given in Table 2.  

          Table 2 Configurations in FE models (unit: mm) 

Configuration ao h t1 t2 

1 10 30 2.80 1.60 

2 20 56 3.11 1.55 

Note: Configuration 1 is for numerical model only; Configuration 2 has the same 
dimension as the test specimen; ao is half initial crack length, h is the pad-up width;   
t1, t2 are the pad-up and skin pocket thickness, respectively.  

 

3.2. Fracture mechanics analysis 
SIF is calculated using the interaction integral method available in the ABAQUS, which is similar 
to the J-integral method. FE model with an initial crack is shown in Fig. 1b. The middle nodes of 
the rosette elements around the crack tip are moved to the quarter-point position in order to model 
the crack tip stress singularity more accurately. User can instruct the ABAQUS code to extract the 
KI, KII and T-stress for each given crack length using the integration integral technique and then 
predict the crack propagation trajectory using the maximum tangential stress criterion. Subsequent 
crack configuration will be implemented by the user to manually extend the crack tip in the 
predicted direction by a specified crack extension increment. Subsequently, the area around the 
crack path will be re-meshed and the calculation of the SIF and crack growth angle repeated until a 
user-defined or critical crack length is reached. Calculated SIF (KI) is normalised by the crack 
length and applied stress perpendicular to the crack plane, y, to find the  factor:  

a
K

y

I


         (1) 

The  vs. a relation is then used in conjunction with the measured weld metal da/dN vs. ΔK data for 
life prediction. For variable amplitude loading with the same biaxial load ratio (k), K for a specific 
load cycle can be found by multiply  by the applied stress range perpendicular to the crack growth 
path (y). Weld metal crack growth rate (da/dN vs. ΔK) was measured under uniaxial-load [20] 
using “middle crack tension” geometry specimen, M(T), made of the same alloy and same welding 
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process. The weld was perpendicular to the applied load direction. Hence, the weld metal 
microstructure should be the same as that of the cruciform. Crack growth rates in the M(T) were 
obtained from constant amplitude load tests at R = 0.1. 
  
4. Results and Discussion  
4.1 Deformation, strain and stress  
Due to the secondary bending effect the panel exhibits out-of-plane deformation even the load is 
in-plane. Calculated stress contours show a double curvature shaped deformation Fig 2. Positive 
deformation on the face of the pad-up side means bending towards the pad-up side. The maximum 
out-of-plane displacement is just outside the pad-up area with a value of 2.5 mm (k = 0) and 2.2 mm 
(k = 1). The panel centre (where the crack growth path is) is also bending towards the pad-up side 
with smaller displacement of 1.8 mm (k = 0) and 1.5 mm (k = 1). The bending deformation shown 
in Fig 2 is under the applied load of 40 kN (equal to a stress of 100 MPa in the loading arm of 1.6 
mm thickness). The FE model shows that bending magnitude depends on the applied stress as well 
as the biaxial stress ratio. Under the same y-axis applied load, uniaxial loading results in more 
out-of-plane deformation (k = 0, Fig. 2a) than that by equal-biaxial case (k = 1, Fig. 2b), but the 
bending pattern is the same and the difference in bending magnitude is small. The out-of-plane 
deformation and in-plane strains were calculated using both 3D solid elements and 2D shell element; 
calculated values agree with each other. Therefore the thin-shell elements are employed in the crack 
growth models to reduce the computational cost. Computed strains agree well with the measured at 
most of the strain gauge positions, and the computed deformation pattern agrees with that described 
by the distributions of the strain gauges.  

  

Fig. 2 Calculated out-of-plane deformation by 3D FE model under applied stress 100 MPa 
(figure showing the pad-up face): a) uniaxial load (k = 0); b) biaxial load (k = 1) 

4.2 Stress intensity factors 

Four biaxial load ratios (k = 0, 0.5, 1, 2) were modelled at the applied stress y=100 MPa acting on 
the loading arm of the cross section of 250 mm width x 1.6 mm thickness. This stress level is 
reduced in the wider section and will be further reduced at the thicker pad-up area where the crack 
propagates. Calculated y in the pad-up area is about 50 MPa [21]. Cases were also modelled for k 
= 1, 2 at applied stress y = 50 MPa. Calculated mode I stress intensity factors (KI) at the different k 
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are presented in Fig. 3a. As the k increases, KI will decrease. Since crack growth rate is an 
exponential function of K and the Paris law exponent is usually 2-4 for aluminium alloys, crack 
growth rate will be significantly reduced as the biaxial load ratio increases. This is reported in test 
measured crack growth rates [11-12]. Fig. 3b shows the non-dimensional K, i.e. the  factor by eq. 
(1), which is independent of the y-axis applied stress y.  

  
Fig. 3 FE calculated stress intensity factors under various biaxial load ratios: a) KI; b) factor.  

4.3 Prediction of crack growth life and trajectory 

Fig 4 shows comparison of predicted and test measured crack growth lives. There are three possible 
reasons for underestimating the crack growth life. 1) Residual stress effect was accounted for by 
using the measured da/dN data of an M(T) specimen fabricated by the same welding process with 
crack growing parallel in weld (perpendicular to the load direction) [20]. The magnitude of residual 
stresses are not exactly the same due to different geometry and size between the M(T) and 
cruciform specimens. However, since the welds were parallel to the crack growth path in both 
specimens, the transverse residual stress, which is perpendicular to the crack plane, is low in 
magnitude compared to the longitudinal residual stress parallel to the crack plane. Therefore the 
effect of transverse residual stress on crack growth is considered to be small. 2) Influence of weld 
metal microstructure change on crack growth rates is also contained in the measured da/dN data 
from the M(T). However, crack in the M(T) had was in the weld nugget centre, but the cruciform 
specimens had weld in the weld TMAZ zone about 5 mm from the weld nugget centre. 
Microstructures in these two zones are different, and this difference in microstructure is not 
modelled in this work. 3) FE calculated y-axis strains are found to be higher than the test 
measurement, leading to higher SIF values and, consequently, shorter predicted crack growth life.  

Fig. 4b shows the measured and predicted crack growth trajectories. Calculated crack trajectory is 
modelled by crack extension under static loading rather than cyclic loading. Crack turning is 
predicted by the maximum tangential stress criterion in the Abaqus code. Calculated maximum 
crack deviation for “Configure 1” is about 3 mm, which is larger than that of “Configuration 2 (test 
specimen geometry)”. The difference is caused by the width of the pad-up, which is 30 mm and 56 
mm, respectively. Narrower pad-up (30 mm) encourages crack deviation into the thinner skin. 
Although crack turning is predicted by the FE modelling, calculated crack deviation magnitude is 
smaller than the test measured Fig. 4b. Predicted deviation also started at longer crack length (120 
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mm) comparing to the test results [18].  

 
 

Figure 4 a) predicted crack growth life and b) trajectory, and comparison with test measurement.  

4.4 Discussion based on further FE analysis  

4.4.1. Influence of biaxial stress ration on crack growth rate 

Mode II SIF (KII) was calculated using the Abaqus interactive integration method [19]. Model 
shows that KII is virtually zero for k = 0, 0.5 & 1. For k = 2 and at longer crack lengths (a > 60 mm), 
KII has very low values of 0.3-0.6 MPa√m [21]. Since all specimens were tested at k = 1, KII 

influence can be neglected. According to the literature, influence of lateral stress x on crack growth 
rates is negligible in aluminium sheets [10] and steel alloys [11] under constant amplitude loading, 
if biaxial load ratio (k) is within the range of -1.5 to 1.75. Note work reported in [10-11] was for 
plain metals (no welds). In the test measured crack growth and life prediction analysis presented in 
Fig. 4, changes in weld metal properties and weld residual stresses are accounted for by using the 
weld metal property of da/dN vs. K data. 

4.4.2. Influence of biaxial stress on crack trajectory 

It has been shown that applied mixed mode loading is the main cause of a major loss of directional 
stability [14]. Apart from KII, the elastic T-stress (a stress quantity parallel to the crack face) is also 
a useful quantity for assessing the crack stability and kinking for linear elastic materials. T-stress is 
directly proportional to the load applied to the cracked part and also depends on its geometry. It has 
been shown that for small amount of crack growth under the mode I loading, a straight crack path 
will be stable when T < 0, whereas the path will be unstable when T > 0 [22]. In this paper T-stress 
is calculated by the Abaqus code. Fig 5 shows calculated T-stress normalised by the applied stress; 
positive values indicate the likelihood of crack deviation. For the test case of k = 1, T-stress is about 
the same magnitude of the applied stress when half crack length is beyond 40 mm. However, it is 
also reported that some cracks are directionally stable when T > 0 [15].  

To explain the observed crack turning (Fig. 4b), we use the TR parameter as defined in Eq. (2) [23]:  
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x
R

TT


       (2) 

where x = KI/√(2r) is the crack tip local stress component parallel to the crack plane and r is the 
distance to the crack tip. Pook [23] recommends that TR is evaluated at a characteristic distance r = 
rch, which is the same order of a microstructural feature size. Taking rch = 0.0159 mm [23], using 
Eq. (2) and the MN-m units, find: 

         
I

R K
TT 01.0      (3)  

According to [15, 23], when TR exceeds its critical value TRC, crack will deviate from its original 
path. In [15] Pook stated a typical TRC value suitable for many metals as at least 0.021 (unit: m-1/2).  
 
Calculated TR values for various k ratios are presented in Fig. 6. For the test case of k =1, at half 
crack length a = 50 mm, calculated TR according to Eq. (3) is 0.038 m-1/2, which is greater than the 
suggested TRC value. Therefore, under tension biaxial loading at ratio k=1, calculated crack 
deviation was expected, however the magnitude of deviation is small, just 3 mm away from the 
original crack path (Fig. 4b), which is not a major loss of directional stability. Measured crack 
deviation was nearly doubled at 5 mm, and crack deviation started at much earlier in shorter crack 
length (Fig. 4b). This discrepancy could be due to the changes in weld metal microstructure and the 
anisotropy property of the 2198-T8 alloy as reported in [24-25]. Material microstructure change and 
anisotropy properties were not modelled in this study.   

 Fig. 5 T-stress (normalised by applied stress y).      Fig. 6 Calculated TR distribution.  
 
4.4.3. Influence of weld-induced residual stress  

Test measured crack turning is more pronounced than FEA predicted, Fig. 4b. One possible reason 
could be that the longitudinal residual stresses were present in the test specimen making the actual 
biaxial load ratio much higher than 1, but this residual stress was not considered in the prediction 
model. In this work, KI, KII and T are calculated for biaxial load ratio k = 1 without considering the 
welding-induced residual stresses. If the longitudinal residual stress (e.g. 150 MPa maximum 
magnitude according literature) is added to the applied lateral stress x, then the biaxial stress ratio k 
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is about 2.5. According to the literature, no crack turning was observed at k = 0, 0.5 and 1 [11], but 
crack will turn when k > 2 [10]. Therefore there is more crack deviation in the test than predicted. 
 
We have used the weld metal da/dN data for the life prediction presented in Fig. 4a, in which 
residual stress effect is included in the coupon tests to acquire the da/dN data. However, we have 
not used the combined lateral stresses (x_applied + x_residual) in the calculation of the crack growth 
driving forces (KI, KII, and T-stress); this could affect the magnitude of crack turning. Further, 
although residual stress effect is reflected in the measured crack growth data of welded M(T) 
sample with a same transverse weld, because the cruciform specimen has different geometry and 
dimension, welding induced residual stresses in the cruciform specimen could be different from 
those in the M(T).   
 
4.4.4. Effect of weld metal microstructure and anisotropic material property 

Although mixed mode loading is believed as the primary cause of loss of directional stability by 
many researchers, microstructure changes in the weld metal also contribute to the crack directional 
instability. In the test specimens, initial crack plane was 5 mm from the weld nugget centre meaning 
that material properties are different for each side of the crack plane, i.e. weld nugget property on 
one side of the crack and TMAZ/HAZ on the other side.  

Furthermore, alloy 2198-T8 has highly anisotropic microstructures [24-25]. According to Yates et 
al. [14], highly anisotropic microstructures can also lead to significant changes in crack orientation, 
but more often in a zigzag pattern maintaining the overall mode-I trajectory. Crack path deviation 
triggered by material property irregularity can be enhanced by the applied biaxial loads as 
demonstrated by the test results in Fig. 4b. Test measured crack growth route shows a zigzag path 
when a < 70 mm [18]. However, predicted crack deviation is in one direction. Crack turning angle 
is determined by the sign of KII, which is function of applied stress and geometry but not the 
material property. It is worth noting that crack deviation was not observed in M(T) under uniaxial 
loading with weld perpendicular to the loading direction, but observed in the cruciform specimen 
under biaxial loads; this is due to the influence of KII and T-stress.  
 
4.4.5. Other influential factors   
Welding-induced distortion was significant in magnitude [18]. In the tests initial distortion was 
corrected by applying clamping forces at the specimen’s four loading ends. This will affect the 
initial stress condition in the specimen. The initial distortion was not completely illuminated by 
clamping. However, the initial out-of-plane deformation and clamping force induced initial stresses 
were not modelled. This could affect the accuracy in the predicted crack growth rates and trajectory. 
Test specimens involved two material rolling directions in relation to the welding and crack growth 
direction, showing that the material rolling direction affects the crack growth path. This is caused by 
material anisotropy [24-25], weld microstructure change, and residual stresses in both material 
directions. However, these effects are not modelled. Research also shows that crack location within 
weld, e.g. in the nugget centre or the HAZ, will also influence the crack growth rates considerably 
[26].    
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5. Summary and Conclusions 
Finite element analysis was performed for a cruciform specimen containing weld joint and being 
subjected to biaxial cyclic loads. First, stress distribution and out-of-plane deformation are 
determined to assess the effect of secondary bending on fracture mechanics parameters. Second, 
influence of biaxial stress on crack growth behaviour is modelled, and fatigue crack growth life is 
predicted using calculated stress intensity factors and weld metal crack growth rates measured from 
M(T) specimens made of the same material and same welding process. Main conclusions are:  

1. Mode-I stress intensity factor (SIF) decreases as the biaxial load ratio k increases. Comparing to 
the uniaxial load case (k = 0), reduction in SIF is 12% (k = 1) and 24% (k = 2).   

2. For k ≤ 1, no crack path deviation is predicted by the analysis; models show very small 
deviation when a crack is longer than half of the panel width. For k = 2small deviation is 
predicted. The model solution is in agreement with the fracture mechanics theory based on the 
mode II SIF and elastic T stress.   

3. Test observed crack turning is larger than model prediction. This could be due to a few complex 
factors that are not considered in the present FE model, such as weld metal microstructure, 
anisotropic material properties, and residual stress in the weld longitudinal direction.  
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Abstract The structural applications of lightweight alloys in the automotive and aerospace industries 
inevitably involve welding and joining of challenging dissimilar Mg-to-Al and Mg-to-steel while 
guaranteeing safety and structural integrity. Sound dissimilar lap joints were achieved via ultrasonic spot 
welding (USW) – an environment-friendly solid-state joining technique. The addition of Sn interlayer during 
USW effectively blocked the formation of brittle Al12Mg17 intermetallic compound in the Mg-to-Al 
dissimilar joints without interlayer, and led to the presence of a distinctive composite-like Sn and Mg2Sn 
eutectic structure in both Mg-to-Al and Mg-to-HSLA (high strength low alloy) steel joints. The lap shear 
strength of both types of dissimilar joints with a Sn interlayer was significantly higher than that of the 
corresponding dissimilar joints without interlayer. Failure during the tensile lap shear tests occurred mainly 
in the mode of cohesive failure in the Mg-to-Al dissimilar joints and in the mode of partial nugget pull-out in 
the Mg-to-HSLA steel dissimilar joints. In particular, the addition of Sn interlayer resulted in energy saving 
since the welding energy required to achieve the maximum strength decreased from 1250 J to 1000 J in the 
Mg-to-Al joints and from 1750 J to 1500 J in the Mg-to-HSLA steel joints.  
 
Keywords Magnesium alloy; Ultrasonic spot welding; Intermetallic compounds; Tin interlayer 
 
1. Introduction 
 
Various industries, especially automotive and aerospace sectors, have a pressing need for structural 
components that are lighter and stronger, aiming to improve energy efficiencies and reduce 
anthropogenic environment-damaging emissions and pollution while guaranteeing safety and 
reliability. Aluminum (Al) and steel have already a wide variety of structural applications in the 
transportation industry due to their excellent properties, such as good ductility, formability and 
thermal conductivity. To reduce pollution and save energy [1], ultra-lightweight magnesium (Mg) 
alloy has increasingly been used in the vehicle fabrication due to its lower density, higher specific 
strength and stiffness, excellent size stability and acceptable process ability [2]. The structural 
application of Mg alloys inevitably involves welding and joining of similar Mg-to-Mg alloys and 
dissimilar Mg-to-Al and Mg-to-steel. In the auto body manufacturing resistance spot welding (RSW) 
has been a predominant process [3,4]. Since the differences in properties among these metals are 
large, like melting point, electric conductivity and thermal physical properties, etc., it is fairly 
challenging to join Mg-to-Al and Mg-to-steel [5,6]. Also, the high-energy consumption and the 
requirement for frequent electrode maintenance have limited its prevalent application to the 
Mg-to-Al alloys. Furthermore, in the welding of dissimilar metals a rapid formation of brittle 
intermetallic compounds (IMCs) occurs, which can seriously degrade the mechanical properties of 
welded joints [3].  
 
Recently attention has been paid to two solid-state welding processes, namely friction stir spot 
welding (FSSW) and ultrasonic spot welding (USW), because the liquid phase reaction in the fusion 
zone during RSW can be avoided. Although FSSW has the potential to produce effective welds 
between dissimilar materials, the relatively long welding cycle (or time) would be a limiting factor 
for its widespread adoption in automotive manufacturing [4]. Another solid-state welding 
technology of USW is able to produce coalescence via a simultaneous application of localized 
high-frequency vibratory energy and moderate clamping forces [7,8]. In comparison with FSSW, 
USW has been shown to have a shorter weld cycle (typically <0.4 s) and produce high quality joints 
that are stronger than FSSW when compared on basis of the same nugget area [9,10]. Besides, the 
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normal FSSW leaves an exit hole after welding [11]. From the point of view of energy consumption, 
USW is far more advantageous. For example, welding of aluminum alloys using a USW process 
consumes only about 0.3 kWh per 1000 joints [4,12], compared to 20 kWh with RSW, and 2 kWh 
with FSSW [4]. 
 
Our previous studies [13] and other investigations [14-17] showed that in the joining of dissimilar 
Mg-to-Al alloys, the formation of IMCs of Al12Mg17 and Al3Mg2 seems to be unavoidable. Since 
the mechanical properties of the welded joints are closely related to the formation of the brittle 
intermetallic layer [18], it is difficult to obtain a strong joint between Mg and Al alloys. In the study 
of dissimilar Mg-to-steel joint, Santella et al. [19] and Schneider et al. [20] reported that Mg and 
steel do not react with each other and the joint could be easily broken by hand. To improve the 
mechanical properties of the Mg-to-Al and Mg-to-HSLA steel joints, Chowdhury et al. [21] (FSSW) 
and Xu et al. [22] (RSW) have tried to weld Mg-to-Al and Mg-to-HSLA steel joint, respectively, 
using adhesive placed in-between the faying surface. However, the application of adhesive is a time 
consuming process. Some researchers have used Zn as an interlayer between Mg and Al alloys 
[23,24] and Mg and HSLA steel [19,25] for improving the mechanical properties of the dissimilar 
joints. Others, e.g., Liu et al. [26] and Qi and Liu [27] in the tungsten inert gas (TIG) and hybrid 
laser-TIG welding of Mg-to-Al alloys, respectively, and Liu et al. [28] in the hybrid laser-TIG 
welding of Mg-to-steel, have used Sn as an interlayer and also showed the improvement of the 
mechanical properties. However, it is unclear how Sn interlayer would affect the microstructure of 
USWed Mg-to-Al and Mg-to-HSLA steel joints, and if the intermetallic layer would form, and 
whether Sn interlayer would improve the mechanical properties of the joints. This study was, 
therefore, aimed to identify the effect of the Sn interlayer on the microstructure and lap shear tensile 
properties of USWed AZ31B-H24-to-Al5754-O and to-HSLA steel. The selection of Sn in the 
present study was also based on Mg-Sn, Al-Sn and Fe-Sn binary phase diagrams [29-31], which 
showed that Sn may interact with Mg and generated IMCs, while Sn might be dissolved into Al and 
Fe to form solid solution of Sn-Al and Sn-Fe. Furthermore, it was selected on the basis of the 
findings that Sn improved the wettability of Mg, Al and Fe during the welding process [26,28] and 
also refined the grain size in the Mg alloy [28,32].  
 
2. Material and Experimental Procedure 
 
In the present study, commercial 2 mm thick sheet of AZ31B-H24 Mg alloy (composition in wt.%: 
3Al, 1Zn, 0.6Mn, 0.005Ni, 0.005Fe and balance Mg), 1.5 mm thick sheet of Al5754-O Al alloy 
(3.42Mg, 0.63Mn, 0.23Sc, 0.22Zr, and balance Al), and 0.8 mm thick sheet of high strength low 
alloy (HSLA) steel (0.06C, 0.227Si, 0.624Mn, 0.006P, 0.004S, 0.013Ni, 0.041Cr, 0.005Mo, 
0.044Cu, 0.039Al, 0.003Ti, 0.021Nb and balance Fe) were selected for the USW. The specimens of 
80 mm long and 15 mm wide were sheared, with the faying surfaces ground using 120 emery 
papers, and then washed using acetone followed by the ethanol and dried before welding. During 
welding a 50 μm thick pure Sn interlayer was placed in-between the work pieces of Mg/Al and 
Mg/HSLA steel samples. The welding was conducted with a dual wedge-reed Sonobond-MH2016 
HP-USW system. The samples were welded at an energy input ranging from 500 to 2500 J at a 
constant power setting of 2000 W, an impedance setting of 8 on the machine, and a pressure of 
0.414 MPa. Four samples were welded in each welding condition. Two of them were used for 
microstructural examination and microhardness tests, and the other two were used for the lap shear 
tensile tests. Cross-sectional samples for scanning electron microscopy (SEM) were polished using 
diamond paste and MasterPrep. A computerized Buehler microhardness testing machine was used 
for the micro-indentation hardness tests diagonally across the welded joints using a load of 100 g 
for 15 s except for the thin IMC interlayer, where a load of 10 g was used for 15 s. The mean value 
of three indentations along the IMC interlayer was taken for a better accuracy with the low 
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indentation load of 10 g. To evaluate the mechanical strength of the welded joints and establish the 
optimal welding conditions, tensile shear tests of the welds were conducted to measure the lap-shear 
failure load using a fully computerized United testing machine at a constant crosshead speed of 1 
mm/min at room temperature in air. In the tensile lap shear testing, restraining shims or spacers 
were used to minimize the rotation of the joints and maintain the shear loading as long as possible. 
X-ray diffraction (XRD) was carried out on both matching fracture surfaces of Mg-Al and 
Mg-HSLA steel sides after tensile shear tests, using CuKα radiation at 45 kV and 40 mA. The 
diffraction angle (2θ) at which the X-rays hit the samples varied from 20° to 100° with a step size of 
0.05° and 2 s in each step. 
 
3. Results and Discussion  
 
3.1 Microstructural evaluation 
 
Microstructural characterization was conducted across the weld line of the samples. Fig. 1(a) and (b) 
show microstructures at the center of weld nugget of USWed Mg/Al and Mg/HSLA steel joints 
without a Sn interlayer, respectively. Sound joints were obtained since no large defects were present, 
such as crack or tunnel type of defects. It is seen from Fig. 1(a) that there was a heterogeneously 
distributed IMC layer between the Mg and Al alloy sheets. In our previous study [6] of USW of 
Mg/Al alloys without Sn interlayer, the non-uniform IMC layer had a solidified microstructure 
containing the brittle phase through the eutectic reaction, liquid→Al12Mg17+Mg. In the USWed 
Mg/HSLA steel joint, as there was no interaction between Mg and Fe, the interface of AZ31B-H24 
and HSLA steel was clear without transitional zone, as shown in Fig. 1(b). Due to a large difference 
of hardness, the sections of Mg alloy and steel were not in the same level in the process of 
metallographic sample preparation, indicating by white arrows where some hydroxides produced, 
which will be confirmed by EDS analysis later. Fig. 1(c) and (d) show the welded joints of Mg/Al 
and Mg/HSLA steel with a Sn interlayer, which could be clearly seen. However, this interlayer was 
no longer pure Sn interlayer after USW. It became a layer of Sn-Mg2Sn eutectic structure, which 
will be identified in the following sections. 
 

    
 

Figure 1. Microstructure of the dissimilar USWed joints made with a welding energy of 1000 J, (a) 
Mg/Al and (b) Mg/HSLA steel without a Sn interlayer, and (c) Mg/Al and (d) Mg/HSLA steel with 

a Sn interlayer. 
 

3.2 Energy-dispersive X-ray spectroscopy (EDS) analysis 
 
Fig. 2(a) and (b) show the SEM image at the center of the nugget zone (NZ) of USWed Mg/Al with 
a Sn interlayer, and its EDS line scan, respectively. The chemical composition (in at.%) at points A 
and B was 64.4% Mg - 36.4% Al - 1.2% Sn and 63.5% Mg - 21.8% Al - 14.7% Sn, respectively, 
which suggests that the dark area (A) had less Sn than the white area (B). Fig. 2(c) and (d) show the 
SEM image at the center of the NZ of USWed Mg/HSLA steel with a Sn interlayer, and its EDS line 
scan, respectively. The chemical compositions (in at.%) at points C (Fig. 2(c)) was 70.3% 
Mg-29.7% Sn, suggesting that only Mg and Sn elements were present in the interlayer. The 
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chemical composition (in at.%) at point D was 62.3% Mg-37.7% O, which suggested the presence 
of galvanic corrosion product by forming magnesium hydroxide of Mg(OH)2 during the 
metallographic sample preparation [33,34]. The occurrence of galvanic corrosion was attributed to 
the large difference between Mg and Fe positioned in the galvanic series. In both Fig. 2(a) and (c), 
the IMC layer displayed a composite-like eutectic structure at the center of the weld nugget, where 
the Sn-containing fine white particles were distributed homogeneously or as a network in the 
interlayer. EDS line scan revealed that the intensity of Al was lower than that of Mg in the NZ of 
the USWed Mg/Al joint (Fig. 2(b)), and little or no Fe present in the NZ of USWed Mg/HSLA steel 
(Fig. 2(d)). This was due to the higher solubility of Sn in Mg than Sn in Al and Sn in Fe. Therefore, 
these results (Fig. 2(d)) in conjunction with the Mg-Sn phase diagram [29] suggested the presence 
of Mg2Sn phase, where the eutectic structure consisting of β-Sn (or Mg-Sn solid solution) and 
Mg2Sn, which would occur at a temperature of as low as 203°C [29]. 
 

    

     
 

Figure 2. (a) SEM micrograph at the center of NZ of USWed Mg/Al joint and (b) EDS line scan 
across the interlayer in (a), (c) SEM micrograph at the center of NZ of USWed Mg/HSLA steel joint 

and (d) EDS line scan across the interlayer in (c) made at a welding energy of 1000 J. 
 

In the USW, the simultaneous application of localized high-frequency vibratory energy and 
moderate clamping force leads to a fast relative motion and rubbing/friction heat at the interfaces 

[7,8] between Al-Sn (Mg/Al joint) or Fe-Sn (Mg/HSLA steel joint) and Mg-Sn (in both types of 
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joints), which would cause a potential melting and coalescence of Sn. In the presence of the Sn 
interlayer in the USW, Al and Sn in the Mg/Al joint, and Fe and Sn in the Mg/HSLA steel joint 
combine to form solid solutions, while Mg and Sn combine to form β-Sn and Mg2Sn IMCs. The 
Mg2Sn phase has an antifluorite-type (CaF2) AB2 crystal structure with a moderately high melting 
temperature of 770°C and a lattice parameter of a = 0.676 nm [35]. It is apparent that the large 
Mg2Sn particles resulted from the eutectic reaction (L → β Sn + Mg2Sn) when the temperature 
reached the eutectic temperature during USW. The addition of Sn to the lap joint was observed to 
refine the grain size in the fusion zone and the base Mg alloy [28,32] due to the presence of a 
eutectic Mg2Sn particles, which restricts the growth of the Mg grains via the Zener pinning pressure 
(or pinning role). Furthermore, it also improves the wetability of Mg with Al and Fe during the 
welding process [26,28]. Thus, the surface tension of the liquid was reduced so that more liquid 
spreads evenly over the surface of the base metal. 
 
3.3 X-ray diffraction analysis 
 
To further verify the above microstructural observations, XRD patterns obtained on both matching 
fracture surfaces of Mg/Al and Mg/HSLA steel joints after tensile shear tests are shown in Fig. 3(a) 
and (b), respectively. It is clear that apart from strong peaks of Al on the Al side, Mg on the Mg side 
and Fe on Fe side, both Sn and Mg2Sn appeared on both sides of welded joints. It is of interest to 
note that there was no single peak of Al12Mg17 IMCs in the USWed Mg/Al joint. On the other hand, 
in the Mg/HSLA steel joint Sn worked as an intermediate medium and reacted with both Mg and Fe. 
Thus, the addition of a Sn interlayer in-between the Mg/Al and Mg/HSLA steel sheets during USW 
led to the formation of solid solutions of Sn-Al (in the Mg/Al joint), Sn-Fe (in the Mg/HSLA steel 
joint) and Sn-Mg (in both Mg/Al and Mg/HSLA steel joints), as well as the Sn + Mg2Sn eutectic 
structure (in both Mg/Al and Mg/HSLA steel joints). This is in agreement with the SEM 
observations shown Fig. 2(a) and (c), and EDS analysis shown in Fig. 2(b) and (d).  

 

 
Figure 3. XRD patterns obtained from the matching fracture surfaces of USWed (a) Mg/Al and (b) 

Mg/HSLA steel joints made at a welding energy of 1000 J. 
 

Furthermore, from our previous studies of USWed Mg/Al joint without any interlayer, lap shear 
failure occurred predominantly in-between the IMCs of Al12Mg17 and Al side [6], i.e., in the mode 
of “adhesive failure” [36]. However, the presence of Mg2Sn and Sn eutectic structure on the both 
sides of the fracture surfaces indicated that the failure occurred mainly through the interlayer. This 
type of failure is called as the “cohesive failure” which is a desirable failure mode as it assures the 
use of more strain energy via the weaker part of the joint [36]. Indeed, failure in the USWed 
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Mg/HSLA steel joint with a Sn interlayer occurred even in the mode of partial nugget pull-out and partial 
“cohesive failure”, giving rise to a higher tensile shear strength which will be seen in the following 
section. 
 
3.4 Mechanical properties  
 
3.4.1 Microhardness  
 
The hardness profile across the welded joint diagonally is shown in Fig. 4. It is seen that a 
characteristic hardness profile across the USWed Mg/Al joint was obtained with an average 
hardness value of about 66 HV on the AZ31B-H24 side and 64 HV on the Al5754-O side, which 
was basically symmetrical. However, an asymmetrical hardness profile was obtained for the USWed 
Mg/HSLA steel joint with approximately 61 HV on the AZ31B-H24 side and 145 HV on the HSLA 
steel side. Interestingly, the hardness value of Mg in the USWed Mg/HSLA steel joint was slightly 
lower than that of in the USWed Mg/Al joint. This would be associated with the lower thermal 
conductivity of HSLA steel than Al alloy, which would give rise to a slower cooling rate and higher 
peak temperature in the welding of Mg/HSLA steel during USW. There were no significant 
hardness changes in the HAZ in both USWed Mg/Al and Mg/HSLA steel joints, which was in 
agreement those reported in the literature that USW did not produce a severe HAZ [7,8]. This was 
related to the relatively low welding temperature that was below the melting points of the welded 
materials. However, a high hardness value of about 200 HV was detected in the interlayer of both 
Mg/Al and Mg/HSLA steel joints, as shown in Fig. 4. This was obviously due to the presence of 
composite-like Mg2Sn and Sn eutectic structure (Figs 2 and 3), since the hardness value of Mg2Sn 
IMCs was higher. This was in agreement with the results reported by other researchers [37,38].  
 

 
 

Figure 4. Microhardness profiles across the USWed Mg/Al and Mg/steel joints with a Sn interlayer 
at a welding energy of 1000 J. 

 
3.4.2 Lap shear tensile strength 
 
As shown in Fig. 5(a), the addition of a Sn interlayer led to an increase in the lap shear strength of 
both USWed Mg/Al and Mg/HSLA steel dissimilar joints. For example, at a welding energy of 1000 
J (Fig. 5(b)), the lap shear strength of USWed Mg/Al and Mg/HSLA steel joints was ~29 MPa and 
~45 MPa, respectively, without the addition of a Sn interlayer, and became ~41 MPa and ~54 MPa, 
respectively, with the addition of a Sn interlayer. This represented an increase of ~55% and ~32% in 
the lap shear strength for USWed Mg/Al and Mg/HSLA steel joints after a Sn interlayer was added 

AZ31B-H24

HSLA steel

Al5754-O
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during USW. Such a significant increase in the lap shear strength was attributed to the formation of 
solid solutions of Sn-Al, Sn-Fe, Mg-Fe and Mg-Sn, and especially the composite-like eutectic 
structure of Sn and Mg2Sn (Figs 2 and 3), instead of the brittle IMCs of Al12Mg17 in Mg/Al direct 
joint [6] and without the interaction of Mg and Fe in Mg/HSLA steel direct joint [28]. In addition, it 
can be seen from Fig. 5(a) that in the absence of Sn interlayer in the USWed Mg/Al joint, the lap 
shear strength increased with increasing energy input and reached its maximum at an energy input 
of 1250 J and then decreased. This was due to the competition between the increasing diffusion 
bonding arising from higher temperatures at the higher energy inputs and the deteriorating effect of 
the brittle intermetallic Al12Mg17 layer of increasing thicknesses. In the USWed Mg/HSLA steel 
joint, the lap shear strength increased with increasing energy up to a welding energy of ~1750 J, 
after which joining was not possible since the tip started to penetrate through the sheets, supposing 
that it also had the same trend of lap shear strength as that of the USWed Mg/Al joint without Sn 
interlayer. 
 

   
Figure 5. (a) Lap shear strength with and without a Sn interlayer as a function of energy input, (b) 

comparison of lap shear strength among different welded joints at a welding energy of 1000 J. 
 
In the presence of Sn interlayer, the lap shear strength of both USWed Mg/Al and Mg/HSLA steel 
dissimilar joints increased initially with increasing welding energy, reached its peak values, 
followed by a decrease with further increasing welding energy. Such a change occurred due to the 
fact that at lower energy inputs the temperature was not high enough to soften or melt the Sn 
interlayer. On the other hand, at higher energy inputs, the specimen was subjected to higher 
temperatures at larger vibration amplitudes for a longer time, resulting in more Sn interlayer being 
squeezed out. As summarized in Fig. 5(b), it is seen that the USW of similar joints were fairly 
effective especially for the Mg/Mg joints with a lap shear strength of 67 MPa. However, the lap 
shear strength of Al/Al joints made at a welding energy of 1000 J was lower (~39 MPa). The lap 
shear strength of the USWed Mg/Al dissimilar joint without a Sn interlayer was approximately 25% 
lower than that of the USWed Al/Al joint and 57% lower than that of the USWed Mg/Mg joint. 
However, the USWed Mg/Al dissimilar joint with a Sn interlayer had a lap shear strength 
approximately 5% exceeding that of USWed Al/Al similar joint. The lap shear strength of USWed 
Mg/HSLA steel dissimilar joint without a Sn interlayer was approximately 33% lower than that of 
the USWed Mg/Mg similar joint, while with the addition of a Sn interlayer it was about only 19% 
lower than that of the USWed Mg/Mg similar joint. It is of particular interest to observe that, in 
addition to enhancing the optimum/maximum lap shear strength in both dissimilar joints, the 
addition of Sn interlayer also led to an energy saving since the optimal welding energy required to 
achieve the highest strength decreased from ~1250 J to ~1000 J in the Mg/Al dissimilar joint and 

(a) (b)
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from ~1750 J to ~1500 J in the Mg/HSLA steel dissimilar joint.   
 
4. Conclusions and Remarks 
 

1. The ultrasonic spot welding of AZ31B-H24 Mg alloy to Al5754-O Al alloy and AZ31B-H24 
Mg alloy to HSLA steel sheet with a Sn interlayer was successfully performed, with a 
characteristic composite-like Sn and Mg2Sn eutectic structure present in the interlayer of both 
dissimilar joints.  

2. The lap shear strength of Mg/Al dissimilar joints with a Sn interlayer was achieved to be 
significantly higher than that of Mg/Al dissimilar joints without interlayer. This improvement 
was mainly attributed to the formation of solid solutions of Sn with Mg and Al as well as the 
composite-like Sn and Mg2Sn eutectic structure in the interlayer, which effectively prevented 
the occurrence of brittle Al12Mg17 intermetallic compound present in the Mg/Al dissimilar 
joints without interlayer. The fact that Sn and Mg2Sn were located on both Al and Mg sides of 
matching fracture surfaces indicated that the tensile shear failure occurred through the interior 
of the interlayer in the mode of “cohesive failure”.  

3. The lap shear strength of Mg/HSLA dissimilar joints with a Sn interlayer was observed to be 
much higher than that of Mg/HSLA dissimilar joints without interlayer. Sn interlayer actively 
worked as an intermediate medium to join Mg to Fe by the formation of solid solutions of Sn 
with Mg and Fe as well as the composite-like Sn and Mg2Sn eutectic structure in the 
interlayer.  

4. In addition to the beneficial role of enhancing the lap shear strength in both Mg/Al and 
Mg/HSLA steel dissimilar joints, the addition of Sn interlayer further led to energy saving 
since the welding energy required to achieve the maximum lap shear strength decreased from 
1250 J to 1000 J in the Mg/Al dissimilar joint and from 1750 J to 1500 J in the Mg/HSLA 
steel dissimilar joint. 

5. Further studies are needed to (1) explore other potential interlayers, such as, Zn, Ni, Cu, etc., 
for further improving the strength of the USWed Mg/Al and Mg/HSLA steel dissimilar joints 
and (2) evaluate the fatigue and dynamic (or impact) resistance of the dissimilar joints for the 
safe and reliable applications of the welded lightweight components.  
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Abstract   
This paper presents a review of recent progress of the development of weight function method for analyzing 
multiple site damage in aircraft structural panels. An analytical method, the Weight Function Method (WFM), 
has been proposed and further developed to analyze the MSD problems and to determine the related various 
fracture mechanics parameters. The plastic zone sizes and crack opening displacements were extensively 
verified and validated by excellent agreement with available analytical and finite element method results. 
Combined with Crack Tip Opening Angle criterion (CTOA), the present WFM is employed to predict the 
stable crack growth and residual strength of aircraft aluminum sheets containing MSD. The predicted results 
compared very well with the corresponding experimental data. Thereby a novel analytical approach with 
high efficiency and reliability has been devised for MSD analyses in aircraft structures. 
Keywords：Multiple site damage, Weight function method, Plastic zone size, Crack opening displacement, 
Residual strength. 
 
1. Introduction 
 
 Multiple Site Damage (MSD) has been a serious threat to modern transport airplane structure 
safety, and therefore has become a great concern in aircraft damage tolerance design and 
airworthiness certification. A historical milestone case of this type of failure was the in-flight 
disintegration of a 5.5m long piece of the pressure cabin skin of upper fuselage of Aloha Airlines 
Boeing 737-200 over Hawaii in 1988 [1]. After the Aloha accident, all the major commercial 
airplane manufacturers were required to evaluate their aircraft for MSD in the critical areas of the 
wing, empennage and pressure fuselage [2]. 

Various models and methods [3-5] have been developed to determine the stress intensity 
factors, plastic zone sizes and crack opening displacements for the prediction of the fatigue life and 
residual strength for structures with MSD. Most current approaches rely mainly on advanced 
numerical techniques, especially the Finite Element Method (FEM). Despite its powerfulness, 
reliable FEM solutions for MSD require great efforts, time and experience in modeling and 
computation. Classical analytical method, e.g. the complex variable method, is limited to idealized 
MSD configurations. 

Recently, the Weight Function Method (WFM) has been proposed and further developed by 
the authors to analyze various fracture mechanics parameters and stable crack growth of sheets with 
MSD[6-10]. It is shown to be versatile and cost-effective for tackling sheets with MSD problems. 
The approach is outlined in this paper.  
 
2. Weight function method for fracture parameters analysis for collinear cracks 
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2.1. Basic principle 
 

According to the weight function theory, for a crack subjected to an arbitrary pressure σ(x) 
distributed at the crack faces, the non-dimensional stress intensity factor f can be determined by a 
simple quadrature [11,12].  
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where m(a, x) is the weight function for the crack body, E’=E for plane stress, E’=E/(1-ν 2) for 
plane strain，σ is a reference stress, a and x are the non-dimensional crack length and coordinate 
along the crack normalized by the characteristic length W (often taken as unity), here W refers to 
half plate width for the finite width panel containing a center crack. fr(a) and ur(a, x) are the stress 
intensity factor and crack opening displacement, respectively, for a reference load case. 
    The corresponding crack opening displacements can also be easily determined when the 
relevant weight function, m(a, x), is available. From Eq. (1), we have 
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where the non-dimensional stress intensity factor f (s) is obtained using Eq. (1).   
It should be emphasized that, the σ(x) in Eq. (1) refers to the stress distribution at the 

prospective crack line, and is determined from stress analysis for the same configuration but 
without crack. This implies that once the weight function is known for a given crack geometry and 
σ(x) is determined, the stress intensity factors and crack opening displacements for any crack length 
can be obtained by simple integration through Eqs.(1) and (2). The advantages are especially useful 
for stress intensity factor and strip yield model analysis of multiple site damage.  
 
2.2. Weight function method for special collinear cracks 
 

The weight function method for single crack is applied for a special multiple site damage 
case[7]: one large center crack formed by coalescing three un-equal length center cracks in a panel 
of finite width, with compressive yield stress σs uniformly acting along the un-cracked ligament and 
in the crack tip region, Fig.1a. 

The analysis for this case is conducted by assuming the coalesced three un-equal length cracks 
as one single fictitious crack subjected to segment pressure distribution in plastic zones, in addition 
to the applied external load, Fig.1b. Essentially, the Dugdale[13] strip yield model is the 
superposition of two linear elastic solutions. One is for remote uniform tension stress, which is 
available in Ref. [14]. Another is for segment uniform compressive yield stress acting in the plastic 
zones. The stress intensity factor and crack opening displacement for this load case can be 
determined by using WFM, equations (1) and (2). The weight functions for a center crack in a finite 
sheet were given in Ref.[12]. 

For the three coalesced cracks, the critical stress and the fictitious crack length are determined 
based on two conditions [4]: i) Vanishing of the stress singularity at the fictitious crack tips shown 
in Fig.1b; and ii) Zero of the minimum crack opening displacement at the ligament [a1, a1+d].  
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Fig.1  A coalesced center crack in a finite width panel containing three un-equal cracks, the total length of the fictitious 

crack includes all the strip yield zones 
 
2.3. Weight function method for general collinear cracks 

 
In this section, the weight functions for general collinear cracks are presented. The derivation 

of the weight function method for general collinear cracks was based on the reciprocity theorem and 
the superposition principle [8]. It was found that the weight functions for general collinear cracks 
are quite different from that for a single crack configuration.  

0 A B C

b c

a

y

x

�

�        
Fig.2. Three symmetric collinear cracks in an infinite sheet subjected to remote uniform stress 

 

Take a typical MSD configuration, three collinear cracks in an infinite sheet, Fig.2, as an 
example. The weight functions for the crack tips A, B and C are given in Eqs.(3-5), respectively [8].  
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where the non-dimensional stress intensity factors frA (a,b,c), frB (a,b,c) and frC (a,b,c) for remote 
uniform tension stress were given in Ref.[14]. The corresponding crack opening displacements for 

center and side crack 1 ( , , , )ru a b c x and 2 ( , , , )ru a b c x are: 
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    Having obtained the weight functions for this crack configuration, the stress intensity factors, 
crack opening displacements and plastic zone size of its strip yield model can be determined [8].   
 
2.4. A unified method for strip yield collinear cracks 
 

It is observed that the weight function method is accurate and efficient to obtain the stress 
intensity factor and crack opening displacement. However it is hard to obtain the weight functions 
for cracks in finite sheet. In this section, a simple and efficient unified method [9] is proposed to 
solve the strip yield model for collinear cracks in infinite and finite sheets. The key idea of this 
method is to treat all the cracks, the plastic zones and the remaining elastic ligament between the 
cracks as a single crack, which is solved using the weight function method. For example, the strip 
yield model for two collinear cracks in an infinite sheet shown in Fig.3a is modeled by an 
equivalent single center crack shown in Fig.3b. The center crack of length 2l=(4a+2b+2rB) is 
subjected to (i) remote uniform stress σ; (ii) segments uniform compression yield stress -σs over the 
plastic zones rA and rB; and (iii) continuous compression stress -σ(x) distributed along the remaining 
elastic ligament x [∈ -(b-rA), (b-rA)], respectively. The σ(x) is further discretized by a set of uniform 
segment stress, as shown in Fig.3c. The requirements for the equivalent single crack are: 1) No 
stress singularity at the fictitious crack tip, 2)  Zero crack opening displacements along the elastic 
ligament between the fictitious crack tips, x∈[-(b-rA), (b-rA)]. 
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Fig.3. The concept of the unified method: (a) a strip yield model for two collinear cracks in an infinite sheet, 
 (b) an equivalent single crack for modeling problem (a), (c) discretized stress distribution. 

 
The stress intensity factor F and crack opening displacement U(l, x) for the equivalent crack 

subjected to such complex loading are determined by the superposition of three component elastic 
solutions. Closed form solutions for the first two load cases are available in Ref.[12]. For the 
equivalent crack, the following equations are established to obtain the unknown variables. 
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Having established the equations, the plastic zone sizes and stress distribution along the elastic 
ligament σ(x) can be determined by solving the above equation using the weight function method 
and Newton-iteration. Then, the corresponding crack opening profile for the strip yield model can 
be obtained by superposition. 
 
2.5. Examples and validations  
 
    In this section, two and three collinear cracks in finite and infinite sheets are solved using the 
above methods. Some existing results and FEM results are also presented for comparison.  
 
2.5.1 Three collinear cracks with plastic zones coalesced in a finite sheet  

For a given three crack configuration a1=0.3, a2=0.1 and d=0.2 in a finite sheet shown in Fig.1, 
the critical applied stress σc/ σs and fictitious crack length a are obtained based on the method 
described in section 2.2, which are 0.3777 and 0.7417 respectively. Figure 4 shows the 
corresponding CODs determined by WFM and FEM, and very good agreement is observed. 
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Fig.4. Crack opening profile for the fictitious crack of three un-equal length cracks with coalesced plastic zones.  

(In Fig.1, a1 = 0.3, d = 0.2, 2a2 = 0.2, the half-length of fictitious crack a = 0.7417) [7]. 
 
2.5.2 Two equal-length collinear cracks in finite and infinite sheets 

The strip yield models for two equal-length collinear cracks infinite sheets can be obtained by 
using the WFM and the unified method. However, for the cracks in finite sheet, the unified method 
is applied. Figure 5 shows some typical results of the inner plastic zone sizes and CTOD as a 
function of the applied stress. These results are normalized by the plastic zone size r0 of a single 
Dugdale crack of the same length, r0=a[sec(0.5πσ/σs)-1], a=(c-b)/2. Also shown in these figures are 
the results for the plastic zones critical coalescence. To verify the solution accuracy of the present 
weight function approach, the results are compared to those given by Collins and Cartwright [5] by 
using complex stress function method. It is observed that the results for two collinear cracks in an 
infinite sheet obtained from the weight function method, complex stress function method and 
unified method agree very well. Fig.6 shows the CODs for the strip yield model of the two cracks in 
finite sheet subjected various applied loads. Also shown in this figure are the FEM results, very 
good agreement is observed. However, the unified method (UM) is much more efficient than FEM 
for solving the strip yield model.  
 
2.5.3 Three collinear cracks in an infinite sheet 
    Figure 5 and 6 show the strip yield model for three symmetric collinear cracks in an infinite 
sheet. The plastic zone sizes and CODs were obtained by using the WFM and unified method. 
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           (a) Plastic zone size rA                           (b) Crack tip opening displacement δA 

Fig.5 Plastic zone sizes and crack tip opening displacement for two collinear cracks in finite and infinite sheets[9]. 
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Fig.6 Crack opening profiles for the strip yield model for two equal-length collinear cracks in a finite sheet  

shown in Fig.4a with a=b=1/6[9]. 
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Fig.7. Strip-yield model for three collinear cracks, with separated plastic zones. 
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Fig.8. Plastic zone sizes and CTOD for three equal-length collinear cracks in infinite sheets [9] 
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Some results for the inner crack tip A of three collinear cracks are given in Fig.8. It is observed 

that the results obtained from the unified method agree well with those from weight function 
method. It is also found that for σ/σs→0, the crack tip plastic zone size and opening displacement 
for the crack tip A approach the non-dimensional stress intensity factor squares [fA(a0,b0,c0)]2·r0 and 
[fA(a0,b0,c0)]2·δ0 shown in Figs.8a and b, respectively. The variables r0 and δ0 are the crack tip 
plastic zone size and opening displacement for a center crack in an infinite sheet.  
 
3. Residual strength prediction and validation for sheets with MSD 
 
3.1 CTOA criterion based on strip yield model 
 

The crack tip opening displacement in combination with the strip yield model had been used 
by several researchers to predict the stable crack growth behavior [10,15]. In the method, the crack 
growth was controlled by two parameters. One is critical crack opening displacement δ0 which is 
used to describe the crack initiation, Fig.9a; the other is used to characterize the stable crack growth 
by a constant critical CTOA α,  Fig.9b. The crack growth equation for the whole process is  

( )
( ) ( ) ( )

0 0 0, ;crack initiation

, 2 tan 2 , ;crackpropagationc c

a a

a a d d a d a d

δ δ

δ α δ

=⎧⎪
⎨

− = + − −⎪⎩
        (8) 

where, δ(a, a-d) is the crack opening displacement at a distance d behind the crack tip, the first 
variable in the bracket is the crack length, and the second is the x location. δc(a-d, a-d) is the plastic 
wake height, which is equal to the crack tip opening displacement. αc is the critical CTOA.  

In practice, a pair of ‘optimal’ δ0 and αc is selected as the critical values. Using the ‘optimal’ 
values, the predicted crack growth behaviors of coupon specimens agree very well with the 
corresponding experiment observations. Here, the C(T) specimen is used to determine these critical 
values. The weight function method is adopted here to determine the COD for crack growth 
analysis. Figure 10 shows the predicted load-crack extension curves obtained by three different 
pairs of parameters. Also in the figure are the results measured from experiment [10]. It is observed 
that the predicted result obtained by the parameters δ0=0.10mm and αc=4° agrees well with test data. 
It is assumed that the criterion for single crack is also applicable to sheets with MSD. And these 
critical values will be used as material properties to predict crack growth for MSD specimens. 
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Fig.9. Crack opening profile of modified Dugdale strip yield model at (a) initiation and (b) at propagation with 

definition of crack growth parameters α and δ0 
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Fig.10 Crack extension against load of C(T) specimen (Δa-P curve)[10] 

 

3.2 Experimental and predicted stable crack growth  
 

With the critical δ0 and αc values determined, the main task for stable crack growth analysis of 
sheets with MSD is to solve the strip yield model to obtain the crack opening displacement for 
cracked panels. As a result, the efficiency and accuracy of the stable crack growth prediction are 
much dependent on the method for solving the strip yield model. 

The unified method was applied to determine the COD for stable crack growth analysis. Here, 
the results for sheets (600mm×1140mm) with five different cracks shown in Fig.11a are presented 
as examples. Figure 11b and c shows the predicted and experimental crack growth behaviors for 
two sheets with five different cracks. In both cases, the length of the side cracks is 15mm. The 
length of the center lead crack and ligaments between cracks are different. In Fig.11b, the 
experimental and predicted maximum residual strengths occurred after the fracture of all the 
ligaments. In Fig.11c, the sheet failed immediately at the fracture of ligament l2 shown. Due to the 
quick fracture of this specimen, the crack growth information for the outside crack tip was not 
recorded. However, the predicted result was able to describe the entire crack growth process, see the 
solid lines in Fig.11. When the applied load reached at the maximum residual strength 99.0KN, all 
the crack tips started to grow, resulting in the fracture of the whole sheet. More detailed information 
about the experiment and prediction on various MSD configurations was given in Ref.[10].   

The elastic-plastic FEM is widely used to predict the residual strength for cracked structures. 
Using the “plane strain core” model [16] and CTOD criterion embedded in ABAQUS software, the 
ligament fracture loads and residual strengths for some of the MSD configurations were given in 
Ref.[10]. It is found that the accuracy of both methods is comparable. However, the computational 
and modeling demands are quite different. For a given MSD configuration, it takes at least two 
hours (a computer with a Pentium® Dual-Core CPU E5300@2.60GHz and 3.00GB RAM) to 
complete a residual strength prediction by using FEM. Yet, it does not include the time for creating 
the finite element model. In order to model the crack growth, the “debond” technique in ABAQUS 
was used. The FEM involves material and contact non-linear analysis [10]. Rich experiences on 
finite element modeling and analysis are required. However, for most of the MSD configuration 
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given in Ref.[10], two minutes is enough to complete a residual strength analysis by using the 
present method. Furthermore, once the crack growth analysis program for a given crack 
configuration is available, there is no modeling time. These advantages are very useful for 
parametric analysis.   

 
 (a) Schematic geometrical dimensions for five collinear cracks 
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(b) a1=90mm, l1=6mm, l2=15mm;     (c) a1=60mm, l1=15mm, l2=60mm; 

Fig.11 Experimental and predicted Δa-P curves for sheet with five collinear cracks 

4 Conclusions  
An analytical approach, the weight function method for dealing with the MSD problems is 

presented in this paper. The study leads to the following conclusions:  
1．For special collinear crack configurations which can be treated as a single crack problem, 

such as three collinear cracks with strip yield plastic zones critical coalescence in a finite sheet, the 
strip yield model solutions can be easily solved by the weight functions for a single crack. The 
results are in perfect agreement with FEM results. 

2．Weight function formulas for more general collinear cracks have been derived, which are 
markedly different from those for the single crack cases. With the derived weight functions, the key 
fracture mechanics parameters, stress intensity factors and crack opening displacements for the 
three collinear cracks under arbitrary load conditions are easily computed by a simple quadrature.  

3. A unified method based on the weight function for a single crack is proposed to solve the strip 
yield models for collinear cracks in infinite and finite sheet. The method is used to solve the strip 
yield models for two and three symmetrical collinear cracks in infinite and finite sheets to obtain 
plastic zones, crack opening displacements and stress distributions along the elastic ligaments 
between cracks. These results are widely compared with exact solutions and FEM results, perfect 
agreements are observed. This method is simple, efficient, reliable, and versatile.  

4. Combined with CTOD criterion, the WFM is used to predict the stable crack growth 
behaviors and residual strengths of MSD configurations in finite-width sheets subjected to 
monotonic loading. The solution efficiency is significantly better than the FEM. 

In summary, the present WFM for MSD provides a powerful analytical approach for fracture 
mechanics analyses and residual strength assessment for MSD-contained aircraft structures.  
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Abstract  The effects of joint line remnant (JLR), kissing bond (KB), and clearance between the sheets 
(Gap) on tensile and fatigue properties of 2198-T851 friction stir welds have been quantitatively evaluated 
with respect to a reference weld made using one single sheet. The JLR has no significant influence in the 
investigated conditions. KB and Gap-induced defects do not significantly influence plastic yield but may 
induce premature crack initiation by ductile tearing and intergranular decohesions respectively. A critical 
value for KB opening (280 MPa), a threshold value for fatigue crack propagation from the KB (1 MPa√m) 
and crack growth rates consistent with literature data have been determined.  
 
Keywords Friction stir welds, Welding defects, Tensile properties, Fatigue resistance 
 

1. Introduction 
 
Friction stir welding (FSW) of so-called “non-weldable” Al-Cu alloys has been developed to 
substitute riveting in lightweight structures [1]. It allows avoiding hot cracking and limiting 
component distortion. Internal flaws that are difficult to detect by using non-destructive evaluation 
(NDE) may appear under certain processing conditions. After welding, the natural oxide layer at 
butt surfaces may yield a defect [2-6] sometimes called “joint line remnant” (JLR). If the JLR is 
connected to the weld root and induces fracture after severe bending of the weld (e.g. [3, 7-8]), it is 
often referred to as a “kissing bond” (KB). In butt-welding conditions, a “Gap” might be left 
between the two sheets, leading to poor mixing of matter during FSW. The impact of such defects 
on tensile and fatigue properties has only been scarcely investigated [9-10]. The purpose of the 
present study is to compare the effects of JLR, KB and Gap-induced features on the tensile 
behaviour and fatigue lifetime of FSW joints of an Al-Cu-Li alloy dedicated to aircraft applications. 
 
2. Experimental details 
 
2.1. Materials and welding conditions 
 
A 3.1-mm-thick sheet of AA2198-T851 with chemical composition Al-3.20 Cu - 0.98 Li - 0.31 Ag - 
0.31 Mg - 0.11 Zr - 0.04 Fe - 0.03 Si (wt %) was considered. The sheet had been aged at 155°C for 
16h. Pancake-shaped grains (10 - 20 µm in thickness) were observed in this material (Fig. 1). The 
hardness of this material was around 150±5 HV0.1, except at mid-thickness (137±5 HV0.1). 
 
FSW butt joints were realised along the rolling direction using 500 mm (RD) x 150 mm (TD) 
coupons. Optimised welding parameters allowed minimising external defects such as flashes. 
Except for Gap bearing welds, the welding machine was displacement-controlled with a travelling 
speed of 480 mm.min-1, a rotational speed of 1200 rpm, a conventional retractable tool with 13 mm 
in shoulder diameter and 4.2 mm in pin diameter. “Sound” welds were made by moving the tool 
into a single sheet, to avoid any native oxides at edges before welding. “JLR bearing” welds 
resulted from natural oxidation of the coupons before welding. “KB bearing” welds were fabricated 
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as for JLR but with retracting the pin by 80 µm to modify mixing conditions within the weld. “Gap 
bearing” welds were realised under load control with a constant clearance between the sheets, of 
either 0.3 mm (“Gap3”: 10% of the parent sheet thickness) or 0.7 mm (“Gap7”: 23% of the parent 
sheet thickness). Only KB bearing welds cracked under severe bending conditions (width 10 mm, 
bending angle 90°, bending radius 7 mm, and bottom part of the weld outside).  
 
 
 
 
 
 
 
 
 
 

Figure 1. General view (a) of the grain structure of the studied sheet and (b) of a FSW joint (TMAZ: 
thermo-mechanically affected zone; HAZ: heat-affected zone) 

 
The JLR appears as a dark line across the nugget (Fig. 2a). The KB has the same appearance as the 
JLR (Fig. 2b). Detailed observations revealed that this defect is intergranular [11]. In the Gap 
bearing samples, small regions with deeply etched grain boundaries (“sensitive GBs” hereafter) 
were observed from place to place in the nugget, at the bottom surface (Fig. 2c). The hardness 
profile (Fig. 3a) is identical for all welds. A minimum in hardness was detected at TMAZs, as 
already reported e.g. in a 2098-T8 friction stir weld [12]. 
 

 
 
 
 
 
 
 
 

Figure 2. Cross-section observations of weld defects: (a) JLR; (b) KB (bottom) and JLR (upper, nearly 
horizontal part); (c) etched grain boundaries (bottom) and JLR in a Gap3 bearing weld 

 
 
 
 
 
 
 
 
 
 
 
 
Figure 3. (a) Hardness profiles across a sound weld. (b) Tensile curves of the various kinds of welds. 

Drawings of full-thickness (c) cross-weld and (d) base metal fatigue specimens (dimensions in mm) 
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2.2. Mechanical testing 
 
2.2.1. Uniaxial tensile tests 
 
At least two full-thickness smooth tensile specimens (64x12 mm² in gauge dimensions) were cut 
across each welded joint and pulled in tension, in room temperature laboratory air, using a 250 kN 
servohydraulic testing machine under displacement control (elongation rate: 2.10-4 s-1 based on a 
gauge length of 14 mm). Local strains were monitored thanks to a random black-and-white speckle 
deposited onto the specimen and to conventional strain field monitoring techniques. Incremental 
calculation of displacements and strains was selected. To determine the onset of KB opening, an in 
situ tensile test on a miniature dogbone specimen (full thickness, 3×13 mm² in gauge dimensions) 
was carried out in the SEM, while observing the slightly polished bottom surface of the nugget. 
 
2.2.2. Uniaxial fatigue tests 
 
Uniaxial fatigue tests were performed on full-thickness specimens along TD (Fig. 3c,d). A straight 
gauge part was chosen for the cross-weld specimen, in order to study the fatigue crack initiation site 
under a homogeneous nominal stress (i.e., load divided by the initial area of the bearing section). 
All specimen corners and edges were slightly ground using 1200-grit SiC paper, except otherwise 
stated, to limit the influence of surface irregularities on fatigue crack initiation. Fatigue specimens 
were tested in room temperature laboratory air, under load control, with a load ratio of 0.1 and a 
frequency of 20 Hz. Most of the tests were carried out up to fracture.  
 
A few tests were started at a lower frequency (0.5 Hz) for the first 10 cycles together with strain 
field monitoring on one edge thanks to the digital image correlation as described previously. Then, 
the frequency was changed to 20Hz. After a given fraction of the estimated lifetime at that load 
level, these tests were interrupted and the specimens were fractured under uniaxial tension.  
 
2.3. Microstructural observations  
 
Metallographic samples were polished in cross-section with diamond paste and first etched by 
anodic oxidation (3% aqueous solution of tetrafluoroboric acid in water, under 30 V with respect to 
pure Al, for 2-3 min) and then further chemically etched with the Dix-Keller reagent (2 mL HF, 3 
mL HCl, 20 mL HNO3, and 175 mL distilled water) and observed using optical microscopy under 
white light. Fracture surfaces were observed using a Leo 1540VP or a Zeiss DSM 982 Gemini 
scanning electron microscope (SEM) in secondary electron imaging. After each test, one specimen 
half was cut along the TD-ND plane at the crack initiation site, polished and etched using the above 
procedure to determine the influence of welding defects on crack initiation and propagation. 
 
3. Experimental results and discussion 
 
3.1. Tensile properties 
 
No significant effect of the welding conditions was detected on tensile properties of JLR and KB 
bearing welds, with respect to sound welds (Fig. 3b). The yield strength and tensile strength of the 
welds were lower than those of the base metal (along the same loading direction) by about 40 and 
20%, respectively (Table 1). Strain field measurements yielded identical results for all welds, except 
for a slight strain localisation at the bottom surface of the Gap7 bearing nugget [11].  
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All cross-weld specimens failed by strain localization, followed by ductile fracture. Sound welds 
fractured from close to the TMAZ-HAZ boundary with mixed dimpled / “fibrous” fracture surfaces 
(Fig. 4a). No obvious effect of the JLR was evidenced, as already reported by [1, 5, 13-14].  
 
Table 1. Yield strength, tensile strength and ratio of weld tensile strength to that of base metal (along TD) 

Weld Yield strength (MPa) Tensile strength (MPa) Ratio of weld strength to base metal strength 

Sound 282-302 412-429 0.80-0.83 

JLR bearing 285-296 413-416 0.80 

KB bearing 265-287 398-410 0.77-0.80 

Gap3 bearing 282-284 401-404 0.78 

Gap7 bearing 277-281 398-399 0.77 

  
In KB bearing specimens, fracture initiated as a striated, locally ductile region whose location and 
geometry closely matched those of the KB itself (Fig. 4b), as in [7]. The crack then left the KB to 
propagate across the nugget. From in situ tensile tests, opening of the KB (Fig. 4c) occurred for an 
engineering stress higher than about 280 MPa (more details are reported in [11]). Multiple crack 
initiation sites were found in that case. 
 
No effect of “sensitive GBs” was detected for the Gap3 bearing welds, whereas intergranular 
cracking triggered fracture of Gap7 welds (Fig. 4d). As already reported in [9], a clearance of 10% 
of the parent sheet thickness may be high enough to induce a decrease in strength. A clearance of 
23% of the parent sheet thickness is high enough, in the investigated conditions, to trigger 
intergranular crack initiation and propagation from the nugget root. 
 
 
 
 
 
 
 
 
 
 
Figure 4. (a,b,d) fracture surfaces (a) in the TMAZ (sound and JLR bearing welds), (b) of a KB bearing weld 
(the striated zone corresponding to the KB defect itself) and (d) close to the root of a Gap7 weld. (c) Onset of 

cracking at the lower surface of a KB bearing specimen, slightly polished and then pulled in tension in the 
SEM (loading axis horizontal) 

 
3.2. Fatigue properties 
 
Fatigue properties of base metal and welds are summarized in Fig. 5 and Table 2. Despite of the 
high experimental scatter, the cross-weld specimens can be ranged as follows, with respect to their 
fatigue strength (Fig. 5 and Table 2):  
 
Sound > JLR bearing > KB bearing (as-welded) > KB bearing (ground) > Gap3, Gap7 (1) 
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Figure 5. Fatigue lifetime of base metal, sound and defect bearing welds. Full symbols indicate that fracture 

initiated from the investigated weld defect. For all tests above the horizontal line, large scale yielding 
occurred during the first cycle. Comments on the numbered symbols: see text 

 
Table 2. Fatigue strength, estimates of the number of cycles at crack initiation and crack initiation sites 

Specimens 
∆σ at 

105 cycles 
(MPa) 

Relative difference 
with respect to sound 

welds (%) 

Number of cycles 
at crack initiation 
(ratio to lifetime) 

Crack initiation locus 
(number of specimens) 

Base metal (TD) 315 +7% - - 

Sound welds 280 - > 50% 
nugget (3) 
TMAZ / HAZ (6) 

JLR bearing welds 270 -7% ≈ 50% 
nugget far from JLR (6) 
HAZ (4) 

KB bearing welds, 
ground 

240 -17% ≈ 0 (0.25 cycle) 
nugget far from KB (1) 
HAZ (4) 
KB (9) 

KB bearing welds, 
as-welded 

270 -7% ≈ 0 (0.25 cycle) 
nugget far from KB (2) 
TMAZ/HAZ (3) 
KB (3) 

Gap3 bearing 
welds, as-welded 

210 -28% ≈ 0 (0.25 cycle)? 
HAZ (3) 
sensitized GBs (6) 

Gap7 bearing 
welds, as-welded 

210 -28% ≈ 0 (0.25 cycle)? sensitized GBs (5) 

 
3.2.1. Fatigue properties of sound welds 
 
The fatigue lifetime of sound welds is close to that of the base metal for higher loads, despite of 
their lower strength. From strain field monitoring, plastic yielding occurred during the first cycle 
and from the second cycle, only elastic strains were detected. The loss in fatigue strength (about 
10%) of sound welds with respect to base metal, for lifetimes higher than ~105 cycles is lower than 
that reported by Cavaliere et al. [15] for a load ratio of 0.33 and a lifetime of 3.105 cycles (about 
22%). This might be due to the difference in specimen surface preparation (Cavaliere et al. used 
polished surfaces) or in welding parameters. 
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Fatigue cracks in sound welds initiated either at the TMAZ/HAZ or within the nugget. Typical 
fracture surfaces observed in the nugget are shown in Fig. 6. Typical striations are observed in the 
Stage II crack propagation regime. No fatigue crack was detected either in the fracture surface or in 
a longitudinal cross-section after interrupted testing (∆σ = 270 MPa, test interrupted after 50,000 
cycles ~ 50% of fatigue lifetime). Consequently, the lifetime at crack initiation was higher than 50% 
of total lifetime in the considered case. 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6. (a,b) Fracture surface of a sound weld (∆σ = 270 MPa, lifetime ~ 133,000 cycles): (a) onset of 
crack propagation in the nugget; (b) Stage II crack propagation in the nugget. (c) Fatigue crack initiation and 
propagation in a JLR bearing specimen, ∆σ = 270 MPa, test interrupted after 50,000 cycles (~ 50% of fatigue 

lifetime). Average crack propagation indicated with a white arrow; same specimen orientation in (a,b,c) 
 
3.2.2. Fatigue properties of JLR bearing welds 
 
The fatigue strength of JLR bearing specimens is close to that of sound weld specimens. For data 
points 4 and 5 in Fig. 5, fracture initiated from the TMAZ at the top surface, so that any possible 
influence of a small flash could not be discarded. The slight difference evidenced from Table 2 and 
Fig. 5 is much lower than that reported in literature [3, 16-18] for 5083, 2024 and 7075 alloys. 
However, in the present study only, JLR bearing welds were quantitatively compared with sound 
welds realized with the same base metal and welding conditions. From the two interrupted tests, 
only one specimen showed indications of fatigue crack initiation and propagation from the bottom 
surface of the nugget, yet over limited distance (Fig. 6c). This suggests that for the investigated load 
level, the crack initiation lifetime could be close to 50% of the total fatigue lifetime. 
 
3.2.2. Fatigue properties of KB bearing welds 
 
As the KB is tilted by only about 20° with respect to the loading axis over a depth of about 20 µm 
(Fig. 1b), two preparation procedures were used for the bottom surface of KB bearing fatigue 
specimens. The first set of specimens was tested with as-welded bottom surface. The lower surface 
of the second set of specimens was ground over about 20 µm as for sound and JLR bearing welds. 
Only in the latter case did the part of KB that was nearly perpendicular to the loading axis intersect 
the bottom free surface of the specimens.  
 
A significant difference in lifetime was observed between both sets of specimens (Fig. 5). Crack 
initiation in ground KB bearing specimens occurred at the KB for ∆σ > 255 MPa, i.e., for a 
maximum stress higher than the value of 280 MPa that was also required to open the KB under 
uniaxial tension. The fracture surface of the KB (Fig. 7) was similar to that observed after uniaxial 
tension and to that reported in [8]. After 7,000 (respectively, 15,000) cycles, the fracture surface 
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evidenced local opening of the KB over 60-80 µm (respectively, ~50 µm) followed by fatigue crack 
propagation over 30-40 µm (respectively, 30-55 µm) (Fig. 7c). Thus, even after only 20% of the 
fatigue lifetime, crack initiation and propagation was observed from place to place all along the KB 
as in [7, 8]. This confirms that at high stresses, early crack initiation occurs due to opening of the 
KB, most probably during the first cycle. At lower stresses, crack initiation occurred away from the 
KB but the lifetime was still significantly lower than that of sound or JLR bearing welds (data 
points 6 to 9 in Fig. 5). In KB specimens with an as-welded lower surface, the crack initiation site 
(either at the KB, or from surface defects far from the KB) did not significantly depend on the load 
level. This suggests that the effect of the as-welded KB on the fatigue lifetime could be of the same 
order as that of surface defects after welding.  
 
 
 
 
 
 
 
 
 
 

 
Figure 7. Fracture surface of KB bearing specimens (a) with a ground bottom surface, ∆σ = 306 MPa, 

lifetime ~13,000 cycles with the crack propagating in mode I along the exposed KB, (b) with an as-welded 
bottom surface; initiation at, and propagation away from the KB, ∆σ = 279 MPa, lifetime ~70,000 cycles; (c) 
with a ground bottom surface, ∆σ = 279 MPa, interrupted after 15,000 cycles. (1), (2), and (3) respectively 
denote cracking along the KB, away from the KB and under uniaxial tension. Average crack propagation 

indicated with a white arrow; same specimen orientation in (a,b,c) 
 
3.2.3. Fatigue properties of Gap3 and Gap7 bearing welds 
 
The lifetime of Gap bearing welds was significantly lower than that of the other cross-weld 
specimens (Fig. 5 and Table 2). In all Gap7 specimens and in Gap3 specimens tested at higher 
stresses, fracture initiated from small regions close to the bottom surface and showing intergranular 
decohesions (Fig. 8), similar to those found after uniaxial tension (Fig. 4d). This suggests that in 
these conditions, the Gap-induced defects strongly affect the lifetime at crack initiation. Even when 
the fatigue crack did not initiate from such regions, the lifetime was low, as already found for KB 
bearing welds.  
 
 
 
 
 
 
 
 
 
 

Figure 8. (a) Fatigue crack initiation from “sensitive” GBs of a Gap3 bearing specimen, ∆σ = 256 MPa, 
lifetime ~26,500 cycles. The average crack propagation is indicated with a white arrow and the specimen 

orientation is the same as in Fig. 7a. (b) Detailed view of intergranular fracture of “sensitive” GBs 
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4. Discussion 
 
4.1. Estimation of the crack propagation threshold 
 
To tentatively derive a crack propagation rate from experimental data, ground KB bearing 
specimens tested at higher stresses were selected because (i) crack initiation was thought to occur 
during the first cycle, so that the number of cycles corresponding to crack propagation could be 
easily estimated, and (ii) because crack initiation occurred all along the KB, so that to a first 
approximation, the crack could be considered to affect the whole width of the specimens. Under 
these assumptions, a very simple estimate of the stress intensity factor was made by considering a 
crack of length a, propagating in pure Mode I from one side of an infinite plate, leading to the 
following equation [19]: 
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In Eq. (2), W is the length of the ligament, here nearly equal to the plate thickness (3 mm). Eq. (2) 
was applied to all KB bearing specimens showing crack initiation from the KB, by using the 
minimum length over which KB opening was observed. This yielded a lower bound value for the 
stress intensity factor after opening of the KB defect. Fig. 9a shows a threshold for crack 
propagation in KB bearing welds of about 1 MPa√m, close to that reported for 2198-T8 base metal 
with the same load ratio (Fig. 9b). As-welded specimens exhibited only slight opening of the (tilted) 
KB, leading to Mode I stress intensity factors close to the threshold value (data points 1 to 3 in Fig. 
5). This could explain why their fatigue lifetime was not correlated with the fracture initiation locus.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 9. (a) Initial value of ∆KI for KB bearing welds with either ground or as-welded lower surfaces, 
showing an apparent threshold value of about 1 MPa√m. (b) Comparison of estimated crack propagation 

rates during interrupted tests on KB bearing specimens (black box) with literature data 
 
4.2. Estimation of the crack propagation rate in ground KB bearing specimens 
 
To tentatively derive a value of the average crack propagation rate over a small distance, Eq. (2) 
was used (i) after opening of the KB, and (ii) after interrupted crack propagation. As the length of 
the fatigue crack varied from place to place, minimum and maximum values were used, leading to 
upper and lower bounds listed in Table 3. These values are consistent with literature data obtained 
using the same load ratio (Fig. 9b). 
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Table 3. Determination of average crack propagation rate from interrupted tests on KB bearing welds 
∆σ = 279 MPa, ground 
bottom surface 

After 7,000 cycles 
(≈ 20% of lifetime) 

After 15,000 cycles 
(≈ 40% of lifetime) 

∆K after opening of KB 
(MPa√m) 

4.3 4.3 

∆K after fatigue crack 
propagation (MPa√m) 

5.2 - 5.8 5.5 - 6.1 

Average value of crack 
growth (10-9 m/cycle) 

4.3 - 7.1 2.6 - 4.0 

 
4.3. Effect of welding conditions on fatigue crack initiation and propagation 
 
In KB and Gap bearing specimens, the defect clearly affects crack initiation mechanisms, leading to 
a strong reduction in fatigue lifetime at high stresses. The fatigue lifetime at low stresses cannot be 
related to an obvious effect of defects on crack initiation, hardness or tensile strength, while it is 
significantly affected by the change in welding conditions. Thus, changing the welding conditions 
not only produced “visible” defects, but also influenced the sensitivity of the welds to fatigue crack 
initiation even away from those defects. Consequently, the effect of such changes on the fatigue 
strength cannot be inferred from using only tensile test results and metallographic inspection of the 
welds. For a maximal stress lower than the yield strength of the nugget (horizontal line in Fig. 5), 
residual stresses cannot be relieved during the fatigue test and have to be taken into account to 
further interpret data from e.g. Gap3 and Gap7 bearing specimens. The estimated crack propagation 
rate in KB bearing specimens seems to be close to that reported in literature (Fig. 9b), indicating 
that crack propagation could be less affected than crack initiation by the change in welding 
conditions. More experimental data points are needed to confirm this result. 
 
5. Conclusions 
 
Tension-tension fatigue tests on 2198-T851 butt friction stir welds led to the following conclusions. 
• The effect of the joint line remnant is negligible in the investigated conditions. 
• The kissing bond opens during tension or during the first fatigue cycle if the maximum stress is 

higher than about 280 MPa. The crack growth rate (4-7.10-9 m/cycle) is consistent with literature 
data. The threshold stress intensity factor amplitude, ∆K, for crack propagation is close to 1 
MPa√m. 

• A clearance of 10% of the sheet thickness is large enough to trigger local intergranular 
decohesions close to the lower surface of the nugget, for sufficiently high values of stresses. A 
clearance of 23% of the sheet thickness systematically leads to premature crack initiation by 
intergranular decohesions both in uniaxial tension and fatigue tests. The resulting low fatigue 
strength could be affected by residual stresses because no large scale plastic strain develops in 
that particular case. 

• The change in welding conditions seems to lower the fatigue strength even far away from the 
visible defects, while keeping hardness and tensile properties almost unaffected. The appearance 
of defects is not the only consequence of this change that influences fatigue properties. 
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Abstract The paper validates the phenomenon of fibre bridging and crack tip shielding in Fibre Metal 
Laminate (Glare) with the help of numerical and experimental procedures. Laminates, with Mode I cracks of 
different sizes in all their aluminum layers, are subjected to load-extension test to obtain critical loads for 
estimation of their fracture toughness. Similarly cracked, plain aerospace aluminum alloy specimens are also 
tested for fracture. Fracture toughness of Glare laminates is found to be higher than those of plain aluminum 
alloy specimens. Cracked laminates are finally modeled under critical loads by finite element method for 
quantification of fibre bridging in them. Crack tip shielding is demonstrated.  
 
Keywords  Fibre metal laminate, Fibre bridging, Glare, Crack tip shielding 
 
1. Introduction 
 
Fibre metal laminate (FML) is an advanced hybrid structure that consists of layers of thin and light 
metallic sheets which are alternately bonded and cured with composite prepregs by heat and 
pressure, each prepreg built up of several resin impregnated fibre cloth layers laid in similar or 
different orientations. Besides offering gain in specific strength, FML exhibits properties like 
excellent fatigue and fracture resistance, good impact strength and high fire resistance that makes it 
a good substitute for monolithic metallic structure especially in aerospace and aircraft applications. 
FML (Glare), comprising several aerospace aluminum alloy layers and glass fibre based composite 
prepregs, is considered for investigation in the present work.  
 
Cracks can nucleate in soft aluminum layers, across the interfaces of prepregs, when Glare is 
pressed into service. The cracks are however shielded due to fibre bridging. Bridging diverts load 
towards stronger fibres in prepregs that in turn diminishes the intensity of stress fields around crack 
tips thereby augmenting fracture toughness of Glare vis-à-vis plain aerospace aluminum alloy. 
Published work, notably by Guo et al. [1], Alderliesten et al. [2] etc., confirms superior fatigue and 
fracture properties of FML’s. This paper presents an explicit validation of the phenomenon of fibre 
bridging in Glare with the help of numerical and experimental procedures. Glare laminates, with 
Mode I cracks of different sizes in all their aluminum layers, are subjected to load-extension test to 
obtain break or critical loads for estimation of their fracture toughness. Similarly cracked, plain 
aerospace aluminum alloy specimens are also tested for fracture. Toughness values of laminates are 
found to be higher than that of plain aluminum alloy specimens. The laminates are finally modeled 
under critical loads by finite element method. Crack tip shielding in them is demonstrated and 
convincingly verified.  
 
2. Construction of Glare     
 
Refer Figure 1. Glare laminate consists of three, 0.4 mm thick, 2014-T6 aerospace aluminum alloy 
sheets, bonded alternately with two prepregs at curing temperature of 160 deg. C, each prepreg 
built up of three composite layers in the sequence, c0-c90-c0. A composite layer consists of 4 mil or 
0.1mm thick unidirectional E-glass fibre cloth that is coated on both the sides with a thin layer of 
epoxy resin. Composite, c0, has fibres laid in y direction i.e. along the direction of the applied load  
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whereas composite, c90, has fibres laid in x direction i.e. perpendicular to the direction of the 
applied load. Volume fractions of fibre and resin in each composite layer are 0.522 and 0.478 
respectively. The coefficients of thermal expansion of the laminate in longitudinal (y) direction, llα , 

and in transverse (x) direction, tlα , are found to be 6104.19 −×  C-1 and 61077.19 −×  C-1 respectively. 
Expected dimensions of the laminate were 200 mm (h), 50 mm (w) and 2.346 mm (d). However, 
minor deviations could not be avoided during fabrication. Important material data are available in 
Table 1. 
   

 
Property 

 

Aluminum 2014-
T6 alloy, al 
(Isotropic) 

E-Glass fibre, f 
(Amorphous) 

Epoxy resin, r 
(Isotropic) 

Modulus of elasticity, E (MPa) 
Shear modulus, µ  (MPa) 

72000.0  
27060.0 

71000.0  
29710.0 

3500.0  
1250.0 

Poisson’s ratio )(υ , % elongation  0.33, 8.0 0.22, 4.8 0.33, 4.0 
Yield strength, Y (MPa)  
Ultimate tensile strength (MPa) 

372.0  
415.0 

---  
3450.0 

---  
60.0 

Coeff. of thermal expansion )(α , 
C-1 

61023 −×  6100.5 −×  6105.57 −×  

Plane strain fracture toughness 
)( ICK , mMPa  

 
14.0-20.0 

 
4.0-5.0 

 
0.5-0.7 

 
3. Theoretical aspects 
 
Stress that develops in un-identical material layers of un-cracked Glare subjected to load differs 
from the applied stress due to load redistribution caused by elasticity mismatch between the layers. 
Also, the presence of residual stress, generated in materials during laminate curing due to their 
varying stiffness and coefficients of thermal expansions, further changes the stress state. The stress-
strain constitutive equations and stiffness matrices of the materials in plane stress case (x-y plane) are 
given as follows:-  

Table 1. Material properties 

.Prepreg 2nd
48476

 
48476

 Prepreg.1st  

       View from A 

c90 

 

Resin, r 

Fibre, f  

Aluminum, al 

0.573 0.4 

c0 

           Dimensions are in mm 

Aluminum Aluminum Aluminum 

0.0455 

0.091 

0.091 

0.0455 

 Figure 1. Glare laminate 

Thickness details:- 

alt = 0.4 mm 

rt = 0.0455 mm 

ft  = 0.1 mm 

0ct = 0.191 mm 

90ct =0.191 mm 
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w  
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i)  Aluminum, al 
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ii) Resin, r  
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iii)  Fibre, f 
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Stiffness matrix of the laminate is obtained from classical theory as follows:-    
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For applied stress state over the laminate, { }appliedσ  = 
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Residual strain (rs) in material layers is written as:- 
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fibre = { } { }[ ]rsff ε ,M ×  

Stress developing in material layers (Induced stress), { }inducedσ  = 

inducedxy

y

x

τ
σ
σ

⎪
⎭

⎪
⎬

⎫

⎪
⎩

⎪
⎨

⎧

, is determined as follows:- 

{ } alinducedσ , ={ } { }[ ]rsallamal εε ,M +× ; { } rinducedσ , ={ } { }[ ]rsrlamr εε ,M +× ; { } finducedσ , ={ } { }[ ]rsflamf εε ,M +×               
In the case of cracked Glare, stress state around cracked aluminum and affected fibre zone differs 
from the induced stress due to the presence of crack and onset of the process of fibre bridging. 
These effects are assessed numerically in Section 5. 
 
Plane stress fracture toughness or induced stress intensity parameter of Glare, at fracture (fr), 
containing cracks of length, c, in aluminum layers is obtained from the following expression 
pertaining to Linear Elastic Fracture Mechanics (LEFM)   
 
                                                CFcπσK fralinducedylamC ××= )( ,,,                                                         (1)  
 
where configuration factor, CF, for an edge crack is empirically given by 
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w
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w
cCF  and , w, is the width of the laminate. For 

cracked plain aluminum alloy specimen, the expression takes the form, 
CFcπσK frappliedyalC ××= )( ,, , term fralinducedyσ )( ,,  used in the laminate being replaced by 

frappliedyσ )( ,  since load redistribution does not take place in plain specimen. In the case of a thin 
plain specimen, plane strain fracture toughness, IC,alK , is  estimated from plane stress toughness 
value, C,alK , by the following expression [3]  

                                             
2
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4.11
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K
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KK                                                        (2) 

where p is the thickness of the specimen. Knowing IC,alK , plane stress toughness of hypothetical 

plain aluminum alloy specimen, d
C,alK , with higher thickness, d, equal to that of Glare laminate, is 

again obtained from Eq. (2). The following condition holds good in Glare at fracture     
                                   
                 brtiplamC KKK +=,  or br

d
C,allamC KKK +=,  since d

alCtip KK ,=                             (3)  
 
where tipK  is the crack tip stress intensity parameter and brK  is the bridging stress intensity 

parameter.  Fulfillment of the conditions, 
2
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p , supports plane 

stress conditions in cracked aluminum of Glare and of plain specimen respectively. 
 
4. Experimental work 
 
Starter notches were machined across the interfaces of all material layers at the edges of Glare 
laminates. Mode I cracks, nucleated at notch tips by fatigue cycles, were made to grow up to 
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lengths, c, of 5 mm, 7 mm, 9.5 mm, 14 mm and 20 mm in laminates numbered 1 to 5 respectively. 
Refer Figure 2a). As expected, the cracks developed in all soft aluminum layers and not in stronger 
fibres of prepregs. No interfacial crack growth (Delamination) was observed at aluminum fibre 
interfaces. Each cracked laminate was then subjected to load-extension test in a hydraulic test rig to 
measure the load line stress applied over it at fracture, frappliedyσ )( , . Refer Figure 3 for the test 
arrangement. At fracture, aluminum layers failed first by critical crack growth followed by 
stretching of fibre layers till the laminate separated. frappliedyσ )( ,  values varied in the laminates due 
to different crack sizes in them. As explained in Section 3, induced stress in aluminum layers at 
fracture, fralinducedyσ )( ,, , was different from frappliedyσ )( , . The values are provided in Table 2. Refer 
Figure 2b). Five cracked specimens of plain aerospace aluminum 2014-T6 alloy, also numbered 1 
to 5, with small thickness, p, but same crack sizes and other dimensions similar to the laminates, 
were also tested for fracture. For same crack length, frappliedyσ )( ,  values of plain aluminum alloy 
specimens were found to be greater than that of the laminates due to smaller thickness of the 
former. Thickness effects were however nullified by obtaining d

C,alK . Sample load-extension curves 
of laminate and of plain aluminum specimen at 20 mm crack length are displayed in Figure 4. All 
the curves, including those at other crack lengths also, were mostly found to be linear even near 
fracture loads, because of low ductility of aluminum alloy. The principles of LEFM were therefore 
valid and the use of parameter K for fracture characterization was justified. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

c 

w  

Load 

d  

Dimensions not per scale 

z 

y 

x 

Load 

c 

w

p 

z 

y 
x 

a) Glare Laminate b) Plain aluminum   
    alloy specimen 

Cracks in all aluminum layers 

Figure 3. Fracture test arrangement  

                             Gripper  
       (Gripping pressure = 5MPa) 

Laminate 

b) Laminate on test rig  c) Tested laminate 
 

Laminate 

Notch 

Fatigue crack 

a) Cracked laminate   

Figure 2. Crack configuration in Glare laminate and in plain aluminum alloy specimen  
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5. Numerical analysis  

       Table 2. Critical stress and fracture toughness of Glare laminates and of plain aluminum alloy specimens  
 

 Glare laminates 
 

Laminate 
No. 

    
d  (mm), 

alt (mm) 
 

 
c (mm) 

 
w (mm) 

 
CF 

 
frappliedyσ )( ,  

     ( MPa)   

   
fralinducedyσ )( ,,

     ( MPa)   

  
  lamCK ,   
( mMPa ) 

 
tip

d
C,al KK =

 ( mMPa ) 
1 2.39, 0.53 5.0 50.0 1.183 120.0 204.36 30.32 18.40 
2 2.30, 0.5 7.0 49.6 1.248 150.0 243.27 45.05 18.67 
3 2.50, 0.5 9.5 51.0 1.34 210.0 321.16 74.33 18.10 
4 2.20, 0.4 14.0 50.3 1.587 120.0 204.36 68.04 19.00 
5 2.50,0.4 20.0 50.7 2.07 90.0 165.36 85.96 18.10 

 Refer Section 3, Induced stress value in fibre at fracture is given below: - (+ve is tensile and  -ve is compressive) 
 Laminate No. 1: frfinducedyσ )( ,,  = -21.92 MPa, Laminate No. 2: frfinducedyσ )( ,,  = +15.36 MPa  
 Laminate No. 3: frfinducedyσ )( ,,  = +89.91 MPa, Laminate No. 4: frfinducedyσ )( ,,  = -21.92 MPa  
 Laminate No. 5: frfinducedyσ )( ,,  = -59.2 MPa 

    Plain aluminum alloy specimens 
 

Specimen 
No. 

    
p (mm) 

 

 
c (mm) 

 
w (mm) 

 
CF 

  
frappliedyσ )( ,  

     ( MPa)   

     
    C,alK  
 ( mMPa ) 

  
alICK ,  

( mMPa ) 
  

1 0.66 5.0 50.20 1.182 280 41.53 14.48 
2 0.65 7.0 50.45 1.244 240 44.30  14.70 
3 0.86 9.5 50.50 1.343 75 17.41 11.06 
4 0.60 14.0 50.45 1.580 210 69.80 16.81 
5 0.36 20.0 50.36 2.088 190 99.47 16.05 

 

Average alICK ,  = 14.62 mMPa  

Figure 4. Sample load-extension plots of Glare laminate and of plain aluminum alloy specimen  
                                                     with 20 mm long cracks 

 

b)  Plain aluminum alloy specimen 

 

 
  a)  Glare Laminate 

frappliedyσ )( ,  frappliedyσ )( ,  
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Refer Figure 5a). 3D finite element models of all cracked Glare laminates without delaminations 
were created with 8 noded, solid 185 elements in aluminum and 8 noded, layered solid shell 190 
elements in fibre and resin layers. Half of the laminates were only modeled due to symmetry. The 
bottom nodes representing cracks in all aluminum and resin layers were unconstrained while the 
nodes of un-cracked fibre layers were constrained in y direction (v = 0) as shown in Figure 5b). 
Stress-strain data of materials, available in Figure 6, were used in the material models of the 
software. Fracture stress values, frappliedyσ )( , , taken from Table 2, were applied at the top edges of 
the laminates. Residual stress developing in materials during laminate curing at 160 deg. C, whose 
values were obtained using cuiringT  = 160 deg. C and ambientT  = 30 deg. C in Section 3, were 
introduced over nodes in x and y directions. The residual stress was same in all the laminates. Their 
values are given below (+ve is tensile and -ve is compressive):- 
i) Aluminum = 46.17 MPa (+ve) in x dir., 48.36 MPa (+ve) in y dir. 
ii) Resin = 25.59 MPa (+ve) in x dir., 25.73 MPa (+ve) in y dir. 
iii)Fibre = 173.92 MPa (-ve) in x dir., 171.02 MPa (-ve) in y dir. 
Crack energy release rate can be represented by J integral in LEFM. J in x-y plane over cyclic path, 
P, [4] is defined by the summation of different terms at nodes on the path as follows:-  

                  ∫
∂
∂

−
∂
∂

−=
P

yxe ds
x
vTds

x
uTdyWJ )(                             (4) 

where eW  is the strain energy density, yxyxxx nτnσT +=  and xxyyyy nτnσT +=  are traction terms 
with  nx and  ny in the expressions representing unit vectors in x and y directions and u and v are 
displacements in stated directions. To estimate the shielding effect at the crack tips, values of J 
integral, tipJ , were found over several paths around crack tip, as shown in Figure 5b), which were 
then averaged to obtain the final value. Laminates without cracks were also modeled under 

frappliedyσ )( ,  and residual stress stated above. Their constraints are shown in Figure 5c). Since J 
integral value does not critically depend upon the mesh type, a simpler mesh scheme was adopted 
in place of square root singularity mesh type around the crack tips.       
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 Figure 5. a) Finite element model of Glare b) Constraints in cracked Glare  

                                   c) Constraints in un-cracked Glare 
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tipK  values were finally obtained from tipJ  by LEFM relation in plane stress 

condition, tipaltip JEK = . They are presented in Table 3.  
 
 
 
 
 
 
 
 
 
 
 
6. Observations  
 
Refer Figure 7a) and 7b). Numerical values of, load line, induced stress in aluminum layer and in 
fibre layer, fralinducedyσ )( ,, and frfinducedyσ )( ,,  respectively, of un-cracked Glare, are close to the values 
available in Table 2 that validates the finite element model. Sample load line stress in aluminum 
layer and in fibre layer, fraltotalyσ )( ,, and frftotalyσ )( ,, , of cracked Glare containing 5 mm crack are 
provided in Figure 7c) and 7d). Since no yielding is observed at the crack tip, LEFM regime is 

numerically confirmed. In addition, the values of 
al

fraltotaly

Y
σ )( ,,  are less than 0.5 that further support 

LEFM conditions in cracked aluminum.  

 
 

Laminate No. 
 

  
tipJ (N/mm)  

 
tipK ( mMPa )

1 1.093 8.85 
2 1.947 11.84 
3 2.899 14.44 
4 1.718 11.123 
5 0.799 7.58 

 

       Table 3. Numerical values of stress intensity parameter at crack tips in Glare laminates 

  

Figure 6. Stress-strain plots of materials     

 Stress  
(MPa) 

 Stress  
(MPa) 

 Strain  (Strain× 100) 

2014-T6 aluminum alloy E-glass fibre 

Epoxy resin 

 Stress  
(MPa) 

 (Strain× 100) 
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Magnified view of shielded zone in aluminum layer at X Stress in aluminum layer in y dir. of cracked Glare  
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Induced stress in aluminum layer in y dir. of un-cracked Glare  Magnified view at Y  

Y 

Induced stress in fibre layer in y dir. of un-cracked Glare  Magnified view at Y   

b) 

Nil shielding 

Nil fibre bridging  

Figure 7. Load line stress plots in un-cracked and cracked Glare laminate with 5 mm crack  
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Fulfillment of the condition, frfinducedyfrftotaly σσ )( )( ,,,, > , in bridging zone of fibre layer  
convincingly confirms load transfer towards fibre. Also, fralinducedyfraltotaly σσ )( )( ,,,, << , around 
cracked area of aluminum hints at the shielding effect. Although the presence of crack, as a free 
surface, in itself dips the load line stress field in shielded area of aluminum, the magnitude of 
{ }fralinducedyfraltotaly σσ )()( ,,,, −  is found to be high enough to include both the compressive effects 
i.e. due to the crack and due to shielding by fibre bridging. Similar trends are observed in laminates 
with cracks of other sizes as well. Again from the experimental results in Table 2, the finding, 

d
alClamCtiplamC KKKK ,,,  or   >> , adequately proves crack tip shielding and enhanced fracture 

toughness of the laminates vis-à-vis corresponding plain aerospace aluminum alloy specimens. 
Experimental and numerical results of tipK  are compared in Figure 8. They are close to each other. 
The error is attributed to slight difference between theoretical and experimental values of residual 
stress in aluminum layer of the laminate. The experimental values are lower than the theoretical 
ones. Fibre bridging effect, brK , is quantified by{ }tiplamC KK −, . The effect, in general, is found to 
increase with increase in crack size in aluminum layers. Absence of delaminations intensifies the 
effect.  
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Abstract  This paper presents the testing and modeling results from an NRC project on short/small ① crack 
model development for aircraft structures. Fatigue tests were conducted for 7075-T73 hand forging 
aluminium material using precracked compact tension (C(T)) and naturally cracked single edge-notch 
tension (SENT) coupons, under various stress ratios. The adjusted compliance ratio (ACR) method was used 
for the C(T) coupon tests aiming to quantify remote closure due to plasticity and forging-induced residual 
stresses. For the SENT coupons, three-dimensional StressCheck finite element (FE) models were developed 
to accurately calculate the stress intensity factors of surface and corner cracks. Both C(T) and SENT test data 
were combined to develop short-long fatigue crack growth rate models. These models were then used in 
crack growth life analyses for coupon and component cases, taken from transport aircraft under spectrum 
loadings. It was shown that the newly developed models resulted in more accurate fatigue life estimations.  
 
Keywords  Short/small crack growth, 7075-T73 , Adjusted compliance ratio, Marker bands, CanGROW. 
 

1. Introduction 
 
Currently, the practical life prediction technologies for metallic aircraft structures are mainly 
safe-life (SL), damage-tolerance (DT, including fail-safe), and flaw-tolerance (including 
flaw-tolerance safe-life for helicopter). In addition, a combined SL and DT (two-stage) total life 
approach is used to overcome the limitations of these two approaches taken separately. However, 
the transition between SL and DT is not clearly defined and justified. One of the reasons is that the 
small crack region remains a “grey zone” for which a robust/practical approach and test database 
are still missing for many aircraft designers/manufacturers, although extensive research has been 
carried out in the past decades. In collaboration with other organizations, NRC is developing the 
Holistic Structural Integrity Process (HOLSIP) to augment the traditional SL and DT approaches 
with the ultimate goal to evolve HOLSIP into a new paradigm for both the design and sustainment 
stages. One of the current HOLSIP development efforts is to further develop the short/small crack 
database and the physics-based models.  
 
Recently, an NRC project was completed with testing and modeling results for 7075-T73 aluminum 
forging material, which is used in Royal Canadian Air Force (RCAF) large transport aircraft [1]. A 
literature review revealed that short/small crack data are scarce for 7075-T73 aluminum alloys for 
fatigue durability analysis of aircraft structures. The short/small crack growth rate data have 
significant scatter due to material microstructures, specimen types and geometries, testing and 
measuring techniques, which lead to extensive testing time and costs. As such, some researchers 
perform long precrack crack tests and use the near-threshold data to represent the average small 
crack growth rate, which has two issues: 1) the long crack data produce overly high stress intensity 
threshold factor Kth ( at da/dN=3.94E-9 inch/cycle or 1E-10 m/cycle in ASTM E647) which 
would result in un-conservative life prediction; 2) the scatter is different from that of naturally small 
cracks, which are more affected by intrinsic microstructures effects. 

                                                 
① As per ATSM E647 (Appendix X3), a small crack is defined as being small when all physical dimensions (in 
particular, both length and depth of a surface crack) are small in comparison to a relevant microstructural scale, 
continuum mechanics scale, or physical size scale. While a short crack is defined as being short when only one physical 
dimension (typically, the length of a through-crack) is small according to the description of ‘small crack’. 
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For the long crack tests, the Adjusted Compliance Ratio (ACR) method [2] was proposed to adjust 
the stress intensity factor range (K) by considering the remote crack closure effect, and then result 
in a lower threshold Kth. Also the ACR method was able to quantify bulk residual stress in the 
remote closure, and then reduced the scatter and bias related to residual stress and sampling effects 
[3]. Efforts were also carried out on improving the ASTM E647 load reduction (LR) method, which 
is suspected to result in improper loading history effects on crack closure. These efforts include the 
compression precracking (CP) procedures [4], which also result in lower Kth values. 
 
For naturally nucleating small crack, the ASTM E647 (Appendix X3) introduces several 
experimental techniques, which are useful for measuring the growth of fatigue cracks sized on the 
order of 50μm or greater, and some are applicable to even smaller cracks. For small surface crack 
measurements, the silicon-based replication technique is at least as reliable as the traditional 
acetate-based replication, and it has no apparent effect on the fatigue life of the specimen. For small 
crack depth measurement, NRC has gained extensive experience in the use of the marker band (MB) 
technique to measure small crack profile on a fracture surface in a previous project.  
 
Considering all the above factors, it was decided to test the 7075-T73 hand forging material, using 
both compact tension (C(T)) coupons with ACR method and single edge-notch tension (SENT) 
coupons with MB and replication techniques. 
 
2. Short/small crack tests 
 
The 7075-T73 hand forgings were made following the AMS-QQ-367 specifications. NRC received 
four forging blocks that were 2.0” thick, 2.5~3.5” wide, and 30”~72” long. A microstructural 
analysis showed that this alloy has more and larger particles than pores on the ST plane 
(short-transverse, the crack plane), and that the particle sizes range roughly from a few m to 
20-30m. The grain sizes on the ST plane can reach 100m. The tests were performed under 
laboratory environment; room temperature, 24 ± 3ºC and relative humidity, 30 ± 25%. The X-ray 
diffraction measurements, on 10 sampling spots, showed that surface residual stresses were 
scattered from -4 to +5 ksi (-28~34 MPa), with an average residual stress of 0.5 ksi (3.4 MPa).  
 
2.1. Fatigue crack growth tests using C(T) coupons 
 
A compact tension C(T) coupon was designed based on ASTM E647. The width of the coupon was 
2.0” (5.08 mm) and the thickness was 0.25” (6.35mm). Each coupon was tested through 
precracking, K-decreasing, K-increasing, and constant loading following the E647 procedures. Six 
stress ratios (R=0.05, 0.33, 0.45, 0.60, and 0.80), were tested using a loading frequency of 5-10 Hz. 
The ACR method, developed by Fatigue Technology Associate (FTA), was used to estimate the 
effects of the remote crack closure, which refers to crack tip shielding as a result of contact in the 
crack wake behind the crack tip. This is in contrast to other shielding mechanisms near to the crack 
tip such as plasticity. The ACR method is based on the same measurement signals that are used for 
the 2% crack opening force method in E647 (Appendix X2), but it does demand high quality signals 
with less noise. The ACR stress intensity factor, ΔKACR, is calculated as described in Figure 1. 
 
In addition to the ΔKACR results, the FTA software also provides two additional methods to estimate 
the effective stress intensity factor ranges (Keff)

 ②, i.e. the ASTM 2% opening load method 
(ΔKeff-OP) and the 2/ method (ΔKeff-2/, partial closure correction below the opening load). Results 

                                                 
② Although the effective stress intensity factor range is a useful parameter, it should be noted that different definitions 
and calculations have been used in different applications. They may not be comparable to each other. 
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comparing these methods are provided in Figure 2 for an example coupon (No. H2, R=0.6). This 
figure shows large differences between the KApp (ΔKeff-ACR in the figure) and other Keff results at 
the near-threshold region. The ΔKeff-2/ results are close to the ΔKACR whereas the ΔKeff-OP results are 
lower than others, and the ΔKeff-OP method is deemed to over-compensate the near-threshold data. 
 

AppACRACR K U = K   

i00

i0s

si

i0
CRA CC

CC

C

C
U




  

 ΔKApp is the full range, applied stress-intensity factor 

 Coi/Csi compensates for a possible bias in the secant or 

open-crack compliances because of signal conditioning 

noise or nonlinearity 

 
Figure 1. Schematic of force-displacement curve showing critical parameters for ACR method (based on [2])  
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Figure 2. Typical crack growth rate results (coupon H2, R=0.60) (1-in=25.4 mm, 1.0 ksiin=1.1 MPam) 
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Figure 3. C(T) test results at R=0.05,0.33,0.45,0.60,0.80 (1-in=25.4 mm, 1.0 ksiin=1.1 MPam) 
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The C(T) test results for all R-ratios are presented in Figure 3: (a) da/dN-KApp (before ACR 
correction); and (b) da/dN-KACR (after ACR correction). The comparison shows that the ACR 
method reduced the data scatter especially the “fanning” effect at the near-threshold region, and 
gave lower Kth values by removing the closure and residual stress effects. The scatter reduction is 
in the low stress ratios (R0.05-0.45) than in the high stress ratios (R0.6-0.8). It is also noted that 
some ACR corrections are very small possibly due to the positive residual stress effects. 
 
2.2. Small crack tests using SENT coupons 
 
A SENT coupon, as shown in Figure 4-(a), was used for fatigue tests with naturally nucleating small 
surface cracks. A test matrix, shown in Figure 4-(b), was designed using a simple center composite 
circumscribe (CCC) design of experiment (DOE) method aiming to provide a complete set of data 
under six stress ratios (R) and five stress levels. The test loading spectra were constant amplitude 
loading with marker band (MB) loading sequences. The silicon-based replication technique 
(RepliSetTM) was used to measure the surface crack length, and marker bands (MB) on the fracture 
surfaces were reconstructed to determine the crack depth.  
 

Group 
No. Replicate Applied Max. 

Stress (ksi)

Applied 
Min. Stress 

(ksi)

Stress 
Ratio (R)

1 6 23.00 1.15 0.05
2 3 20.00 -6.00 -0.30
3 3 26.00 -7.80 -0.30
4 3 20.00 10.00 0.50
5 3 26.00 13.00 0.50
6 3 18.76 0.94 0.05
7 3 27.24 1.36 0.05
8 3 23.00 -23.00 -1.00
9 3 23.00 18.40 0.80  

(a) SENT coupon (dimensions in inches, 1in=25.4mm) (b) SENT test matrix (1ksi=6.89MPa) 
  

Figure 4. SENT coupon and test matrix 
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Figure 5. Typical SENT coupon marker bands and nucleation sites 
 
The smallest replica crack detection was about 12 m, and the smallest MB measured crack was 
about 20 m. The MB crack detection resolution varied with stress levels and stress ratios, but 
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overall the MB technique could reliably provide 100 m crack depth measurements. Fractography 
showed that cracks nucleated from 1) surface scratches; 2) particles or pores; and possibly 3) 
intragranular cracking. Many of these naturally nucleated cracks showed fairly rough fracture 
surfaces. Both corner and bore surface cracks, single and multiple were observed in various SENT 
coupons, as shown in Figure 5-b). 
 
In general, the small crack growth rate data showed large scatter bands and irregular ‘zigzag’ 
(acceleration/deceleration) growth. The irregular growth rate was mainly due to microstructure 
effects (such as grain size, orientation, and grain boundary) associated with the scattered residual 
stresses, and secondarily caused by the measurement resolution/accuracy. More data analysis 
showed that the absolute measurement error (~5 m) of the replication technique contributed only 
partially to the scatter band. Overall, the irregular ‘zigzag’ features were largely reduced after the 
crack size was over ~100 m or dc/dN was about 3.94E-7 in/cycle (1E-8 m/cycle). 
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Figure 6. Typical surface small crack growth rate scatter (R= -0.3, MAX= 20 ksi/138 MPa) 

 
3. Small crack stress intensity factor modeling  
 
A three-dimensional (3D) p-version StressCheck FE model was developed to calculate the stress 
intensity factors of the naturally nucleating cracks measured on the SENT test coupons [5]. The 
model was developed from a modified quarter-elliptical corner crack geometry at a hole. A useful 
feature of this model is that it was built as a parametric FE model, in which, as seen in Figure 7, 
various parameters can be assigned to the geometry of the crack, coupon, and mesh layers enclosing 
the crack front. Symmetry conditions can be assumed for surface crack modeling at a hole. The K- 
solutions were calculated at 96 points along the crack front, using the contour integral method with 
circular integration paths located between the first two concentric element layers. Eight elements 
were located along the crack front, with the extreme ones covering only the first and last 2 degrees 
to capture the peak stress intensity factor values close to the free surfaces. The analysis was 
performed with 8th degree polynomials. The process was automated using an Excel-based Visual 
Basic for Applications (VBA) program that could automatically configure the model, launch the 
analysis, and retrieve output results for a series of crack measurements in a specimen.  
 
Previous verification examples have shown that the improved NRC solutions, developed from the 
hole geometry version of the aforementioned model, are more accurate than the classical 
Newman-Raju solutions, and comparable to the Fawaz-Andersson results tabulated in AFGROW, 
which however do not cover cracks smaller than 10% of the plate thickness and do not include the 
surface crack case (which are now available in the NRC solutions) [5]. 
 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-6- 
 

The modeling of the test coupons was performed with the developed VBA program using the 
metrology results and crack measurements specific to each coupon. Doing so, no interpolation 
among crack size and crack shape values was performed. The crack growth rates were calculated 
using the secant method. Both the da/dN-Ka (thickness direction) and dc/dN-Kc (width direction) 
data points were calculated. The calculated crack growth rate dc/dN vs. K (or Kmax if R is negative) 
results of the single crack cases are illustrated in Figure 8. The Ka and Kc values were calculated 
from the StressCheck model at  = 85 and = 0 (surface crack) or  = 5 (corner crack), 
respectively. In this paper, only single crack data were used in the K calculation. 
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Figure 7. Definition of variables and boundary conditions 

 
4. Comparison of precrack and natural small crack data (C(T) vs. SENT) 
 
The crack growth rate data, generated from the C(T) tests (with and without ACR correction) and 
the SENT tests, are presented in Figure 8. The comparisons indicate that, 
 
1) For long crack growth, da/dN>1E-7 in/cycle (2.54E-9 m/cycle), the C(T)-ACR and SENT test 

results are similar to each other, except for the R=0.05 case, which should include more crack 
closure than the high R-ratio cases. Without the ACR correction, some of the R=0.05 C(T) 
results were close to the SENT results, which had no ACR correction for the residual stress and 
closure effects. Meanwhile some other C(T) results showed negligible ACR correction, which 
involved very small residual stress, even tensile residual stress effects.  

2) In the near-threshold region, da/dN<1E-7 in/cycle (2.54E-9 m/cycle), for R=0.05, the SENT 
results appear to give higher ΔKth values than the C(T)-ACR results. The R=0.5 SENT tests did 
not provide enough data in the near-threshold region. But for R=0.8, the SENT results appear to 
give lower ΔKth values than the C(T)-ACR results, for which the ACR correction is very small. 
Overall, the SENT results have more scatter than the C(T)-ACR results in the near-threshold 
region, and the SENT results should include less closure effect induced by small crack plasticity 
wake, but more machining-induced compressive residual stress on the surface layer (<50m). 

 
From the SENT and C(T) test results, a combined NRC short-long crack growth material model was 
developed as presented in Figure 9. The combined model is largely based on the SENT data, 
corrected with C(T)-ACR results to remove residual stress effect for R=0.05 and compensated with 
C(T)-ACR the near-threshold data for R=0.5. Note that the SENT data (ΔK) for R=-0.33 were 
shifted to the left using the ΔK ratio between the SENT and the C(T)-ACR long crack data for 
R=0.05, assuming the same residual stress effect in both tests. As a result, the NRC model is 
deemed to be a ‘residual stress free’ material model. 
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Some previous studies [1, 6] have indicated that, for the same 7xxx material, the plate and hand 
forging forms have the same composition, including particles and pores, but the grain aspect ratio 
and flow may be different near the surface. The hand forging shows more scatter in the crack 
growth rates; however, the average crack growth rates for both plate and forging are very similar to 
each other. Next, the developed NRC ‘residual stress free’ model, from the 7075-T73 forging tests, 
was used for fatigue life estimation of 7075-T73 plates. 
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Figure 8. SENT and C(T) test results, and NRC (TL2) model for SENT (1-in=25.4 mm, 1.0 ksiin=1.1 MPam) 

 
da/dN(in/cycle) K or Kmax(ksiin) 

R = 0.05 R = -0.3 R = 0.5 R = 0.8
1.E-09 1.42 1.20 1.01 0.71 
2.E-09 1.49 1.27 1.07 0.77 
1.E-08 1.69 1.46 1.25 0.92 
2.E-08 1.83 1.60 1.40 1.08 
4.E-08 2.04 1.79 1.61 1.30 
6.E-08 2.25 1.98 1.78 1.45 
1.E-07 2.66 2.33 2.09 1.69 
2.E-07 3.90 3.39 2.97 2.29 
4.E-07 4.98 4.37 3.92 3.16 
6.E-07 5.73 5.04 4.53 3.70 
8.E-07 6.31 5.56 5.02 4.13 
1.E-06 6.69 5.91 5.36 4.45 
2.E-06 7.93 7.01 6.40 5.36 
4.E-06 9.45 8.38 7.67 6.49 
1.E-05 12.28 11.00 10.29 9.12 
2.E-05 15.34 13.76 12.87 11.39 
4.E-05 19.38 17.23 15.84 13.52 
1.E-04 26.58 23.32 20.90 16.89 
2.E-04 31.27 27.15 23.81 18.38 
4.E-04 36.56 31.21 26.44 18.97 
6.E-04 40.52 34.23 28.38 19.45 
8.E-04 41.83 35.18 28.92 19.46 
1.E-03 43.14 36.18 29.55 19.61 
4.E-03 50.34 41.46 32.65 20.04 
1.E-02 52.96 43.39 33.80 20.28 

 
Figure 9. NRC combined material model for 7075-T73 (1-in=25.4 mm, 1.0 ksiin=1.1 MPam) 

 
5. Fatigue crack growth life estimation 
 
5.1. Coupon life estimation 
 
The NRC material model was used to estimate the crack growth lives of some 7075-T7351 plate 
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coupon tests under transport spectra [7], using the NRC in-house crack growth code CanGROW [9]. 
At first, a legacy material model of 7075-T7351 (Figure 10-(a)), based on the Forman equation, was 
used in association with the Hsu retardation model [8] using the default parameter value of M0 = 0.6 
and Rcut = 0.3. Both M0 and Rcut are fitting parameters, and M0 = 1.0, Rcut = 0.0 would create the 
most possible retardation and the longest life. As shown in Figure 10-(b), the fatigue life estimation 
using the legacy model were considered overly conservative, even when maximizing the Hsu 
retardation and considering that the legacy model was developed for a relative humidity of 90%. As 
shown in Figure 10-(b), using NRC Forman model converted from the R=0.5 curve in Figure 9, the 
life estimation was greatly improved, especially with the Hsu parameters calibrated at M0 = 0.2 and 
Rcut = 1.0. Note that the spectrum was counted using the rainflow method in the above analyses. 
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Figure 10. Coupon life estimation using CanGROW (1-in=25.4 mm, 1.0 ksiin=1.1 MPam) 
 
It was also noted that one weakness of the Forman equation is lack of flexibility to correctly 
describe and shift the da/dN-K curves between different stress ratios (R), because the shifting 
solely depends on a fitting parameter (KC) that controls the K-factor near the fracture region. The 
mismatched shifting was also reported at the low-K region [11]. Using the tabular data in Figure 9 
should avoid this issue. In another preliminary study, the NRC model at R=0.8 was simply used as a 
Keff baseline model in FASTRAN3.8 for the coupon life estimation. As shown in Figure 11-(b), 
good agreement was achieved between the FASTRAN analysis and tests. Two previous 7075-T73 
material models from [4,10] were also compared to the NRC model in Figure 11-(a), which resulted 
in one poor (blue, before calibration) and one good (yellow after calibrating) life estimations. The 
FASTRAN analysis used a crack closure model with more parameters (e.g. constraint factors), 
which calibrating details are beyond the scope of this paper. Note that the spectrum was used in the 
FASTRAN analysis without a cycle counting process. 
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5.2. Damage tolerance analysis of an aircraft component 
 
A damage tolerance analysis (DTA) was carried out for the CW-1 critical location of the CC-130 
center wing, made of 7075-T7351 plate, illustrated by the sketch in Figure 12. Since the DTA 
involves a multiple, phase-by-phase (PBP) crack growth analysis, the NRC in-house tool 
CanGROW was originally developed for such PBP analysis purpose. Prior to calibrating the 
CC-130 strain gauge based spectrum, the Hsu retardation model with default parameters was used 
in the DTA. Again, both the legacy and NRC Forman material models were used for the DTA, and 
the results are presented in Figure 12-(b). The legacy material model resulted in a fatigue life that 
was 45% shorter than that of NRC material model. 
 
Because multiple site fatigue damage (MSD) was found in-service, the PBP analysis was updated 
by an MSD analysis, as shown in Figure 13. Using the unique MSD analysis module developed in 
CanGROW, the legacy material model provided an MSD crack growth life approximately 40% of 
the NRC material model. However, the MSD life to the critical crack size of 6.2 inches (157 mm) 
was about 17% less than the PBP life. Currently, these DTA results are considered as preliminary 
until a component test is available to validate these analyses. 
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6. Conclusions 
 
Both precracked long crack test (C(T)) and natural small crack test (SENT) have been carried out to 
generate short-long crack data under various stress ratios. The ACR method, coupled with the 
ASTM E647 load reduction method, reduced the scatter of crack growth rate data caused by the 
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closure and residual stress effects, especially under the low R-ratios but not under the high R-ratios. 
The natural small crack growth rate data showed that the “fanning” effect at the near-threshold 
region is mainly due to the material microstructural scatter, which cannot be determined by long 
crack tests. Both silicon-based replication and marker band techniques offered very good crack 
detection resolutions.  
 
The C(T) and SENT data were then combined to develop an NRC material short-long crack model 
for 7075-T73 aluminum alloys. Using this model and the NRC in-house crack growth tool 
CanGROW, a good life estimation was achieved for coupon tests under transport loading spectra. 
Shortcomings were found for a legacy model that includes the Forman equation and Hsu retardation 
in the spectrum load life analysis. The CC-130 component case showed the difference in the DTA 
analyses using the legacy and NRC material models, for both PBP and MSD scenarios. Component 
test data are needed to further validate the DTA analyses and their differences. Tests cases on total 
fatigue life estimation are also needed to further validate the developed small crack material model. 
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Abstract  In the present paper martensite transformation in stainless steel 304 and its effects to 
material damage is discussed. The experiments confirm that martensite phase transformation in 
SS304 can be described by the Santacreu model and shows dependence on the plastic strain and 
stress triaxiality. The plasticity model with the martensite transformation is established based on 
Santacreu model and applied to describe plastic behavior of SS304 with severe plastic deformations. 
It is shown that the plasticity model predicts strain hardening under both compression and tension 
uniformly and agrees with experimental results reasonably. Although the fracture strain of SS304 
can be characterized by the equivalent plastic strain precisely, fatigue tests display strong influence 
of the pre-strains to the fatigue life. Whereas the strain-fatigue life curve shows acceleration of 
fatigue damage in strain-controlled fatigue tests, the stress versus fatigue life curve reveals 
significantly higher bearing capacity due to pre-strains. This result implies that application of the 
pre-strain should only be used if the mechanical loading is applied in stress-controlled cases. 
 
Keywords：deformation induced phase transformation, plasticity mode, fatigue damage, fatigue life 
 
1. Introduction  
 
It is known that severe plastic deformations influence material behavior. For instance, surface 
treatment of critical mechanical parts is an important step in manufacturing. The improvement of 
fatigue behavior of the mechanical part is realized just due to compressive residual stresses and 
distortions of the surface material [1-3]. Quantifying effects of surface treatment in fatigue life 
improvement requires detailed understanding of the mechanical behavior of the material with strong 
distortion and variation of the residual stresses in the surface layer material. AISI304 is a popular 
stainless steel and can be found in many industrial branches. On the other side, the stainless steel 
SS304 is meta stable austenite material, its crystallographic structures can transform to martensite 
phase under plastic deformations [4-6]. The deformation-induced martensite transformations have 
been studied for many years, especially in material science communities on kinetics of 
transformation [7-10].  
Due to martensite phase the stainless steel behaviors significantly differently from the austenitic 
steel, both in plastic deformation and failure [11-15]. Using known models to establish a continuum 
mechanics model for quantifying effects of surface treatment needs detailed understanding of 
evolution of microstructure and meso-mechanical behavior of the distorted material [7-10]. 
Especially, phase transformation under severe compressive deformation is less investigated in the 
past.  
The present work dedicates to identify a plasticity model for SS304 under severe plastic 
deformations, especially under compressive deformations, and to clarify effects of the pre-strains to 
material failure under monotonic and cyclic loading. Based on extensive experiments, the plasticity 
model under consideration of the martensite transformation should be applied to predict fatigue life 
of the compressive deformed specimens and to quantify effects of the compressive strains to 
material failure evolution. 
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2. Plasticity for austenitic steel with martensite phase transformation 
 

2.1  Kinetics of Martensite Transformation 
The previous experimental observations confirm that the austenitic steel AISI304 transforms to 
martensite phase due to plastic deformations. The volume fraction of martensite phase increases 
with deformations. Olson and Cohen [7] studied the phase transformation and suggested an 
isotropic phase transformation law that describes the martensite content evolution as a function of 
plastic strain and temperature. The model was extended by Stringfellow et al [8] by incorporating 
the dependency of the stress triaxiality. According to the Stringfellow evolution of the martensite 
content, χ, depends on stress triaxiality η and plastic strain ε p which reads 
 

 
χ = 1− χ( ) A ε p + B η( )  (1) 

with the stress triaxialityη =σ m /σ e  and the equivalent plastic strain 
 
ε p = 2

3
ε ij
p ε ij

p .σm and σe 

denote hydrostatic stress and Mises stress, respectively. A and B are model parameters generally 
depending on the temperature and the stress state. For uniaxial material testing η is constant (η=1/3 
for uniaxial tension and -1/3 for uniaxial compression, respectively), so that the martensite content 
is a monotonic function of the plastic strain and can be expressed as 
 χ = 1− exp −Aε p( ) . (2) 
The Stringfellow model predicts a monotonic relationship between the stress triaxialityrate without 
explicit effects of the stress triaxiality. Santacreu et al. [9] suggested an alternative evolution law 
reads 
 

 
χ = χmax − χ( )mD Dε p( )m−1 ε p  (3) 

with 
 D = D0 + D1η . (4) 
In the expressions above χmax denotes the maximum fraction for martensite transformation, D1 
represent effects of stress triaxiality, m and D0 denote influences of plastic strain. In the original 
suggestion of Santacreu et al. [9] the parameter D should further related with the Lode angle, i.e. the 
third deviatoric stress invariant allowing to build the surface corner in the stress space.  
 Since  ε

p  is non-negative, the martensite transformation is a monotonic function of time. 
Therefore, the model only considers austenite-martensite transformation, while the reverse 
transformation is prohibited. The total form of the Santacreu model reads 

 ( )( )max 1 exp
mpDχ χ ε⎡ ⎤= − −⎢ ⎥⎣ ⎦

 (5) 

forgiving stress triaxlity. 
 Both martensite transformation models predict a linear correlation between the plastic strain 
rate and transformation rate. Stringfellow addressed additionally that the transformation is further 
influenced by the stress triaxialityrate which is generally rather difficult to be identified in material 
testing. Furthermore, the martensite transformation may occur for varying stress triaxiality without 
plastic deformations, which is not confirmed in the stainless steel SS304. A major difference is the 
explicit expression to the stress triaxiality which allows to apply for FEM computations. In the 
present work the Santacreu model will be used for considering plasticity of the SS304 under 
consideration of  the martensite transformation. 
 
2.2  Plasticity with phase transformation 
The conventional J2 plasticity is applicable for the present stainless steel without considering 
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martensite transformation [12]. The potential function is defined as 

 f =σ e − k = 0,  (6) 

where σe denotes the effective Mises stress for kinematic hardening,σ ij =
3
2
sij −α ij( ) sij −α ij( ) , 

k is the material resistance against plastic deformation. The backstress is assumed to be  

 
 
α ij =

2
3
cL ε ij

p − cNLα ij
ε p ,  (7) 

in the nonlinear kinematic hardening model. According to the associated flow rule the plastic strain 
rate is proportional to the derivative of the potential function, 

 
 
ε ij
p = λ ∂ f

∂σ ij

= 3
2
λ
sij −α ij

σ e

,  (8) 

where the plastic multiplier  λ ≥ 0  and the deviatoric stress sij =σ ij −σ mδ ij . The equivalent plastic 

strain is defined as 
 
ε p = ε p∫ dt = λ dt∫ .  

 The plasticity model contains both kinematic hardening and isotropic hardening. Whereas the 
kinematic hardening takes the conventional form [11], the isotropic hardening is affected by 
martensite transformation and expressed by the deformation resistance, 
  

k = Hε
ε p + H χ χ,  (9) 

that is, the deformation resistance is linear proportional to plastic strain rate and martensite 
transformation rate. Both plastic strain hardening modulus, Hε, and phase transformation hardening 
modulus, Hχ, are functions of stress and strain states. 
 Taking the combined hardening model [11] into account, the material resistance under 
absence of phase transformation can be written as 
 kε = k0 + H0 1− exp −βε p( )⎡⎣ ⎤⎦,  (10) 

with the model parameters k0 as initial yield stress of the material, H0 as plastic hardening factor and 
β hardening exponent. Consequently, the hardening due to plastic deformation can be expressed as 
 Hε = βH0 exp −βε p( ),  (11) 

 The additional phase transformation hardening modulus, Hχ, has to be determined based on 
experimental observation. Investigation of Beese [10] confirmed a constant modulus Hχ provides 
sufficient accurate results for steels. Based on the Santacreu model the isotropic hardening can be 
expressed into 

 
 
k = Hε + H χ χmax − χ( )mD Dε p( )m−1⎡

⎣
⎤
⎦
ε p ,  (12) 

with Hε defined in Eq. (11).  
 Under uniaxial loading condition, the equations can be simplified due to σ e = σ −α and 

ε p = ε p where σ and εp are the first principal stress/plastic strain, respectively. The stress-plastic 
strain curve under monotonic tensile testing can be expressed as 
 σ y =α + k,  (13) 
where the backstress can be evaluated from 

 α = 2cL
3cNL

1− exp −cNLε
p( )⎡⎣ ⎤⎦  (14) 

and the isotropic hardening stress is expressed as 

 ( ) ( )( )0 0 max1 exp 1 exp
mp pk k H H Dχβε χ ε⎡ ⎤⎡ ⎤= + − − + − −⎣ ⎦ ⎢ ⎥⎣ ⎦

 (15) 
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with D defined in Eq. (4).In expressions above D and χmax have been identified from the phase 
transformation curve. The plasticity behavior of the material is described by k0, H0, β and Hχ as well 
as cL and cNL. In comparing with the conventional combined hardening model [11], one more 
parameter Hc has to be considered from the tensile tests. Note the formulations above are only valid 
for monotonic loading.  
 
3. Experiments and Results 

 
3.1  Specimens 
In the present work the austenitic stainless steel 304 is investigated, almost versatile and widely 
used stainless steel and available in a wider range of products. The austenitic structure gives the 
steel excellent toughness, even down to cryogenic temperatures. The chemical components are 
summarized in Table 1.  
 

Table 1. Chemical composition of the stainless steel 304 
C Cr Ni Mn Si P S Fe 

0.04 17.1 8.1 1.05 0.41 0.035 0.003 bal 
 

Table 2. Mechanical property of the stainless steel 304 after solution treatment 

E (GPa) Ultimate Stress 
(MPa) 

Yield stress 
(MPa) 

Elongation 
(%) 

Hardness 
(MPa) 

200 650 240 100 100 
 
 The material used in the present work underwent solution treatment (annealing), heated to 
1100°C for 1 hour and cooled down to room temperature in air, to eliminate the residual stresses 
and initial effects from manufacturing. The mechanical property of the heat treated SS304 is listed 
in Table 2.  
 To study effects of deformations to material property, two kinds of specimens have been 
tested: (1) The plate specimens were fabricated for learning development of Martensite phase in 
SS304 under tension and compression. The specimen geometry is given in Fig. 1(a). To study 
development of the martensite phase under compression, the plate specimens can be pressed in the 
thickness. (2) The tension specimens were taken for tension and fatigue tests, as shown in Fig. 1(b). 

 
            (a) Plate specimen                              (b) Tension specimen 
Figure 1: Specimen geometries tested in the present work. The plate specimens were fabricated for studying 
martensite phase transformation and the tension bars for fatigue tests. 
 
3.2  Experimental observation of Martensite phase transformation 
To quantify evolutions of the martensite phase transformation under compression and it’s effects to 
mechanical property, the plate specimens were pressed in their thickness direction. With various 
press forces the thickness of the final plate specimens varies between 6mm (0% deformation) and 
2.8mm (-53.3% thickness reduction). Mainly ca. -10%, -20%, -30%, -40% and -50% of reduction in 
specimen thickness were realized. The stress triaxiality under this loading state is η=-1/3. 
 The tension effects were studies in uniaxial tension specimens after given tensile strains 
(η=1/3). Five different deformation grades were examined, 20% - 80%. Note the true strain, i.e. the 
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logarithmic strain, for tension is smaller than the engineering strain, whereas the value of the 
compressive true strain is generally larger than that of the linear strain. It results in different 
martensite content for the same deformation grade (engineering strain) in martensite evolution since 
the martensite evolution law is expressed by the true strain, Eq. (3). 
 Experimental observations reveal that SS304 is a metastable austenitic steel [16-18]. Figure 2 
confirms development of crystallographic pictures of the SS304 after different deformations. The 
figure demonstrates clearly that the density of martensite needles increases with strains. In pictures 
dark lines denote martensite phase in the needle form. The pictures reveal that the grain size is ca. 
100µm and remains constant even after severe plastic deformations. However, martensite seems 
proportional increasing with deformations, under both tension and compression. After -45% 
compression deformations, a large part of austenitic contents in material has been transformed into 
dark martensite phases. The phase transformation changes and disorders the microstructure of 
grains, thus arises resistance of the dislocation motions. The material with martensite phase obtains 
higher strength and less ductility. Experiments do not show significant difference in development of 
martensite phase under tension from that under compression.  
 

  
(a) Base material                   (b) After compression, eng. strain -19% 

  
(c) After compession, eng. strain -45%        (d) After tension, eng. strain 40% 

Figure 2: Crystallographic pictures of the SS304 after different deformations. The dark phases denote the 
martensite content.  
 
3.3  Experimental measurement of martensite phase evolution 
A ferritescope[19-22] is used to measure the martensite content in the plate specimens. The method 
measure the martensite content based on changes of the linear relationship between the output 
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voltage and the magnetic permeability of the sample. If the sample is qualified properly, this 
method is easy in use and reliable [10, 22]. 

To study evolution of the martensite phase in SS304, the pre-strained specimens are measured 
using the ferritescope. The experimental data are shown in Figure 3, in which the martensite content 
under compressive and tensile uniaxial loading is plotted as a function of the equivalent true plastic 
strain. Note the true strain, i.e. logarithmic strain, is used here and deviates from the linear 
engineering strain significantly. The present experimental data reveal that the evolution of the 
martensite phase in the stainless steel SS304 is determined by the plastic deformation and affected 
by the stress triaxiality η, but the development seems different from the results in [23].  

The solid lines denote prediction from the Santacreu model, Eq. (5), with χmax=1, m=2.55, 
D0=1.23 and D1=0.907. Fig. 3 shows variations of experiments and model predictions. In the 
present work more general experiments under multi-axial loading condition about evolution of 
martensite phase are not available. It is an open issue whether or not the stress triaxiality further 
affects devemopment of the martensite transformation.  
 

 
Figure 3: Evolution of the martensite phase in SS304 under both compression and tension. Symbols denote 
experimental data determined by the ferritescope, whereas the solid lines are predictions from the Santacreu 
model, Eq. (5).  
 
3.4  Stress-strain relationships 

Pre-pressed plate specimens were tested under uniaxial tensile loading condition and the results 
are summarized in Fig. 4(a). The reduction in the specimen thickness, i.e. pre-strain, varies from 0% 
(Base material without initial pressing) to 38.6%. The thickness reduction of 38.6% means -48.8% 
of logarithmic strain. Note that the amplitude of the logarithmic strain under compression is 
generally larger than the linear strain. In the figure the engineering stress is plotted as a function of 
the engineering strain which was measured using an extensometer from Epsilon Technology. It is 
trivial that the stress-strain curves depend on the initial pre-strains. Due to cold work the pressed 
specimens were broken with smaller strains. Interesting is that the stress increases with the 
pre-strain significantly. 

Under uniaxial loading condition the equivalent plastic strain equals the amplitude of the plastic 
elongation strain, i.e. 

 ∑∫∫ Δ=== p
i

pp
ij

p
ij

p
eq dtdt εεεεε 

3
2 , (16) 
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(a) Engineering stress vs. engineering strain curves       (b) True stress vs. equivalent true strain curves 

Figure 4: Stress-strain curves from tensile tests. The pre-strain was induced by pressing in the thickness. The 
legends show the reduction of the specimen thickness.  
 
The summation of the plastic strain goes through all loading history. For the pre-strained specimens, 
the total equivalent plastic strain sums the initial compressive plastic strain and plastic strain under 
uniaxial tension. The true stress versus total equivalent true plastic strain is shown in Fig. 4(b).  

The diagram reveals that the true stress of the tensile specimen is a monotonic function of the 
plastic strain. Before material damage dominates, the material resistance again deformation grows 
almost linearly with the plastic strain. The pre-strain induces more resistance than the tension, 
which implies effects of the anisotropy of the material due to large plastic deformations. If one 
assumes isotropic material behavior, the anisotropy could be caused by the martensite 
transformation. The fracture true strains of all specimens exceed 60% and seem less dependent on 
the pre-strains. The experimental results confirm that the stress-strain curve of SS304 is not so 
sensitive to the tension or compression, i.e. stress triaxiality.  
 
4. Identification of the plasticity model 

 
Based on the experimental data the plasticity model under consideration of the martensite 
transformation presented in the previous section can be identified using the least square fitting, 
Table 3 for the identified parameters. In the table the kinematical hardening in the plastic model is 
neglected for lacking in corresponding experimental data.  

The prediction of the plasticity model under consideration of the martensite transformation is 
plotted in Fig. 5, together with the experimental data. Reasonable agreement between experiments 
and model predictions is obtained for all pre-strains, although slight deviations for high pre-strains 
are observed. Inelastic hardening of specimens can be described by the present plasticity model 
well. 

Table 3.Parameters for constitutive model of the stainless steel 304 
Martensite transformation 

parameters 
Plastic isotropic hardening 

parameters 
χmax=1 k0=220MPa 
m=2.55 β=1 
D0=1.23 H0=2000MPa 
D1=0.907 Hχ=300 MPa 

 



13th International Conference on Fracture 
June 16–21, 2013,Beijing, China 

-8- 
 

 

Figure 5: Comparison between experimental data and prediction of the plasticity model under consideration 
of the martensite transformation.  
 

More results are summarized in Fig. 6, in which true stress at 10% plastic strain and ultimate 
stress of the SS304 under different pre-strains are plotted. Due to martensite transformation both 
stress at 10% plastic strain and ultimate stress can be different. The ultimate stress is taken from the 
maximum stress in the tension tests. The results show, however, that the stress monotonically grows 
with pre-strain, whereas the ultimate stress of the specimen is independent of initial deformations. 
Fig. 6(b) shows that the ultimate stress of SS304 is independent of loading history. The prediction 
of the plasticity model is acceptable. 

 

 
       (a) True stress at 10% plastic strain     (b) Ultimate stress 
Figure 6: Comparison between experimental data and prediction of the plasticity model under consideration 
of the martensite transformation.  
 
5. Fracture and Fatigue Behavior 

 
Martensite phase transformation affects plastic behavior of the stainless steel SS304. Since Hχ in Eq. 
(15) is positive, the martensite phase will generally increase the hardening of the material. Due to 
enbrittlement through martensite phase, however, fracture toughness of SS304 decreases with 
growth of martensite content. Effects of the martensite phase to material failure have to be 
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considered carefully. 
Figure 7 displays that the fracture strain in the plate specimens decreases with the pre-strain, 

which seems to be corrected by the total equivalent plastic strain. This result shows the fracture 
strain for the SS304 is independent of loading history. Martensite transformation seems not to 
change the fracture strain significantly.  

 
Figure 7: Fracture strains as a function of pre-strains. Fracture strain with pre-strain denotes the total 
equivalent strain including the initial deformations. The other curves represent fracture strain measured in 
specimens.  
 

Effects of the pre-strain to fatigue life are not studied systematically. Observations of Miao et al. 
[14] reveal non-monotonic correlations between LCF life and initial plastic strains. By giving strain 
amplitudes, stress variations depend on initial treatment of the specimens significantly. In this sense, 
stress-controlled tests provide totally different results than the strain-controlled tests.  

 
Figure 8: Strain-fatigue life curves for both base material and pressed material from strain-controlled fatigue 
tests. 
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In the present work several pre-strained tensile specimens were tested under given strain 
amplitude with the loading ratio 0.1. The results are shown in Fig. 8. From the diagram one sees 
that the pre-strain reduces LCF fatigue life of the specimen. In the figure the fatigue life is 
expressed in the form of Basquin model 
 εa = A N f( )m ,  (17) 
with A and m as material specific parameters. For the base material it was identified A=7.034 and 
m=-0.3083. For the pre-strained specimen A=8.322 and m=-0.35. This result implies that the 
pre-strained specimen loses almost 50% LCF life of the original untreated specimen. The grade of 
pre-strain seems to affect fatigue damage secondarily. One major for the life reduction is caused by 
the significant difference in applied stress amplitude. Due to huge strain hardening induced by 
plastic deformations and martensite phase transformation in pre-straining treatment, the pre-strained 
specimens are significantly high strengthed than the base material. It follows that the pre-strained 
specimens were under much higher stresses than the base material specimens, by giving strain 
amplitudes, as shown in Fig. 9. The stress amplitude in Fig. 9 is the final stabilized stress amplitude 
in strain-controlled fatigue tests. From the figure one learns that the pre-strained specimens are 
much stronger than the base material specimens, that is, by giving fatigue life, the pre-strained 
specimens can bear much higher mechanical loads. 

 

 
Figure 9: The stabilized stress amplitude as a function of fatigue life from strain-controlled fatigue tests. 

 
6. Conclusions 
In the present paper a systematical work on martensite transformation in stainless steel 304 and its 
effects to material damage is presented. The first experiments confirm that matensite phase 
transformation in SS304 can be described by the Santacreu model and shows significant 
dependence on stress triaxiality.  
The plasticity model with the martensite transformation is established based on after Santacreu 
model and can be applied to describe plastic behavior of SS304 with severe plastic deformations. 
The plasticity model predicts strain hardening under both compression and tension uniformly. 
Computational predictions agree with experimental results reasonably. 
Although the fracture strain of SS304 can be characterized by the equivalent plastic strain precisely, 
fatigue tests display strong influence of the pre-strains to the fatigue life. Whereas the strain-fatigue 
life curve shows acceleration of fatigue damage in strain-controlled fatigue tests, the stress versus 
fatigue life curve reveals significantly higher bearing capacity due to pre-strains. This result implies 
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that application of the pre-strain should only be used if the mechanical loading is applied in 
stress-controlled cases. 
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Abstract  In this work the local mechanical behavior and fatigue resistance of the welding material were 
investigated with help of nano-indentation. By assuming a power-law strain hardening, the elastoplastic 
properties of the welding joint material were identified from inverse nano-indentation analysis with help of 
finite element simulation. With the known mechanical property of the weldment the fatigue should be 
described by the local stresses and strains. A critical plane based Cruse-Meyer model was introduced to 
predict the fatigue life of weldment. The predictions agree with experiments. Combined with critical distance 
concept the local fatigue life model was extended to predict fatigue life of holed specimens. The present 
work attempted to establish more reliable and more accurate a local fatigue and damage description of the 
weldment for engineering structures.  
 
Keywords  Nano-indentation, Weldment, Notched Fatigue, Extended Cruse-Meyer Model, Critical 
Distance Method. 
 
1. Introduction 
 
With the development of aero engines, welding has been widely used to manufacture aircraft engine 
components for better performance. Many welding methods such as tungsten inert gas welding, 
plasma welding, electron beam welding (EBW), diffusion welding and friction welding have been 
developed and used for the welding of Inconel alloys. Compared with traditional fusion welding 
technology, the electron beam welding has a narrow heat-affected zone with little distortion and low 
residual stresses [1]. Very high quality welds can be made during the manufacturing of complex 
components. Being a fusion welding process, the weld joint of EBW has significantly different 
properties to the base material. 
  Nano-indentation is a method to extract the mechanical properties of materials from 
load-displacement measurements [2]. Hardness and Young’s modulus can be obtained from the 
indentation curve based on the Oliver and Pharr method [3] to characterize micromechanical 
behavior of material. More depth knowledge about mechanical properties can be gained with help 
of finite element simulation through an inverse analysis procedure [4]. The local mechanical 
property of the weldment makes it possible to establish fatigue life prediction based on local stress 
and strain variations. 
  In design of a gas turbine engine, notches and holes are not avoidable, for instance, in disks and 
blades, which cause local stress concentrations and lead to significant reduction in fatigue life. In 
industrial design the stress concentration factor, Kt, is often used to characterize the stress 
concentration. Under cyclic loading, the fatigue notch factor, Kf, is introduced to describe the 
change of fatigue strength [5]. Notched fatigue strength depends not only on Kt, but also on the 
stress gradient which relates the material volume with the high stress. Peterson [6] and Neuber [7] 
try to describe the difference between Kf with Kt through empirical relations. Siebel and Stieler [8] 
proposed using the stress gradient at a notch root for evaluation of the notch effect. Taylor 
developed the former works and proposed the theory of critical distance (TCD) [9]. Susmel and 
Talyor [10,11,12] successfully extended the TCD to the LCF regime. By employing an 
elasto-plastic critical plane approach, the TCD is extended to consider multi-axial fatigue. 
  In this work the stress-strain relation and tensile fatigue resistance of the EB weld joints are 
investigated. This work aims to develop a method to determine the local elastoplastic properties of 
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weldment material, and to predict fatigue life of weldment with stress concentrations. The local 
elastoplastic properties of weldment material are derived from inverse nano-indentation analysis. 
From FEM simulation the nominal stress-strain curve of weld joint is obtained and compared with 
the monotonic tensile curve. A critical plane method based Cruse-Meyer model is applied to predict 
the fatigue life of weldment. Combined with critical distance method center holed specimen fatigue 
life was calculated and compared with the experiment. 
 
2. Experiments 
 
Inconel 718 is a precipitation-hardenable nickel-chromium alloy, contains large amount of iron, 
niobium and molybdenum. Due to the outstanding combination of tensile strength, high temperature 
creep strength and high resistance to fatigue, this alloy is widely used in the high pressure 
compressor and turbine discs of commercial and military aero engines and recommended for using 
up to 650°C [13]. The composition of the alloy is given in Table 1. After electron beam welding 
process, post-weld heat treatment was applied. Specimens were cut from the welded joint material 
with weldment in the center of the specimen. Surface of raw specimens was removed and machined 
to a thickness of 4mm, resulting weldment shape changing from bell shape to trapezoid shape. Fig. 
1 shows the geometry of the holed specimen. All tests were carried out at the room temperature.  
 

Table 1. Chemistry of Inconel 718 
 Ni Fe Cr Mo Nb Al Ti C 
Weight% balance 18.5 19.0 3.0 5.1 0.5 0.9 0.04 

 
2.1 Tensile and Fatigue Test 
 
Monotonic tensile test was conducted at strain rate 10-4/s. Cracks originated from the weldment. 
Tensile failure occurred in the center of weldment, while shear failure occurred in the outer side. 
Yield stress and ultimate tensile stress of weld joint were lower than base material. Fatigue tests 
were performed under stress control at stress ratio, R = -1, 0.1. The fatigue life was defined as the 
number of cycles when a specimen was completely separated. 
 

 
 

Figure 1. Geometry of center holed EB welded specimen.  
 

2.2 Macroscopic and microscopic observation of weld joint 
 
Fig. 2a shows the fusion region of EB welding joint by macroscopic observation. The fusion zone is 
quite narrow, formed in 2-4mm width. The fusion boundary is clearly evident. No significant heat 
affected zone can be seen. The evolution of microstructure from the base material to the fusion zone 
can be clearly recognized. Fig. 2b shows a microscopic observation near fusion boundary. Large 
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grain size gradient between the weldment (left side) and the base material (right side) is clearly seen. 
The average grain size of the base material is about 50µm. In the fusion zone, the microstructure is 
composed of columnar grains, while original grain structure no longer exits. The columnar grains 
orient perpendicular to the direction of the radial fusion boundary. The grain differences between 
fusion zone and base material would lead to different mechanical behavior.  
 

   
(a)                                 (b)  

Figure 2. (a) Macroscopic view of the weld joint and (b) Microstructure of the fusion boundary. 
 
2.3 Nano-indentation test 
 
For nano-indentation test, a nano indenter G200 from Agilent Technologies was used. The depth 
resolution is 0.01nm and the force resolution is 50nN. Berkovich indenter was used for the 
identation tests. During the test, the displacement of the indenter has been controlled. The 
maximum depth limit was 2µm and peak hold time was 10 s. Indentation tests were carried out in 
five times and on a longitudinal section of weldment. The measured hardness shows a normal 
distribution and listed in Table 2. Due to larger grain size in the base material compared with the 
indentation depth (2µm), larger scattering of measured hardness were obtained. For the weldment 
material, the scatter band was smaller. Generally the hardness of weldment material is higher than 
base material. 
 

Table 2. Measured indentation hardness  
 Mean Value (GPa) Standard Deviation 

Base Material 3.48 0.53 
Weldment material 3.10 0.33 

 
 
3. Nano-indentation Simulation and Results 
 
In order to determine the local stress-strain behavior of the weldment, nano-indentation technology 
was used. Through inverse analysis, the nano-indentation data can help to evaluate the elastoplastic 
properties of weldment.  
 
3.1 FEM modeling 
 
The indentation process was simulated in the commercial FEM code ABAQUS. Four-node 
axisymmetric elements were used in the simulation. Large strain feature was considered. Due to the 
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indenter was much stiffer than the test material, the indenter was considered as a perfect rigid and 
modeled as axisymmetric analytical rigid 140.6° cone, based on the equivalent contact area to depth 
ratio as a perfect Berkovich indenter. A reference point was defined to manipulate the translation of 
the indenter. The analysis was carried out under the displacement control without friction between 
the contact surfaces. Fig. 3 shows the mesh used in the analysis. The length of the whole mesh 
square is 30 micrometer. Finer meshes near the indenter were created to be able to describe the 
deformation and stress gradient below the indenter with sufficiently high accuracy. The base of the 
square was completely constrained, and the nodes along the center line were constrained in the 
horizontal direction due to axi-symmetry. 
 

 
 

Figure 3. Mesh used in the finite element simulations 
 
3.2 Elastoplastic material model 
 
Due to the negligible heat affect zone, the fusion zone was assumed isotropic and homogeneous. A 
one-dimensional constitutive relation for the linear elastic, power law plastic material indicated in 
Eq. 1 was applied to describe the stress-strain relationship, 
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 , y ,                                   (1) 

where parameter σy is the initial yield stress, E represents the Young’s modulus, K is the strain 
hardening coefficient and n is the strain hardening exponent. Young’s modulus can be evaluated 
based on Oliver and Pharr method [3]. Through adjusting these input material parameters, different 
load-displacement curves can be obtained from finite element simulation. By comparing FE 
load-displacement curves with the experimental one, the best match should represent the correct 
input of material parameters, as shown in Fig. 7. 
 
3.3 Simulation results 
 
Fig. 4a shows the Mises stress distribution at indentation depth 1.94 µm. The stresses in the right 
part of the sample square are nearly zero, which means that the dimension of the sample square is 
enough and the boundary effect could be neglected. After unloading as shown in Fig. 4b, 
compression residual stresses could be found beneath the indenter tip. 
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As shown in Fig. 5, a load-displacement curve obtained by inverse nano-indentation analysis was 
compared with the measured load-displacement curves. Using the assumed linear elastic, power law 
plastic model, the simulated load-displacement curve cannot exactly match the shape of test curve. 
Simulated curve intersects with test curves, lower in small indentation depth and higher in large. 
The maximum load predicted matches that of experiment to within 5%.  
 

  
(a)                                           (b) 

Figure 4. Mises stress distribution under loading (a) and unloading (b) conditions. 
 
 

 
Figure 5. Comparison of load-displacement curves 

 
3.3 Tensile test verification  
 
Because of irregular weldment shape and narrow width, the weldment material properties cannot be 
obtained from a simple tension test. The nominal tensile curve of the welded specimen was 
determined from the uniaxial tension. The nominal strain was measured based on gauge length 
l0=12mm. Using of the weldment material parameters indentified from the nano-indentation, FE 
simulations for the tensile test were carried. Comparison between the experiment and computation 
is shown in Fig. 6.  
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A quarter symmetry model was built for computation of local stresses and strains. Due to 
material difference between base metal and weldment, strains and stresses can be discontinuous on 
the fusion boundary. Maximum effective plastic strain at the 1250MPa nominal loading stress 
appears in the center of the weldment, while the maximum Mises stress on the maximal loading is 
localized on the fusion boundary. This coincides with the test, in which the plastic deformation 
occurs on the weldment. A comparison of nominal stress-strain curves between FEM simulation 
results with the experiment was carried out in Fig. 6. Calculated nominal strain was determined 
based on the initial gauge length of 12mm. A good correlation was obtained. The elastic moduli 
from base material, weldment material are nearly the same as the nominal behavior. Due to 
different yield stress of welding material, the nominal yield tensile stress is lower than base material. 
Yield will first occur in the weldment.  
 

   
Figure 6. Comparison of tensile stress-strain curves. 

 
 
4. Fatigue Life Prediction 
 
4.1 Extended Cruse-Meyer model 
 
The Cruse-Meyer model [15] includes both cyclic strain range Δε and mean stress σm as variable 
for predicting fatigue life in an explicit power law form for the uniaxial loading, 

mCB
f AN σε 10Δ= ,                                 (2) 

where A, B, C are specific model parameters, σm is the mean stress, Nf is the number of cycles to 
failure, Δε is the strain amplitude. The Cruse-Meyer model is simple and practical for engineering 
application due to its explicit expression form. 

The model can be extended to multiaxial fatigue by combining it with the critical plane concept. 
This critical plane concept postulates that fatigue cracks initiate and grow on certain planes where 
the material is mostly damaged [16]. Taking the concept of the Cruse-Meyer model, material failure 
under stress multiaxial state is described by the maximum normal strain range and the mean normal 
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stress acting on the maximum normal strain range plane. The extended Cruse-Meyer model is 
expressed as 

meannCB
f AN ,10)( max

σεΔ= .                          (3) 

Obviously, this equation is identical with the original Cruse-Meyer model. 
  In this work the parameters A and B are from the fitting of local strain-life curve of weldment at 
R = -1. And parameter C can be estimated at R = 0.1. In order to obtain the local stress and strain, 
FE computations were conducted for cyclic loadings with isotropic hardening assumed. Material 
properties were from previous analysis. Fig. 7 presents comparison between the predicted fatigue 
lifetime with the experimental results. All data are within the scatter band with a factor of 2.  

 

 
 

Figure 7. Fatigue life comparison results based on Cruse-Meyer model 
 
4.2 Notched Fatigue Prediction 
 
Even under uniaxial cyclic loading, the presence of a hole will cause a local multiaxial stress fields 
near the notch root, axial and circumferencial strresses. Below the root surface the stress state is 
general bi-axial tensile loading mode, although the axial tensile stress dominates. Additionally, the 
stresses and strains vary with the distance substantially. Hence, the multiaxial fatigue models find 
application to analyze the problem. The prediction from the extended Cruse-Meyer model is listed 
in Table 3, based on the local stresses and strains at the notch root surface. The parameters ABC are 
taken from the previous smooth fatigue analysis. Obviously, the prediction is too conservative in 
comparing with experiments.  

Combining the extended Cruse-Meyer model with the critical distance method should improve 
the prediction. Two criteria, i.e. PM based and LM based, can be defined as 

d
CB

dp
meannAN ]10)([ ,

max,
σεΔ= ,                               (4) 
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One key issue in the critical distance method is determining the critical distance, d. Until now 
there is no effective method except searching to determine the critical distance for elasto-plastic 
problem. The most popular method is to determine the distance by minimizing the deviations 
between prediction and experiments. For instance, one may use the least square method to minimize 
||Np,d-Nf|| or ||Np,l-Nf|| and to find the most appropriate distance. It follows that the critical distance 
for the PM is 0.437mm and 0.7mm for the LM. Generally, one may assume that the distance should 
be independent of loading ratio and temperature. 

Table 3 lists the results for Cruse-Meyer PM and LM models. Results confirm significant 
improvement in predictions, in comparing with prediction results at root surface. The critical 
distance concept introduces a new variable into the model and makes it more flexible. However, 
applicability of it needs more detailed experimental and computational efforts. From the results we 
can observe LM predicted a little better than PM. 

 
Table 3. Notched fatigue life comparison results 

Notched 
Specimen No. 

Experimental 
Life (cycles) 

Predicted Life (cycles) 
Root Surface PM, d=0.437mm LM, l=0.7mm 

1 16201 923 12351 12450 
2 31248 2439 44232 38132 

    
5. Conclusions 
 
It’s been shown that the strength of Inconel 718 EB weldment is lower than that of the base metal, 
the weldment material properties cannot be obtained from simple tension test. Nano-indentation 
tests are useful to investigate the mechanical properties of weld joint. By assuming a power law 
plastic model, the elastoplastic properties of weldment material were derived from inverse 
nano-indentation analysis with help of finite element simulation. To verify the results, a comparison 
of nominal stress-strain curve between calculated and test results was carried out. The accuracy of 
the results is satisfactory.  
  To predict the fatigue life of weldment, the simple Cruse-Meyer model was extended to 
multiaxial fatigue directly and applied for this prediction. The predicted smooth fatigue lives were 
found to agree with the experimental data. Combining it with the critical distance concept provides 
a reasonable prediction for notched specimen fatigue. The basic assumption here is that the critical 
distance should be constant for the specific material and fatigue model which has to be verified 
further. Empirical determination of the critical distance needs to be refined. 
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Abstract  The multi-field coupled analysis, a higher precision, is an interaction effect among the fluid, the 
structure strength and the thermal on the turbine design. Considering the coupled effect in the 
multidisciplinary optimization design (MDO) could further excavate the design potential and improve the 
optimization precision on the turbine. Thus the paper firstly shows the automatic process of the fluid-solid 
closely coupled analysis method based on the ALE which would be the foundation of the turbine MDO. The 
comparison between the analysis result of the couple and the single discipline on the turbine blade proves the 
transdisciplinary influence each other. Based on kinds of the different precise analysis methods, this paper 
secondly puts forward the multiple-precision strategy in order to balance the cost and the precision on 
turbine MDO. This strategy studies the variable complexity method (VCM) which is improved by the 
two-point scale function and the periodic updating technology and three kinds of precise models including 
the fluid-solid closely coupled analysis, the single discipline analysis and the approximate equation. The 
strategy solves the difficulty of disciplinary decoupling and coordination by the collaborative optimization 
(CO) strategy. Finally, the new strategy could finish the turbine MDO with acceptable performance. 
 
Keywords  fluid-solid closely coupled analysis; multidisciplinary design optimization (MDO); variable 
complexity method (VCM); collaborative optimization (CO) strategy; turbine design; 
 
1. Introduction 
 
Turbine blade working in the environment of the high temperature, high pressure and high 
centrifugal force is a typical component involving the multidisciplinary and the multi-flied coupled 
design. The MDO as a new design idea could design complex structure by adequately exploring the 
interaction mechanism between disciplines [1]. The previous MDO established on the foundation of 
the discipline analysis and completed the design process through decoupling and coordination 
among disciplines. Thus, the accuracy of the discipline analysis is an important factor on the MDO. 
 
The development of the fine design contributes to further excavate the design potential on the 
engine. A single disciplinary numerical analysis is not accurate enough to discover some exact 
design problem which would improve the performance. The coupled analysis [2, 3] is a main 
method to achieve a high precision which has been the goal pursued by engineer and academic on 
the turbine. The fluid-solid couple, a crossed discipline between the fluid and the solid, is 
particularly prominent on the turbine blade. Its feature is that the structure generates deformation 
under the action of the fluid load while this deformation in turn affects the flow field. Making clear 
the relationship of the fluid-solid couple is conducive to further excavate the design performance. 
 
If the coupled analysis was applied on the MDO, it would provide the favorable safeguard of the 
numerical precision for the engine design. However, previous study has shown that the coupled 
analysis has a high cost and numerical noise which would be serious influence on MDO cost, even 
convergence. Recently, the blade has developed various precision methods, such as the approximate 
equation which is low precise, the single discipline analysis and the discipline coupled analysis. The 
characteristics of the low precision are low cost and low numerical noise. How to organize these 
different accuracy analytical methods and fully express their advantages is a key content on greatly 
increasing the efficiency and accuracy of the blade MDO. The variable complexity modeling (VCM) 
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[4] could manage various models so that it could balance the cost and the precision of the MDO [5], 
and get a feasible optimal solution and avoid numerical noise. Nevertheless, the VCM also exist 
some shortage in the organization, so some improving methods are required. 
 
Recently the MDO has made a great progress in some technology, but a lot of theory and methods 
which still stay in academic research stage without verification on complex engineering system 
design could have distance with the practical application. Therefore, this paper, in view of the 
aero-engine turbine and the high precise coupled analysis, will fully discuss the MDO method of the 
complex structure, which not only has very important significance and challenging but also 
provides certain technical support for the development of aero-engine. 
 
2. Turbine Fluid-Solid Coupled Analysis 
 
2.1. ALE Problem of Fluid-Solid Couple 
 
For the coupled problem, the most difficulty lies in the unified coordinate system and the 
coordination of two phases interface. The Solid habits using the Lagrange coordinate system with a 
view to the particle, while the fluid uses the Euler coordinate system with a view to the space point. 
The descriptive differences could not be distinguished on a little movement problem, but is very 
complicated for big movement and nonlinear problem. The ALE (Arbitrary Lgrangian-Eulerian) 
method which Hirt puts forward to describe the free liquid in 1974 has been widely used [6]. It 
provides an efficient way connecting the Laplace system in solid with the Euler system in fluid. The 
ALE coordinate system could move in the space motion by any speed. If its velocity is zero, that is 
Euler system. If the speed equals to the particle velocity, that is namely the Laplace system. Thus 
the ALE coordinate system provides a unified description for two kinds of coordinate system. 
 
This paper describes the fluid field in the ALE. The spatial domain uses the finite element discrete 
format, while the Navier-Stokes equation adopts the substep calculation format in the time domain. 
The fluid-solid closely coupled based on the ALE can combine the ANSYS with the CFX to 
complete iterative computation. When they solve in sequence, the interface need transfer the 
pressure from the fluid to the solid, and then transfer the displacement to fluid. This method 
considers the interaction between fluid and solid, so the accuracy is relative higher. 
 
2.2. Dynamic Grid Technology and Coupled Step Settings 
 
Because of the moving interface, the discrete equation of the fluid field must allow the grid mobile 
and the grid deformation. There are two kinds of the way [7-10]. The first one is named mesh 
fairing method dealing with the small mobile. This operation pulls and extrudes the grid in a small 
range displacement. That could be realized by solving the Laplace's equation. If the grid 
deformation is serious, the mesh fairing method is not enough to provide the high quality grid. In 
other case, the new grid must be established in maybe different grid topology. The variable value 
will be interpolated to the new nodes next time step. Because the grid nodes are inconformity before 
and after remeshing, the interpolation inevitably would produce the error. The remeshing cost is 
huge for hundreds of thousands nodes, so the efficiency could drop. Then, if the deformation is not 
a lot, for example that the maximum deformation in this paper is less than 1.4 mm (analysis data), 
the small-scale coupled timestep could solve the dynamic grid problem with the first method. Every 
coupled variable transfers more smoothly by the small-scale coupled timestep.  
 
Usually, a blade employs the corresponding period of the first order natural frequency as the total 
timestep. The first order natural frequency is 723.522Hz. Its corresponding period is 0.00138s. Then 
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this value is discrete for 10 steps as the coupled sub-timestep. The total time of the solid analysis 
and the fluid analysis should be same as the coupled time. 
 
2.3. Process of Fluid-Solid Coupled Analysis Based on ALE 

ANSYS
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controler
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Figure.1 Process of the fluid-solid closely coupled analysis 

Considering the inheritance of the analysis method, the paper establishes the flow of a fluid-solid 
closely coupled analysis on the turbine blade shown in figure 1, when the method of the parametric 
FE modeling based feature solves remeshing on the solid domain. The solid domain uses the 
ANSYS, while the fluid domain employs the CFX. The research process is steadily forward when 
every solver gets convergence. The mesh fairing method solves the mesh move. The coupled 
control does not only solve the conversion between the Eulerian coordinate system and the 
Lagrange coordinate system, but also transfers the pressure and the solid displacement. The MFX 
controller links solution files of two domains. The CFX.def contains fluid domain solver, while the 
solid domain file is divided into the model file (Solid.cdb) and the coupling file (Solid.dat). Finally, 
a batch is employed to call for each module of the process. 
 
3. MDO technologies 
 
The basic idea of the VCM [11] is: how to effectively use various precise models and bring the 
feasible solution based on the less cost. The traditional VCM mainly concentrated in both of the 
high and low precise analysis. The low precise model could improve the optimization efficiency, 
while the high precise analysis is responsible for introducing the correction factors which would 
enhance the precision of the results from the low precision during the cycle. Meanwhile, the 
correction factor is updated after several optimization iterations called interval method [12]. Thus it 
could be seen that the traditional VCM mainly includes two kinds of precision, the correction factor 
and the interval method. The paper will modify these three aspects so as to enhance the model 
management ability and adapt the higher precise method. 
 
3.1. Various precise models 
 
Set x  as design variable. h ( )f x  indicating the response of the coupled analysis in this paper is 
the high precise results; l ( )f x  on behalf of the single discipline analysis response is the moderate 
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accuracy analysis results; r ( )f x  is the result of the response surface method belong to the low 
precise model. First of all, the medium accuracy analysis l ( )f x  computes design points picked out 

by DOE, and the initial correction factor corrects them as h ( )f x . This group of data could construct 
the initial optimization object and constraints, r ( )f x , which would be used in optimization cycle; a 
correction factor is get by contrasting the high precise analysis h ( )f x  with the medium precise 
analysis l ( )f x , and the correction factor could be updated in the optimization process. 
 
3.2. Periodic Updating Method 
 
The correction factor in the traditional VCM could be updated once in several times cycle on the 
interval method. This method reduces the calling number of the high precise model on the 
optimization, so it does not only ensure the accuracy and also the efficiency. However, the interval 
method is often lack of rationality in the search space. For example, the difference between high 
and low precise analysis could not be constant in design space. When the difference tends to 
perhaps stable, the interval should be adopted large. When the difference has great fluctuation in the 
certain design space, the interval may be small. Therefore, the constant interval could not meet the 
fact. Therefore, it is worth studying problem how to properly use the high precise model to 
reasonable correct the low precise model. 
 
This paper shows a new method called the periodic updating method. When the initial approximate 
function achieves convergence, the variable records as 1x∗ . Meanwhile, the correct factor could be 

computed, when h 1( )f x∗  and l 1( )f x∗  is obtained by two kinds of precise analysis. New h 1( )f x∗  
would be get by correct factor and added to the previous database. Then the approximation function 
would be reframed by the least square method from the updated database. The correct function and 
the approximate function reframed synchronously after the inner convergence provides a relative 
better time calling the high precise model in the periodic updating method. 
 
3.3. Two-Point Scale Function 
 
The correct method of ( )lf x  is called the scale function. Presently, the kinds of the correct factor 
have the additive factor and the multiplication factor, as well as their high order form, so the scale 
function are often divided into the addition scale function and the multiplication scale function. The 
value of 0( )hf x  and 0( )lf x is obtained at the initial point 0x . The formula (1) could get a constant 
addition factor. The subscript "0" means the initial. The multiplication factor is as formula (2): 

0 0 0( ) ( ) ( )h lx f x f xα = −           （1） 

0
0

0

( )( )
( )

h

l

f xx
f x

β =                 （2） 

The result of the approximate function will be corrected as ( )hf x  in the loop. The approximation 

of the ( )hf x  is expressed as the formula (3) and (4) at its design point x . The ( )hf x  obviously 
contains the information of the high accurate analysis and simplifies calculation process by the 
approximation model. ( )hf x  represents the data to construct the approximation function. 

0( ) ( ) ( ) ( )h h lf x f x f x xα≈ = +        （3） 

0( ) ( ) ( ) ( )h h lf x f x f x xβ≈ =          （4） 
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The addition scale function and the multiplication scale function do not make the full use of the 
high precise numerical results in the whole optimization process. They use only the high precise 
analysis results of a point. The previous high precise analysis result is difficult to reflect in the 
subsequent scale function. This paper introduces the two point scale function which combines the 
multiplication factor and the additive factor. At the initial point 0x , the two-point scale function 
displays for the formula (5); similarly, the scale function is formula (6) at 1x∗ . 1α  and 1β  is 
solved from the formula (5) and formula (6) simultaneous as formula (7). 

0 1 0 1( ) ( )h lf x f xβ α= +         （5） 

1 1 1 1( ) ( )h lf x f xβ α∗ ∗= +         （6） 

1 0
1

1 0

1 1 1 1

( ) ( )
( ) ( )

( ) ( )

h h

l l

h l

f x f x
f x f x
f x f x

β

α β

∗

∗

∗ ∗

−
=

−

= −

        （7） 

Accordingly, when the i th approximation function achieves convergence in inner loop, the 
( )h if x∗ and ( )l if x∗  is obtained by calling the high and medium accuracy analysis at the design 

point ix∗ . The optimal solution 1ix∗
− , the corresponding 1( )h if x∗

−  and 1( )l if x∗
−  could be also gain 

in the 1i − th inner loop. Therefore the iα  and iβ  could be list in the formula (8) and (9) : 

1 1( ) ( )

( ) ( )
h i i l i i

h i i l i i

f x f x
f x f x

β α

β α

∗ ∗
− −

∗ ∗

= +

= +
      （8） 

1

1

( ) ( )
( ) ( )

( ) ( )

h i h i
i

l i l i

i h i l i

f x f x
f x f x
f x f x

β

α β

∗ ∗
−

∗ ∗
−

∗ ∗

−
=

−

= −

        （9） 

Where iα  is the additive correct term, and iβ  the multiplicative correct term. The two-point scale 
function inherits the former and later value of the high precise results, and need not calculate the 
additional derivative information. Thus the computational efficiency and precision are ensured 
simultaneously. Therefore, before the start of the 1i + th inner loop, the original data will be 
corrected in accordance with the formula (10).  

( ) ( )j j
h i i l i if x f xβ α= +         （10） 

Where i  stands for the number of inner loop executed; 1j n=  , n  is the total number of 
sampling point. Then the value of ( )j

h if x 1j n=   could construct the approximate function 

1( )R if x +  of objects and constraints in the 1i + th inner loop by the least-squares regression method. 
 
3.4. Multiple-Precision Optimization Strategy 
 
The collaborative optimization (CO) strategy [13, 14] need usually call a large number of discipline 
analyses. That means very expensive cost. Because the extra compatible constraint is optimization 
target in subsystem layer, the cost further increases. The CO efficiency has been improved by the 
approximation method [15], which is a good solution for the interdisciplinary relatively independent. 
However the inherent couple of the turbine blade does not reflected in a previous study. The 
discipline coupled analysis stands for the development of the high precise numerical method. 
Compared with the single discipline analysis, the closely coupled analysis need consume more cost. 
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Figure.2 Multiple-precision optimization strategy 

The figure 2 shows the multiple-precision optimization strategy which is the CO strategy referring 
the couple on the turbine blade MDO. This strategy will employ the coupled analysis into the CO 
strategy by using VCM technology. The way does not only improve the precision, but also makes 
the optimization results with the higher feasibility. The system level optimizer connects two 
sub-system optimizers which are used for processing the structure strength optimization and the 
fluid optimization. The database of the discipline 1 and discipline 2 contains their discipline 
analysis response and the corrected result at every DOE points. The object and constraint function 
in the sub-system optimizer is gain by the least square method at the database. The characteristic of 
fig.2 is nesting a CO strategy in the systemic loop. The optimal value of the CO will accept the 
aerodynamics analysis, the structure analysis and the flow-solid closely coupled analysis. The 
former two belong to the medium precision analysis. The latter's response data provides the scale 
function for the former two. Therefore the CO strategy is skeleton. The various precise methods are 
the core, and the VCM is the organization mode joining each element. The difference value of the 
high precision analysis, 3

h 1 h( ) ( ) 10i if x f x∗ ∗ −
+ − ≤ , is less than 310− as the convergence criterion. 

 
4. Coupled Analysis and MDO on the turbine blade 
 
4.1. Model Parameters 
 
The structure includes a shroud and a blade whose parameters are shown in figure 3 [16]. The nine 
shroud parameters are empirically chosen in this optimization, while this paper chooses six blade 
parameters which are the axial length ( 1DZ , 2DZ and 3DZ ) and installation angle ( 1γ , 2γ and 3γ ) on 
three sections of the hub, middle, and tip are blade parameters, as shown in fig.4. They have more 
influence on the aerodynamic performance. Constructing approximation of the fluid discipline 
needs at least 28 DOE points for the aerodynamics analysis. The approximate equations of the 
structure discipline need at least 136 DOE points. Design variables are { }1 2,X X X= , including: 
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{ }
{ }
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2 1 2 3 1 2 3

, , , , , , , ,

, , , , ,Z Z Z

X x x x x x x x x x

X D D D γ γ γ

=

=
  （11） 

 

Figure.3 Parameters of shroud 

                
Figure.4 Parameters of a section                Figure.5 Convergence process of the close  

                                          coupled field on the standard working speed  
4.2. Result Analysis of Coupled Calculation on Turbine Blade 
 
Fig.5 shows the convergence curve of the fluid-solid closely coupled analysis at the standard 
working speed on turbine blade. The result of the steady state aerodynamics calculation conducts 
the initial condition for the coupled analysis. This way is in favor of convergence. It could be seen 
that several important indexes of the fluid field has reached convergence after three big shocks 
which respectively represent the process transferring three times of coupled data. The three shocks 
also reveal that the distortion of the structure has great influence on the flow field. 

Table.1 Result contrast between the closely coupled analysis and the aerodynamics analysis 
 Max temperature(K) Min temperature（K） Max pressure（Pa） efficiency 

Aerodynamics 1332.11 853.625 603182 87.4964 
Closely coupled 1339.07 889.327 599312 88.1004 
Absolute error 6.96 35.702 -3870 0.604 
Relative error 0.5225% 4.1824% -0.6416% 0.6903% 

Table 1 shows the calculation results of the closely coupled field and the single fluid field at the 
work speed. It could be found that the coupled field has the higher isentropic efficiency and the 
mass flow. The statistical results show the difference of minimum temperature is 35.702 °. The 
relative error of the maximum pressure and max temperature is respectively 0.64% and 0.5225%. 
 
Further comparing the stress and displacement before and after couple, table 2 gives the calculation 
results of the maximum displacement and maximum stress under various kinds of loads. 
Additionally, the centrifugal load and the aerodynamic load are separately considered. The 
aerodynamics load (A) is from the closely coupled analysis. The maximum stress of the closely 
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coupled analysis is 593.548MPa located in the blade root trailing edge. In the aerodynamics load, 
the maximum stress is 43.016 MPa, which is much less than the value, 552.697MPa, under the 
centrifugal load condition. From magnitude, the displacement and the stress in the coupled 
calculation is equivalent to the total effect of the centrifugal load and the aerodynamics load. 

Table.2 Contrast of the maximum displacement and stress under different load condition 
Load type Max Von Mises stress（MPa） Max displacement（mm） 

blade shroud blade shroud 
Centrifugal load 552.697 433.24 1.348 1.5348 

Aerodynamics load（A）  43.016 —— 0.09335 0.09916 
Centrifugal load +（A） 593.548 435.944 1.411 1.613 

4.3. Optimization Model of Turbine Blade Based on CO Strategy  
 
The turbine blade adopts the DZ125 materials. The material requires that the equivalent stress is not 
more than 75% 0.1σ , the maximum stress of the joint is not more than 60% 0.1σ , and the contact 
stress is less than the allowable pressure stress. The temperature of the material is restricted to 
1273.5K and the mass flow ( mf ) limited in range [ ] 1102.5,112.5 ( . )kg s− . Additionally the radial tip 
elongation is not more than 0.01m. Those are constraint condition, definited 1 2{ , }Y Y Y= , where Y  
is the system response value, 1Y  the response value of the structure strength discipline, 2Y  the 
fluid discipline response value, as formula (12). The object function adopts the weighted sum of the 
isentropic efficiency and the total mass in the formula (13): 
 

1

2

{ , , , , }

{ , }
tip shroud chamfer blade contactY dx

Y mf T
σ σ σ σ=

=
    （12） 

1 2 0

1 2
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( ) ( ) * ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
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m X m X m X
m X m X m X

η= +
 = +
 = +

    （13） 

 
Where ( )Xη  is the isentropic aerodynamics efficiency function, ( )m X  the quality function of 
the shrouded blade, 0 ( )m X  the initial model quality of the shrouded blade. The subscript 1 is the 
blade and the subscript 2 is shroud. 1W  and 2W  is the weighted factor, respectively taking 0.7 and 
0.3. The MDO model of the turbine shrouded blade can be wrote as formula (14). 
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Figure.6 Optimization algorithm structure based on the CO strategy 

Figure 6 shows the optimization algorithm structure of the blade MDO based on the CO strategy. 
, 1 7Rig i =   stands for the approximate function. ( )Rm X  and ( )R Xη  respectively represent 

two sub-system targets. ε  is the permissible error of compatible constraint taking 310ε −= . 
 
4.4. Optimization Results Analysis 
 
The paper establishes the multiple-precision optimization strategy. Present three kinds of analysis 
model on turbine blade have embodied in the CO framework by the VCM methods. The figure 7 
describes shape changes in the blade root, middle and tip. Table 3 is the numerical response contrast. 
Under the constraints, the total mass drops 6.68% and the blade efficiency increases 5.55%. 

 
Figure.7 Compared shapes before and after optimization at the hub, mid and tip section 

Table 4 shows the optimization cost of the shrouded blade. "——" represents none in the table. 
Because the approximate function runs quickly, the cost of the inner loop is not easy to statistics 
indicated with "......". From the table, major time consumption comes from the DOE, the calling 
number and the number of the inner loop, total of which is 7163 minutes (518+1665+4980), while 
the approximation function and updating overall occupies only 38 minutes (7201-7163). It shows 
that the approximate function could greatly improve the efficiency in optimization process. Because 
the fluid-solid closely coupled analysis costs very huge, the calling number directly affects the 
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efficiency. The time consumption from the high precise analysis is about 4980 minutes, accounting 
for nearly 70% of the total time cost. The method pays some cost. However for accurate turbine 
blade design, the high precise numerical method is indispensable on the optimization. Considering 
the efficiency, the paper calculates the correction factor to correct the approximation function so 
that the optimal value could have the high precision and high feasibility. 

Table.3 Result before and after optimization on shrouded blade 

1 2{ , }Y Y Y=  Constraints Initial value Optimal value Effect 

 

 
Strength constraints 

( 1Y ) 

xtipd /MPa 0.0035 0.00295 -15.71% 

shroudσ /MPa 435.024 450.3 3.51% 

chamferσ /MPa 270.125 295.364 9.25% 

bladeσ /MPa 593.141 575.364 -3.00% 

contactσ /MPa 80.1019 105.673 +31.92% 

Aerodynamics constraints 
( 2Y ) 

fm / 1.kg s−  107.363 106.825 -0.50% 

T /K 1234.86 1187.75 -1.3% 

 Object Initial value Optimal value Effect  
Strength object ( )m X /g 203.27 189.7 -6.68% 

Aerodynamics object ( )Xη  0.874964 0.92353 5.55% 

Weight object ( )F X  1.100 1.0379 -5.65% 

Table.4 Cost of multiple precision MDO strategy on turbine 
Discipline Analysis type Model  

accuracy 
DOE 

number 
Calling  
number 

Cycling  
number 

Cost  
（min） 

Strength Strength analysis medium 136 8 —— 518 
Approximation low —— —— 9528 …… 

Aerodynamics  Aerodynamics analysis medium 28 8 —— 1665 
Approximation low —— —— 6864 …… 

Couple closely coupled analysis high —— 9 —— 4980 
—— Total cost 7201 
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Figure.8 Convergence curve of the Compatibility constraints 1 2,J J∗ ∗  on the system layer 
The compatibility constraint is an important index measuring convergence in the CO strategy. Fig.8 
shows the convergence curve of the compatibility constraint 1 2,J J∗ ∗ during the system layer. J1 
represents 1J ∗  and J2 represents 2J ∗ . Because the value has huge difference, two kinds of 
longitudinal axis are adopted. The eight convergence phases show that the whole process constructs 
and updates 8 times of the approximate function. Because the 1i + th optimization starts with the 
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optimal value of the i th optimization, the 1J ∗  and 2J ∗  of the 1i + th optimization is obviously 
smaller than them in the i th optimization (initial value in the 1i + th time is much better), and 
converges faster. Each value in the database is revised by the high precise analysis in inner loop. 
Thus the approximation function has greater change (see figure 8). That is the main reason that this 
strategy needs more internal optimization, namely calling more number of the high precise analysis. 
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Figure.9 Initial target approximate function, the 8th corrected and updated, and only updated target 

approximate function at 9x  
Figure 9 shows the initial target approximate function (C1), the 8th corrected and updated 
approximate function (C2), and 8th only updated target approximate function (C3) at 9x . The C2 
parabolic axis of symmetry has obviously offset in relative to the C1 curve, while the C3 has the 
almost same axis with the C1, but its parabolic top is little different. The change of the parabolic 
axis just comes from the high precise analysis result which corrects the lower precise analysis. 
 
Conclusion 
 
This paper firstly explores the current fluid-solid coupled algorithm on the turbine design. 
According to the principle of the ALE with existing commercial software, the dynamic grid 
technology of the blade fluid domain is realized by the small coupled step length and the mesh 
fairing method. Then combining with the previous remesh technology, the paper establishes the 
process of the turbine blade fluid-solid closely coupled analysis based on the ALE. 
 
Further the multiple-precision optimization strategy is established. The high precision of the 
fluid-solid coupled analysis should be applied to the turbine blade MDO to improve the design 
accuracy. Because of the huge cost of the high precise analysis, this paper studies the VCM methods 
from three aspects which are various precise models, the periodic update and the two point scale 
function in order to improve the efficiency and accuracy of the optimization. The VCM introduces 
the high, medium and low precise model into the MDO. The method of the periodic update properly 
employs the high precision model to reasonable correct the low precision model. The two point 
scale function adequately utilizes the high precise analysis of the optimization process to correct the 
result of the low precise model. 
 
Finally, comparing the calculated results before and after coupling, the paper detailedly analyses the 
influence of disciplinary couple. Introducing the structural displacement, the total efficiency of the 
coupled field is slightly higher than single fluid analysis; the aerodynamic force is much smaller 
relative to the centrifugal force, the maximum equivalent stress of the closely couple is probably 
equivalent to the sum of individual effects of the aerodynamic force and centrifugal force. 
Additionally, the paper lists the optimal value on the multiple-precision optimization strategy. The 
result ensures the precision and efficiency of the turbine blade MDO after the optimization method 
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only calls nine times of the high precise analysis. 
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Abstract  Advanced biomass, biomass co-firing in coal-fired and future advanced USC coal-fired power 
plants with high efficiency require the materials to be used at even higher temperature under higher pressure. 
The reliability and integrity of the material used are therefore of concern. In this study, the influence of 
ageing at temperatures up to 700°C for up to 3 000 hours on the toughness of two advanced heat resistant 
austenitic steels and one nickel alloy are investigated. The influence on toughness due to differences in the 
chemical composition as well as the combined effect of precipitation and growth of the precipitates has been 
analysed by using SEM techniques. The fracture mechanisms that are active for the different ageing 
treatments are identified as a function of temperature and time. Local approach methods are used to discuss 
the influence of the precipitation and growth of precipitates on the toughness or fracture in the different aged 
materials. 
 
Keywords  High-temperature, ageing, toughness, austenitic stainless steel, nickel base alloy 
 

1. Introduction 
 
Renewable and more efficient energy resources such as biomass, biomass co-firing in coal-fired 
power plants and future advanced ultra-super critical (AUSC) coal-fired power plants for 
sustainable energy production are greatly desired. To increase efficiency higher temperature and 
pressure are used. Today austenitic stainless steels are commonly used as structural material in 
these power plants and they need to have good reliability and structure integrity with respect to the 
higher temperature and pressure [1, 2]. 
 
High-temperature long term ageing provides a range of precipitates that differ with ageing 
conditions and alloy composition. Precipitates from ageing of austenitic stainless steel and nickel 
base alloys have been studied by others [3-7]. Austenitic stainless steels are expected to provide 
reliable service for 30 years or more [3]. Their detailed mechanical properties are dependent on the 
stability of the microstructure particularly the formation, dissolution and coarsening of participates.  
In this study the influence of precipitation and growth of precipitates on toughness due to different 
compositions and high-temperature treatment are investigated. 
 
2. Materials and experimental details 
 
2.1. Materials 
 
The experiments were conducted on two austenitic stainless steels (AISI 304 and Sanicro 28) and 
one nickel base alloy (Alloy 617), supplied by Sandvik Material Technology, see table 1 for 
nominal compositions in wt%. The materials are heat treated for normalizing. 
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Table 1. Compositions for the different materials in wt%. 
Material C Si Mn Cr Ni W Co Cu N Mo Fe 

AISI 304 0.06 0.3 1.4 18.5 8.2 - - - - - Bal. 

Sanicro 28 0.02 0.43 1.83 27 31 0.02 0.09 0.9 0.05 3.4 Bal. 

Alloy 617 0.1 - - 22.5 53.8 - 12 - 0.5 9 1.1 
 
2.2. Ageing and toughness tests 
 
Standard sample with a dimension of 50x10x10mm (EN 10045-1) was used. The samples were 
aged at 650°C and 700°C in air-environment for 1000 and 3000 hours before the toughness testing. 
Impact toughness test has been performed at room temperature (RT), two to three samples at each 
temperature were tested. 
 
2.3. Scanning electron microscope investigation 
 
For the microstructural investigation of deformation and fracture behaviour scanning electron 
microscopy (SEM), electron channeling contrast imaging (ECCI) and an energy dispersive x-ray 
system (EDS) were used. An HITACHI SU-70 FEG-SEM and a Zeiss Sigma FEG-SEM were used 
to perform these microstructural investigations. ECCI uses the orientation dependence of the crystal 
lattice planes with respect to the incident electron beam to generate an image using backscattered 
electrons. Dislocations create small distortions in the crystal lattice which affect the backscattered 
electron intensity, allowing the imperfection to be imaged as a contrast change [8]. 
 
3. Results 
 
3.1. Toughness test results 
 
Table 2 shows the results of the impact tests, which reveals two different responses. The nickel base 
alloy, Alloy 617, is ductile at all ageing conditions and is more ductile than both austenitic stainless 
steels at all conditions. It seems that the impact toughness increases with both increasing 
temperature and longer times, but is affected more by temperature according to the energy 
differences in table 2. For the two austenitic stainless steels the impact toughness decreases with 
both increasing temperature and longer times. For AISI 304 the temperature has the biggest 
influence on the impact toughness. The material becomes brittle when the material has been aged at 
700°C. Sanicro 28 has relatively high impact toughness at both 650°C and 700°C for 1000 hours, 
but the impact toughness decreases with increasing temperature, especially at 700°C, the material 
becomes brittle for about 3000 hours. 
 

Table 2. Energy for each alloy at different ageing times and temperatures. 
Material Energy [J] 

650°C & 
1000h 

Energy [J] 
650°C & 
3000h 

Energy [J] 
700°C & 
1000h 

Energy [J] 
700°C & 
3000h 

Energy [J] 
Reference 
(RT) 

AISI 304 75 31 10 6 243 
Sanicro 28 100 64 50 5 >300 
Alloy 617 127 137 137 151 >300 
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3.2. Precipitates and its influence on the toughness 
 
The toughness is strongly influenced by the precipitates formed during the high-temperature ageing 
process. Table 3 shows the precipitates appearing in Sanicro 28 at the four ageing conditions. 
Comparing table 2 and 3 it is clear that the largest impact toughness decrease for Sanicro 28 (50 J to 
5 J) is due to increasing amount of sigma phase, σ, with needle shape. The σ-phase is a brittle 
tetragonal phase and can differ relatively much in composition and occur at different ageing 
conditions depending on chemical composition of the aged material [3, 9]. This indicates that both 
temperature and time are important for the impact toughness of Sanicro 28. The Cr,Mo-rich 
carbides in Sanicro 28 is probably M23C6 and/or M6C depending on ageing condition [3, 10]. 
Intergranular carbides can be observed in all samples of the tested materials and occur before 
intragranular precipitation. AISI 304 show similar precipitation progress as Sanicro 28, but the 
amount of σ-phase seems to be larger already from the first ageing condition and the needle shaped 
σ-phase appear at all ageing conditions except of 650°C and 1000 hours, AISI 304 also has a larger 
amount of σ-phase with needle shape at each ageing condition [3, 11, 12]. For the nickel base alloy 
Alloy 617, γ´ precipitate is a main precipitate which grows at higher temperature and longer times, 
which probably is the reason for the increase in impact toughness with both temperature and time. 
Compared to non-aged material ductility decreases when the material is aged due to precipitates that 
increases the strength. However, when the precipitates grow larger and are evenly distributed the 
strength decreases and the ductility increases again. Other precipitates that are common but not 
detected by the EDS investigation in this study due to their small size in these ageing conditions is 
carbides as M23C6 [6, 7, 13]. 
 

Table 3. Precipitates of Sanicro 28 for different ageing conditions. 
Ageing condition Precipitates Location of precipitates Shape/amount 
650°C & 1000h Cr,Mo-rich carbides 

σ 
Intergranular 
Intergranular 

Rectangular/large 
Round/small 

650°C & 3000h Cr,Mo-rich carbides 
σ 

Intergranular 
Intergranular 

Rectangular/large 
Round/small 

700°C & 1000h Cr,Mo-rich carbides 
σ 

Inter- and intragranular 
Inter- and intragranular 

Rectangular/large 
Round/small, 
needle/small 

700°C & 3000h Cr,Mo-rich carbides 
σ 

Inter- and intragranular 
Inter- and intragranular 

Rectangular/large 
Round/large, 
needle/large 

 
Figure 1 illustrates how the amount of σ phase affect the impact toughness for these three materials. 
The amount of precipitate is given by ThermoCalc-simulations [14]. The impact toughness is 
decreasing when the fraction of σ phase increases. There are notable differences for the two ageing 
conditions. At the ageing condition, 700°C for 3000h, the impact toughness is much lower than 
other conditions. One of the reasons is that this figure only considers the effect of σ-phase since the 
other phases can also play important roles, another reason is the shape of the precipitates that 
changes from rectangular to needle shaped. Also the ThermoCalc-simulation is only valid for 
equilibrium which not necessarily the samples that have been aged and then impact tested are. 
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Figure 1. Show how the impact toughness is influences by the amount of σ phase at equilibrium after ageing 
at 650°C and 700°C for 3000 hours. 

 
3.3. Fractures 
 
The microstructure investigation reveals that the precipitates strongly affect the fracture behaviour. 
AISI 304 and Sanicro 28 show intergranular fracture after they have been aged at 650°C for 3000 
hours (Fig. 2). However, the fracture morphology is different. Fracture surfaces in AISI 304 shows 
small and shollow dimples, while fracture surfaces in Sanicro 28 are rather smooth. Fracture 
surfaces in the nickel base alloy Alloy617 are still ductile and intergranular fracture is rarely seen. 
 

Figure 2. Pictures showing fracture surfaces from the impact tested samples, a) AISI 304 and b) Sanicro 28, 
both materials have been aged at 650°C for 3000h. 

 
At 700°C, cleavage fracture can be observed in the stainless steels aged for 3000 hours (fig. 3). 
Typically step like or layer cleavage planes are found and some dimples can still be observed at the 
fracture surfaces. 
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Figure 3. Cleavage fracture and elongated dimples from the impact tested samples after ageing at 700°C for 

3000h, a) AISI 304 and b) Sanicro 28. 
 
4. Discussion 
 
As shown previously, ageing at 650°C and 700°C will lead to precipitation of different intermetallic 
phases with different morphologies. Since these materials are hard, stress concentration can form 
around the particles during creep or other deformation process, which leads the formation of local 
cracking or fracture [15]. Four types of cracks can be identified as shown in Fig. 4. 
 
I. Cracks form at the particles within the grains. Due to stress concentration, this type of crack can 
induce cleavage fracture if the matrix is hard or brittle. 
II. Cracks form at the particles at the grain boundaries. This may cause intergranular cracking if the 
matrix is tough or cleavage fracture if the matrix is brittle. 
III. Cracks form along the needle shaped particle. This type of crack can create a high stress 
concentration, which can induce cleavage fracture if the matrix is not tough enough. 
IV. Cracks form outside of grain boundary due to the shift of the cracking particles. This can cause 
both intergranular cracking and cleavage cracking. 
 

 
Figure 4. Precipitation induced cracks, a) AISI 304 aged at 650°C for 3000 hours and b) Sanicro 28 aged at 

700°C for 3000 hours. 
 
For the 304 material, needle shaped sigma phase can precipitate during ageing at 700°C for 3000h 
(Fig. 5a), which can form type III cracks during the impact toughness testing and lead to the 
formation of step type cleavage (Fig. 5b). This leads to low impact toughness.  
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Figure 5. a) Precipitates in the aged 304 material at 700°C for 3000h and b) fracture after the impact 

toughness testing. 
 
At 650°C, grain boundary carbides are the main precipitates (fig. 6a) and type II cracks can form 
during the impact toughness testing, which can lead to the formation of intergranular cracking (fig. 
6b).  Relatively low impact toughness can then be obtained. 
 

 
Figure 6. a) Precipitates in the aged Sanicro 28 material at 650°C for 3000h and b) fracture after the impact 

toughness testing. 
 
Alloy 617 is a nickel based alloy and Ni3(Al,Ti) type of γ’ is the main precipitate in the grains (Fig. 
7a), but grain boundary carbides can also be observed [7]. In this case type II cracks can be 
observed and partial intergranular cracking can occur (Fig. 7b). Since the carbide density at the 
grain boundaries is relatively low, the material can still show good impact toughness. 
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Figure 7. a) Precipitates in the aged Alloy 617 material at 700°C for 3000h and b) fracture after the impact 

toughness testing 
 
The results and discussion above shows that initiation and propagation of fracture in the aged 
austenitic stainless steel is local. They can behave very differently in different materials, as 
explained by the four different crack-types. Local approach to fracture should be applied by 
considering the heterogeneous mechanical behaviors in these two phases. 
 
5. Conclusions 
 
The fracture initiation and propagation in the aged austenitic stainless steel is very local. They 
behave very differently in these materials at high temperature due to different chemical 
compositions affecting nucleation, growth and shape of precipitates. The brittle σ-phase can appear 
in the austenitic stainless steel after 1000 hours at 650°C and then increases in amount. The amount 
and shape have strong effect on the fracture behaviour, where needle shaped σ-phase which mostly 
appear at high temperature (700°C) after longer ageing time (3000 hours) lead to a low impact 
toughness and brittle fractures both locally and on a macro-level in the specimen. The nickel base 
alloy show higher impact toughness with increasing ageing temperature and time. Local approach to 
fracture should be applied by considering the heterogeneous mechanical behaviours in these two 
kinds of materials. 
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Abstract  The effects of thermal aging on the tensile and tearing fracture behavior of carbon black filled 
rubbers with different filler loadings have been investigated in this paper. Thermal aging experiments were 
performed in a convection oven at 70oC and 120oC for various periods of aging time. Measurements of 
tensile strength, stretch to fracture and tearing strength were conducted with a 5943 Instron single column 
materials testing system as a function of aging time and aging temperature. It is found that the initial elastic 
modulus increases with increasing aging time, while the tensile strength decreases with the increase in aging 
time up to 100 hours and then increases when the material aged over 144 hours. The changes in tensile 
strength and stretch to fracture are found to be dependent on aging temperature, the higher the aging 
temperature, the more pronounced decrease in tensile strength and stretch to fracture. From the tearing 
fracture tests, the tearing strength generally is found to decrease with the increase in aging time. 
 
Keywords  Rubber, Thermal aging, Tensile strength, Stretch to fracture, Tearing energy 
 
1. Introduction 
 
Natural rubber is one of the most important elastomers, and its properties are usually reinforced by 
incorporation with carbon black (CB) of varying surface chemistry and aggregate size/aspect ratio 
to suit the application concerned [1]. CB filled rubbers are visco-hyperelastic materials, their 
mechanical properties are time- and temperature-dependent. Thermal aging causes both cross- 
linking and chain-scission. Cross-linking yields usually the increase in modulus and the decrease in 
extensibility of the material. Rubbers are susceptible to oxidative ageing due to their unsaturated 
carbon–carbon double bonds in the backbone. Elevated temperatures usually promote such an 
oxidative ageing [2]. The objective of this paper is to investigate the effect of thermal aging 
degradation upon the mechanical properties of filled rubbers with different CB loadings. The effects 
of aging are measured by the changes in tensile strength, stretch to fracture, initial elastic modulus 
and tear strength. 
 
2. Experimental 
 
2.1. Material and samples 
 
The materials used for mechanical testing in this work are CB filled natural rubber vulcanizates. 
The formulations of the rubber compounds are listed in Table 1.Thin rectangular strips as shown in 
Fig.1, having the length of 100 mm and width of 10 mm, used for uniaxial tension tests are cut from 
a 2 mm thick vulcanized rubber sheet, which is provided by the Zhuzhou Times New Material 
Technology Co., Ltd. in China.  

 
Table 1. Formulations of the rubber compounds (phr) 

Compound NR CB (N330) ZnO Stearic acid Antioxidant Sulfur Accelerator Aromatic oil
A 100 11.2 * 5 3 1 2.5 0.7 3 
B 100 37.6 * 5 3 1 2.5 0.7 3 

* 11.2 phr CB = 5 vol% CB, 37.6 phr CB = 15 vol% CB 
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According to the ISO 34 standard method A, the samples used for tear fracture tests are processed 
into trouser test pieces. Each piece has a cut of depth 40mm, which is made with a razor blade, at 
the center of the width of the test piece in the direction indicated in Fig.2.  

 

  
Fig.1 Test piece for uniaxial tension            Fig.2 Trouser sample for tear fracture testing 

 
2.2. Measurements 
 
We examined the tensile and tear fracture properties of CB filled natural rubbers which have been 
subjected to isothermal aerobic aging. The thermal aging was conducted with a circulated air oven 
at temperatures of 70oC and 120oC for periods of time ranging from 10 hours to 144 hours. Uniaxial 
tension and tear fracture tests were conducted with a 5943 Instron single column materials testing 
system. The effects of aging were measured by the changes in tensile strength, stretch to fracture, 
initial elastic modulus and tear strength. The tensile strength is defined by the ratio of the peak force 
of the force-stretch curve to the reference cross section area. The Initial elastic modulus is the slop 
of the stress-stretch curve at very small stretches. The tear strength sT  is given by the formula 

 s
FT
d

=  (1) 

where F is the median force acting on the arm of the test piece, calculated in accordance with ISO 
6133, d is the median thickness of the test piece. 
 
3. Results 
 
3.1. Tensile stress-strain properties 
 
Uniaxial tension tests up to fracture under a constant rate of 100mm/min were conducted at 23oC. 
Fig.3 shows the stress-stretch curves of rubbers with 5 vol% CB and 15 vol% CB, aged at 120oC for 
various periods of time. It is obvious that the tensile strength, stretch to fracture and initial elastic 
modulus change with aging time. Figs. 4-6 show the variations of these tensile properties with aging 
time. It is found that the initial elastic modulus increases with increasing aging time, while the 
tensile strength decreases with the increase in aging time up to 100 hours and then increases when 
the material aged over 144 hours. Moreover, the stretch to fracture decreases with increasing aging 
time, this phenomenon was reported in the literature [3]. Compared to 5 vol% CB filled rubber, 
there are more pronounced changes in the tensile properties for 15 vol% CB filled rubber.  
In vulcanizates the bond energy between the sulfur crosslink atoms and the polymer backbone 
greatly differ. There are three types of crosslinks in the vulcanizates: polysulfidic, disulfidic and 
monosulfidic [4]. The maximum service temperature of natural rubber is about 70oC, i.e., the 
mechanical properties of natural rubber aged at 70oC would not change significantly, however, the 
carbon black filled natural rubbers would experience severer thermal degradation at temperature 
above 70 oC [5]. As seen in Figs.7-9 the change in tensile properties are found to be dependent on 
aging temperature, the higher the aging temperature, the more pronounced decrease in tensile 
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strength and stretch to fracture, and the more pronounced increase in initial elastic modulus.  
 

  
Fig.3 Tensile stress-stretch curves of filled rubber with 5 vol% and 15 vol% CB, aged at 120oC 

 
Fig.4 Variation of tensile strength with aging time 

for CB filled rubbers aged at 120oC 
Fig.5 Variation of stretch to fracture with aging time 

for CB filled rubbers aged at 120oC 

 
Fig.6 Variation of initial elastic modulus with aging 

time for CB filled rubbers aged at 120oC 
Fig.7 Variation of tensile strength with aging time for 
15 vol% CB filled rubbers aged at 120oC and at 70oC
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Fig.8 Variation of stretch to fracture with aging time 
for CB filled rubbers aged at 120oC and at 70oC 

Fig.9 Variation of initial elastic modulus with aging 
time for CB filled rubbers aged at 120oC and at 70oC

 
3.2. Tear force-displacement curve and tear strength 
 
Tear fracture tests under a constant rate of 100mm/min were conducted at 23oC. Fig.10 shows the 
tear force-displacement curves for 15 vol% CB filled rubbers aged for various periods of time at 
120oC. The tear strength defined by Eq.(1) is plotted as a function of aging time as shown in Fig.11. 
It is seen that the tear strength decreases in the early aging period, and increases with aging time 
when the aging time extends to 48 hours. Such decrease-increase trend with respect to aging time is 
similar to the variation of the tensile strength with aging time. 

 
Fig.10 Tear force-displacement curve for 15 vol% CB 
filled rubber aged for various periods of time at 120oC

Fig.11 Variation of tear strength with aging time 
for 15 vol% CB filled rubber aged at 120oC 

 
4 Conclusions 
 
The effects of thermal aging on the tensile and tearing fracture behavior of carbon black filled 
rubbers with different filler loadings have been investigated in this work. It is found that the initial 
elastic modulus increases with increasing aging time, while the tensile strength and tear strength 
decrease firstly with the increase in aging time and then increase when the age proceeds. Moreover, 
the change in mechanical properties due to thermal aging is found to be dependent on aging 
temperature, the higher the aging temperature, the more pronounced deterioration in tensile strength 
and stretch to fracture. 
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A fracture-based model of periodic-arrayed indentation for rock cutting  
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Abstract  When an half-space elastic substrate is subject to indentation with rigid, flat-ended and periodic 
indenters, a periodic singular stress fields and K-dominant regions should arise adjacent to the indenter edges. 
The concept of indentation stress intensity factor Kind is introduced to describe the singular indentation stress 
field, which mathematically is very similar to that of a mode I crack. The singular indentation stress field is 
sufficient to induce cracking from a smooth crack-free surface, which can potentially play a significant role 
in damage analysis of rock cutting. In the present article, a fracture-based model is proposed for rock 
breakage by using an energy-based method. The indentation stress intensity factor Kind and indentation 
cracking equation for rock cutting model have been formulized. 
 
Keywords  Fracture, Contact mechanics, Indentation stress intensity factors, Indentation. 
 
1. Introduction 
 
A rock-cutting tool schematically illustrated in Fig.1 can be modeled by periodic rigid and 
flat-tipped indenters. It is noted from the work [1-4] that a mixed-mode singular stress field exists in 
an incompressible substrate at the sliding contact edge of a rigid flat-ended indenter pressing down 
onto the substrate. Subsequently, the damage in a form of the micro-crack initiation on the contact 
surface will be induced by such a singular stress field, which can contribute substantially to rock 
cutting. In the present work, a fracture-based method similar to the classical fracture mechanics is 
proposed to formularize the cracking or indentation damage induced by the singular indentation 
stress field next to the corners of the periodic indenters. 
 
2. Periodic indentation configurations  
 
The modeling of rock cutting problem to be investigated is illustrated in Fig.1. The periodic 
indenters is pressed on to the surface of half plane substrate, which occupies the region 

+∞<<< hx20 , +∞<<−∞ 1x  and is constrained to deform in plane strain normal to the 21 xx −  
plane. The substrate is supposed to be elastically isotropic, with Young’s modulus E and Poisson’s 
ratio μ . The periodic arrayed indenters is supposed to be rigid, with contact width 2l and 
center-to-center contact spacing 2t. The calculations for indentation stress intensity factors are 
carried out based on one of the periodic Cell 1 and Cell 2 that lies between 22 1 txt <<− . Two 
limiting cases of friction are considered: (i) perfect smooth sliding between the indenter and the 
substrate; and (ii) small frictional sliding contact between the indenter and the substrate. 
 
3. Asymptotic stress field in sliding contact 
 
3.1. Boundary Condition 
 
A typical fretting contact problem of a rigid flat-ended indenter with half width a, sliding on a 
homogeneous, isotropic, elastic body in half plane is shown in Fig.2. The Cartesian coordinates (x1, 
x2), and the polar coordinates (r, θ), both with the origin at the left edge of the indenter, are selected. 
Normal force N and tangential force Q act on the indenter and the following normal and shear 
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tractions along interface have been solved in closed form [4], 

( )
λλ

π
λπ −−

⎟
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⎜
⎝
⎛

⎟
⎠
⎞

⎜
⎝
⎛ −−=

a
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a
xNxp 1

1

1
1 2

sin                               (1) 

and 
( ) ( )11 xfpxq = ,                                        (2) 

where f is the coefficient of friction; λ is determined by 
( )
( ) 10

21

12
<<

−
−

= λ
μ
μλπ ,tan

f
.                                (3) 

 
 

Fig.1 The two-dimensional indentation model for rock cutting with n periodic indentaters. 
 

 
 

Fig.2. Indentation configuration, integral path 0→s  and 0→Δ . 
 

Eq.(1) shows that the stress state near the indenter corner may vary in the form 
( )
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σ    as 0→r .                          (4) 

For special cases either with 50.=μ  or 0=f , Eq.(3) leads to 50.=λ , showing the same order of 
stress singularity as that for a sharp crack tip.  
 
For 50.=μ , the substrate becomes incompressible. The asymptotic stress boundary conditions of 
the substrate in the contact area next to the left and right corners then become 

ar
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ar
fN
2

021
π

σ θ ==|                                  (6) 

for the two cases of 50.=μ  and 0=f . 
 
3.2. Singular stress fields due to the normal and tangential loads 

 
The singular stress field at the sharp edge of the contact between a rigid flat-ended indenter and 
substrate is known from the asymptotic contact analyses of and Nadai [4]. Using the polar 
coordinates (r, θ), Fig.2, the stresses at the left corner can be found as follows due to the normal 
load: 
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This expression indicates that the stress state for indentation is a “negative” Mode-I singular stress 
field for cracked solids, where 

a
NK indI
π

=− ,                                 (8) 

which defines actually an indentation stress intensity factor. The familiar Mode-I singular stress 
field is obtained by removing the negative sign and changing KI-ind into KI for cracked solids with 
mode-I loads. Only difference between tensile mode-I stress field and indentation stress field is sign 
“-” in their equations.  
 
Nadai [4] gave also the asymptotic stress field due to the tangential load as  
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where 
indIindII fKK −− = .                               (10) 

Actually, the Eq.(9) is identical to the classical Mode-II singular stress fields when KII-ind = KII. 
 
3.3 Characters of the stress fields 
 
It is clear from the above discussion that the asymptotic stress field, II

ij
I
ijij σσσ += , induced by the 

sliding contact is a typical mixed-Mode I-II singular stress field for incompressible substrates and 
friction free. This singular stress field is responsible for surface crack initiation on the crack-free 
surface of the substrate at the contact edge. This finding is significant as it shows that singularity 
and distribution of the stress field induced by surface contact of a flat-ended indenter are identical to 
those of a mixed-mode crack. As a result, the concepts of stress intensity factor and fracture 
toughness can now be introduced unambiguously into contact mechanics and associated contact 
damage. Therefore, Eqs.(7)-(10) represent an important advance by defining the indentation stress 
intensity factors, indIK − and indIIK − , and the Kind-dominant region at the contact edge. In other words, 
the fracture mechanics theory, such as the Griffith’s criterion, is applicable in the case of the 
boundary fracture induced by the sliding contact. It should be pointed out that for finite boundary 
contact problems, Eqs.(7), (9) and (10) are still effective, for which case the indIK −  should be 
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solved by the concerned method.  
 
4. Conservation integral 
 
Based on the two-dimensional conservation law, for a closed integration path without any crack and 
cavity in it, the following integrals will vanish [5-8]. 

( )∫ −=
s

jiijj dsuTwnJ , .                              (11) 

Eq.(11) has two components, 1J  and 2J . 1J  is so-called J-integral. They can all be used to 
calculate the stress intensity factors for the cracked elastic bodies. In the following section some key 
steps to estimate the SIF for the indentation have been developed based on the 2J -integral. 
 
5. Stress intensity factors for periodic indentations  
 
As the definition of the half plane substrate, i.e., +∞<<< hx20 , +∞<<−∞ 1x , any plane 

.... , ,  , 2101 == kktx is the symmetrical plane. Then, the Cell 1 shown in Fig.1 is considered for the 
calculation of the stress intensity factors for periodic indentations. Note that there are two singular 
stress fields next to the two corners of every indenter for all cells. 
 
Select a closed integration path aabcdefghijs  as shown in Fig.3 for Cell 1. From the Eq.(11), following 
result can be given[5-8]. 

( ) 0222 =−= ∫
aabcdefghijs

ii dsuTwnJ , .                                           (12) 

For the paths bcs  and des , because the symmetry, 02 =T , 02 =n and 021 =,u , and the following 
result can be found. 

( ) ( ) 022222 =−=−= ∫∫
debc s

ii
s

ii dsuTwndsuTwnJ ,, .                      (13) 

Let the ghs  and ijs  be straight lines; and fgs  and jas a quarter of a circle. If the ijas  and fghs  
are within the K-dominant regions, we have [11-13] 

( ) ( ) 022222 =−=−= ∫∫
ijgh s

ii
s

ii dsuTwndsuTwnJ ,,                        (14) 

and 

( ) ( ) ( )
E
K

dsuTwndsuTwnJ indI

s
ii

s
ii

jafg
π

μ
2

1 22

22222
−−

=−=−= ∫∫ ,,  (plane strain).           (15) 

When the cross sectional area where the cds  located is relatively far from the contact zone, the 
following expression can be given by 

( ) −− +=−= ∫ 22222 ,,
~uNwdsuTwnJ

cds
ii ,                            (16) 

where the iu~  shows the displacement of neutral axis. This displacement can be given by 
elementary strength theory of materials [11-13]. w  is the strain energy density per unit length of 
the cell. For the his , we have 

( ) ( )++ +−=−= ∫ 22222 ,,
~uNwdsuTwnJ

his
ii .                          (17) 

Then, substituting Eqs.(13)-(17) to Eq.(12), it gives  

 ( ) ( ) ( ) ( )+−++−−− −=+−+=+
−

= ∫ 22222222

22

2
2

2
1

,,,,
~~~~ uuNuNwuNwwds

E
K

J
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indI

π
μ ,             (18) 

which can be interpreted as the energy release per unit moving of boundary iabs  and efhs  in 
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x2-direction or the crack mouth widening energy release rate for cracked solids [11-13]. The axial 
strain +−

2222 ,,
~  ,~ uu  have been found[11-13] 
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~                                  (19) 
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Because the free action of the substrate surface and abs  and efs  is out of the K-dominant regions, 
the integral in left-hand side of Eq. (18) is a small quantity, which can be neglected. Substituting 
Eqs.(19) and (20) into Eq.(18), it will yield 

⎟
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where the normalized stress intensity factor can be found as 
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Eq.(22) varying with perimeter l/t is given in Fig.4. 
 

    
Fig.3. Contours of integration for the Cell 1 and Cell 2. 

 

 
Fig.4. the scheme of the normalized stress intensity factor.  
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6. An indirect technique on the periodic indentation 
 
In above sections, a simple and direct method is proposed to estimate the indentation stress intensity 
factor for singular stress field induced by indentation. In this section, an alternative and indirect 
technique is considered. 
 

 
(a)                                (b) 

Fig.5. Periodic indentation and related periodic crack model. (a) Periodic indentation; (b) Related 
crack model. 

 
For any Mode-I indentation, the related crack model can be found[9]. For various crack 
configurations, the stress intensity factors had been found and collected in the handbooks such as 
[14]. Hence, a simple and indirect technique of the crack analogue may be used to solve the 
indentation stress intensity factor for the Mode-I indentation based on the existing literature for the 
crack analysis. As a main research object in present work, i.e., periodic indentation, the related 
crack model can be given in Fig.5(b). For such a periodic array of collinear cracks, the exact 
solution of the stress intensity factor can be found [14]. 
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It varying with the normalized indenter width l/t can be found in Fig.4. 
 

7. Boundary cracking in complete sliding contact 
 
7.1 Energy release rate for boundary cracking 
 
From the geometrical point of view, boundary crack initiation can always be defined as a boundary 
movement in some direction, with the limit 0→s  taken and the notch-like boundary becomes a 
crack, as shown in Fig.2. Then, the energy release rate of boundary cracking can be defined 
as[10-13]  

( ) ( ) αα sin|cos| 0201 →→ += ss JJG ,                         (24) 
where 
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The integration path sin in Eqs.(25) and (26) is any integration path within the substrate, and sin+s 

Periodic indenters 
P 

x2

2t 
Substrate 

x1

2l 

2t 

σ=P/2nt

2t

2(t-l)

x2

x1
h 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-7- 

form a closed integral loop. The ( ) 01 →sJ |  denotes the driving force of boundary cracking in 
direction x1 when the limit taken exists, or the energy release rate with unit boundary movement s in 
direction x1; ( ) 02 →sJ |  denotes the driving force in direction x2, or the energy release rate with unit 
boundary movement s in direction x2. 
 
For a homogenous and isotropic substrate Griffith’s criterion [15] states that the crack will extend 
when the critical value maxG  is reached [15,16] 

cGG =max .                                  (27) 
For a standard cracked specimen subjected to Mode-I loading, 1JG =max  and cG  can be calibrated 
as 

( ) EKJG ICICc /22 1 μ−== ,                           (28) 
where KIC is the Mode-I fracture toughness. However, in the present case of surface crack initiation, 
a mixed-mode condition is expected as the singular stress field is generated by the sliding contact 
with the rigid flat-ended indenter. 
 
7.2 Critical cracking angle and critical load. 
 
Firstly, ( ) 01 →obsJ  can be found. Let obss =  in Eq.(25) as shown in Figs.2 and 6 adjacent to the right 
corner of the indenter and s  be within the Kind-dominant region. Because 0=iT  and 01 =n  on 
the integration path obs , the energy-based driving force for boundary cracking in x1 direction in this 
case can be found as  

( ) 0lim ∫ ==
→→

ob
ob

ob

s
ss dswnJ 1

0
01 .                          (29) 

 

Fig.6. Integration path adjacent to punch corner within the Kind-dominant region for 2J . 

Next step is to calculate 02 →obsJ | . As shown in Figs.2 and 6, let obss = , 1
odcbin Ss =  in Eq.(26) and 

take the limit 0→obs , 0→R/δ and 0→R , which means that the 1
odcbin Ss =  is within the 

Kind-dominant region and 01 →odcbS . Then, the energy-based driving force for boundary cracking in 
x2 direction becomes [10,16] 
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in which indII KK −−=  and indIIII KK −=  for indentation singular stress fields. From Eqs.(30) and 
(31), it can be readily obtained that  
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( ) ( ) ( )2
22

02 1
2

1| ff
E
KJ indI

s −+
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= −
→ π

π
μ , for the plane strain condition.            (32) 

From Eqs.(24), (29) and (32), the total energy release rate of boundary cracking induced by the 
sliding contact at any angle α  can be found as 

( ) ( ) ( ) ( ) απ
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μ
αα sinsin|cos| 2
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Setting 0=
αd

dG , i.e., 0=cαcos , we have 

2
πα =c ，                                   (34) 

where cα  is the critical cracking angles, which is vertical to the contact boundary. 
 
Cracking occurs when G  reaches its critical or maximum value. The critical or maximum 
energy-based driving force for boundary cracking can then be solved from Eq. (33), i.e. 
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max .                            (35) 

From the Eqs.(27) and (35), the critical condition of substrate boundary cracking beneath the 
contact surface can be found as 
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Finally, the normalized critical load P can be expressed as  

( ) ( )].[tan tlffKtn
P
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c

−−+
=
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2
21212 πππ

                        (37) 

for a given indenter size 2l from Eqs.(23), (28) and (36). Fig.7 shows the effect of perimeter l/t on 
the normalized critical loads.  
 

 

Fig.7. The effect of the normalized indenter width on the normalized critical load. 

8. Conclusions 
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cutting and provides a closed form solution for the energy release rate of mixed-mode boundary 
cracking as determined by the mixed mode singular stress field induced by the sliding contact. The 
driving forces in the form of Ji-integral for surface crack initiation at the contact boundary, the 
critical energy release rate and the critical load have been analytically determined. The critical 
cracking angles, critical loads have also been derived.  
 
The present study shows that the frictional coefficient between the indenter and substrate uniquely 
characterizes the asymptotic singular stress field, and hence is considered as the primary parameter 
to determine the critical load of the indenter under the condition of slip near the edge of contact. 
The findings in this study may be helpful for establishing the damage mechanisms in the complex 
process of rock cutting by tools with the flat-tipped teeth. 
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Abstract: In order to investigate effects of confining pressure on the stress intensity factors for a cracked 
Brazilian disk, the closed-form expressions of the stress intensity factors were obtained by using the 
weight function method in fracture mechanics for the cracked Brazilian disk loaded by the confining 
pressure, and then the explicit expressions of the stress intensity factors were achieved under both the 
confining pressure and diametrical forces loading condition. Based on the formulas of the stress intensity 
factors, effects of confining pressure on stress intensity factors of the cracked Brazilian disk was analyzed. 
The analyzed results show that the confining pressure has no effects on the mode II stress intensity factor, 
however, mode I stress intensity factors decrease with the increasing confining pressure. In addition, 
effects of confining pressure on the loading condition of pure mode II crack were also investigated. The 
analyzed results show that the critical loading angle for pure mode II crack decreases gradually to 0 degree 
with the increasing confining pressure.  
Key Words: cracked Brazilian disk, stress intensity factor, confining pressure, critical loading angle 
 
1. Introduction 
 
Fracture toughness is an important parameter to describe the mechanical behavior of brittle 
materials and fracture toughness test is one of the main tasks of the fracture mechanics. How to 
accurately test fracture toughness of brittle materials has been studied by many researchers. It is 
very important to select a Suitable specimen for performing fracture toughness tests. The cracked 
Brazilian disk has been widely used for fracture toughness test of brittle materials as its 
closed-form solutions of the stress intensity factors can be achieved [1,2 ], and it can be easily 
achieved pure mode I, pure mode II and mixed-mode (I-II). Liu et al.[3] used the cracked 
Brazilian disk to measure the fracture toughness of fiber-reinforced composite material. Dong et 
al.[4,5] conducted the Brazilian disk test to investigate the static and dynamic fracture mechanical 
properties of PMMA. Nasseri et al.[6] conducted the Brazilian disk test to study the anisotropy of 
granite fracture toughness. However, most of the fracture toughness tests were conducted in a 
situation without confining pressure by now. This is not consistent with the actual working 
condition of some materials. As we know, many practical engineering structure materials serve in 
situation with confining pressure, such as underground rocks, structures in the deep water and so 
on. However, the material mechanical properties under the action of confining pressure are 
different from the properties under without confining pressure [7]. In order to investigate effects 
of confining pressure on the fracture toughness of brittle materials, many researchers have 
performed the fracture toughness experiments under the confining pressure loading conditions. 
But there were some unsolved problems in their experimental principle. For example, Al-Shayea 
et al.[8] have studied the effects of confining pressure on fracture toughness of a limestone rock 
using straight notched Brazilian disk specimens and hydraulic fracturing technique. They 
calculated rock mode I and mode II stress intensity factors by using the approximation formulas 
proposed by Atkinson et al.[1] and the variation of fracture toughness was found to be linearly 
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proportional to confining pressure from 0 to 28MPa. In addition, they compared their 
experimental results with some similar results proposed by other researchers and found that the 
tendency of fracture toughness increased with the increasing confining pressure was basically 
consistent but the corresponding relation of fracture toughness for different rocks was not the 
same, and some relationship were nonlinear. It is necessary to point out that this method belongs 
to Brazilian disk experiment under both confining pressure and diametrical forces loading 
condition. The validity and reliability of the results obtained by using the stress intensity factor 
formulas which only consider concentrated load regardless of confining pressure to calculate the 
stress intensity factors(or fracture toughness) under both the confining pressure and diametrical 
forces loading condition are debatable. And, whether or not the critical loading condition (or 
critical loading angle) for pure mode II crack under both the confining pressure and diametrical 
forces is the same with the critical loading condition (or critical loading angle) for pure mode II 
crack under diametrical forces has to be discussed. Lou et al.[9] designed a test system of the 
mode I and mode II fracture toughness for rocks using Brazilian disk specimens and hydraulic 
fracturing technique on MTS multifunctional material testing machine, and calculated the mode I 
and mode II stress intensity factors by using the approximation formulas proposed by Atkinson et 
al.[1]. They analyzed the effects of specimen size, confining pressure and other factors on the 
mode I and mode II fracture toughness of rocks according to the experimental data. The results 
showed that: both of the mode I and mode II fracture toughness increased with the increasing 
confining pressure in a certain pressure range, but the trend was not obvious under high confining 
pressure. Their experiment principle and calculation formula of stress intensity factors are similar 
to Al-Shayea’s method and formula [8], and have similar problems.  
Therefore, how to evaluate effects of confining pressure on the stress intensity factors and critical 
loading angle for pure mode II crack is an important problem, and is worth of further 
investigating. It will provide the theoretical foundations for conducting fracture toughness tests 
under confining pressure. In the present paper, based on the formula of the stress intensity factors 
for central cracked circular disk subjected to diametrical forces, the closed-form expressions of 
the stress intensity factors for central cracked circular disk subjected to confining pressure was 
obtained firstly and then the explicit expressions of the stress intensity factors were achieved 
under both the confining pressure and diametrical forces loading condition. Finally, the effects of 
confining pressure on the stress intensity factors and critical loading angle was analyzed. 
 
2. Stress intensity factors for Cracked Brazilian Disk under confining pressure 
 
2.1 Stress components for uncracked Brazilian Disk under confining pressure 
The schematic diagram of an uncracked Brazilian disk under confining pressure is shown in Fig.1. 
The thickness of the disk is B and the radius is R . 

 
Fig.1 Uncracked Disk under confining pressure 
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The disk is assumed to be made of isotropic elastic material and obey the small deformation 
hypothesis. The stress distributions in the disk relative to a polar coordinate system can be 
obtained based on the elasticity theory [10] as  

cr σσ −=  ， cσσθ −=  ， 0=θτ r                                                          （1） 
 
2.2 Stress intensity factors for cracked disk under confining pressure 

 
Fig.2 Cracked Brazilian Disk under confining pressure loading 

The weight function method is used to calculate the stress intensity factors for the cracked disk. The 
cracked Brazilian disk subjected to confining pressure cσ is shown in Fig.2. The x-axis lies in the 
crack plane. The coordinate origin is located at the center of the disk. a is the half length of the 
crack, R is the disk radius and B is the thickness. Then the '

IK and '
IIK  can be given as 

dxxaxhK
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where 1h and 2h  are weight functions, θθ τσ r,  are the stress components of the uncracked 
Brazilian disk under confining pressure. Specifically, 1h and 2h can be expressed as [11]: 
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By substituting Eqs.(1) and (4) into Eq.(2), respectively, the following explicit formula of the 
stress intensity factors can be yielded as 
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3

2
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.
 It is clear, for 0=θτ r ， 0' =ΙΙK .

 
 
2.3 Stress intensity factors under both confining pressure and diametrical forces loading 
condition 
The cracked disk subjected to a pair of diametral-compressive force P and ambient confining 
pressure cσ is shown in Fig.3. a is the half length of the crack, the disk radius is R  and thickness 
is B ,θ  is the loading angle (the angle of inclination of the crack relative to the line of loading). 
The stress intensity factors for cracked Brazilian disk subjected to a pair of diametral-compressive 
P  have been given as [2] 
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where 
BR
P

π
σ =

,
 coefficients jif and angle coefficients jiA  (j=1,2; i=1,2,…...n) are shown in the 

literature[2]. 

 
Fig.3 Cracked Brazilian Disk under both confining pressure and diametrical forces loading 

Now, based on the diametral-compressive P load, the confining pressure ( cσ ) was applied. By 
employing the superposition principle of stress intensity factors [12], the stress intensity factors for 
cracked Brazilian disk under both confining pressure cσ and diametrical forces P can be obtained 
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By letting /c tσ σ = , then c tσ σ= . Where t  is a dimensionless scaling factor (simply called 
confining pressure coefficient) and different confining pressure coefficients are correspond to 
different confining pressures. Then IK  can be written as  
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The normalized stress intensity factor, IF  may be written as  
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For ' =0IIK , '''''
IIIIIIII KKKK =+= , which means that confining pressure cσ  has no effects on mode 

II stress intensity factor. Eq. (12) can still be used to calculate mode II stress intensity factors under 
both confining pressure and diametrical forces loading condition.  
 

3. Effects of confining pressure on stress intensity factors 

To investigate the effects of the confining pressure on the stress intensity factors, according to Eq. 
(15), we take t =0.1、0.5、1.0, respectively, and calculate the mode I stress intensity factors IF for 
different relative crack length α and loading angleθ . The calculated results are shown in Fig.4.  
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Fig.4 Normalized stress intensity factors ΙF  for different confining pressures 
 

In addition, in order to further analyze the effects of confining pressure on the stress intensity 
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factors, taking α =0.3、0.5、0.7 as example, we calculate the mode I stress intensity factors IF  for 
fixed relative crack length but different confining pressures. Results are shown in Fig.5. 
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   (b) 5.0=α  
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Fig.5 Effects of confining pressure on stress intensity factors for a fixed relative crack length 
The Fig.4 and Fig.5 show that confining pressure significantly influences the mode I stress intensity 
factors for cracked Brazilian disk. The mode I stress intensity factors decrease with the increasing 
confining pressure at any relative crack length. When the confining pressure coefficient (t) is less 
than 1, the mode I stress intensity factors for cracked Brazilian disk always change from positive to 
negative with the increasing the loading angle. However, the mode I stress intensity factors will 
always be negative values for any relative crack length while the confining pressure coefficient t>1. 
Due to the mode I stress intensity factors are negative, crack will be closed, and hence, we cannot 
test the pure mode I fracture toughness when the confining pressure coefficient t>1. 
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4. Effects of confining pressure on pure mode II crack loading condition 
According to the definition of the pure mode I loading and pure mode II loading, the pure mode II 
crack can be determined from the conditions that 0=ΙK , 0≠ΙΙK . By letting 0=ΙK  in Eq.(14), we 
get 

02)1( )1(2
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1
111 =+− −

=
∑ i

i

n

i
i fAft α                                                              （16） 

It’s not easy to directly achieve the closed-form solutions from Eq. (16), but the solution is 
),( αθθ t=  which means that the pure mode II loading angle is the function of α and t. According 

to Eq. (16), we develop a small program to compute the critical loading angle cθ  for various α  
and different coefficients t , the results are listed in Table 1. 

Tab.1 the critical loading angles cθ (°) for pure mode II crack with different confining pressures 

cθ (°) α  

t=0[2] t=0.1 t=0.3 t=0.5 t=0.7 t=1.0 t>1 

0 30.00      28.32 24.73 20.70 15.89 0 No real solution

0.1 29.67      28.00 24.43 20.44 15.67 0 No real solution

0.2 28.72      27.06 23.56 19.66 15.05 0 No real solution

0.3 27.23      25.60 22.20 18.45 14.07 0 No real solution

0.4 25.27      23.70 20.43 16.89 12.81 0 No real solution

0.5 22.93      21.40 18.30 15.02 11.31 0 No real solution

0.6 20.18      18.72 15.82 12.84 9.58 0 No real solution

0.7 16.96      15.57 12.92 10.33 7.60 0 No real solution

0.8 13.07      11.79 9.49 7.41 5.35 0 No real solution

0.9 8.17       7.05 5.32 3.99 2.81 0 No real solution

 
From Table 1 we can know that the confining pressure significantly influences the loading condition 
of pure mode II crack. As the confining pressure increases, the critical loading angle for pure mode 
II crack decreases gradually to 0 degree. 
 
5. Discussion 
 
5.1 Mode I fracture toughness under confining pressure 
 
According to the experiment results in the literature [8], the fracture toughness increases with the 
increasing confining pressure (Fig.6). Al-Shayea et al.[8] used the five-term approximation formula 
proposed by Atkinson et al.[1] to calculate the mode I stress intensity factors, which is equivalently 
letting n=5 in Eq.(11). They ignored the effects of confining pressure on stress intensity factors; 
therefore, the failure load maxP increased with the increasing confining pressure and thus the test 
values of the fracture toughness increased with the confining pressure. However, according to 
Eq.(14) presented in this paper, mode I stress intensity factors decrease with the increasing 
confining pressure. Under confining pressure loading condition, though the test values of the failure 
load increase, but part of the load has to offset the‘negative effect’caused by confining pressure on 

IK . So according to Eq.(14), though the failure load show an increase with the increasing confining 
pressure, the fracture toughness may be unchanged actually.  
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Fig. 6 Variation of mode-I fracture toughness under confining pressure [8] 

 
5.2 Mode II fracture toughness under confining pressure loading 
 
For loading angle 0θ = ° , we usually think that materials will produce the pure mode I fracture. Now, 
this viewpoint may be reasonable only under without or low confining pressure loading conditions, 
the fracture mode of materials may be pure mode II fracture around 0°loading angle under high 
confining pressure. On the other hand, according to the literature [2], for 0θ = ° , 0≡IIK , so the 
failure of the specimen is no longer pure fracture mechanics problem when the confining pressure 
coefficient 1t ≥ . 
In the literature [8], the critical loading angle of the pure mode II crack was calculated by using the 
five-term approximation formula proposed by Atkinson et al.[1] which ignored the effects of 
confining pressure. For example, when =0.3α , they used 29cθ = ° . However, according to the 
present paper, the critical loading angle for pure mode II crack decreases with the increasing 
confining pressure. 
 
6. Conclusion  
 
(1) The stress intensity factors are obtained by using the weight function method in fracture 
mechanics for the cracked Brazilian disk loaded by the confining pressure, and then the explicit 
expressions of the stress intensity factors are achieved under both the confining pressure and 
diametrical forces loading condition, which can be used to calculate the stress intensity factors for 
any relative crack length and any confining pressure.  
(2) Analyzed results show that confining pressure significantly influences the mode I stress 
intensity factors for the cracked Brazilian disk. The mode I stress intensity factors decrease with the 
increasing confining pressure, however, the confining pressure has no effects on the mode II stress 
intensity factors. 
(3) Calculation results show that confining pressure significantly influences the loading condition 
for the pure mode II crack: as the confining pressure increases, the critical loading angle for pure 
mode II crack decreases gradually to 0 degree. 
(4) The fracture mode of materials may be pure mode II around 0°loading angle under high 
confining pressure loading. 
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Abstract 
 
Formally, the Griffith's energy release rate, the Irwin's integral expression of crack closure energy and the 
Rice's J-integral give same results for linear elastic material. But let us ask a question: do these three 
approaches really give an exact mathematical equality and an identical physical meaning? For this 
purpose, a uniform equation was therefore introduced into our new investigation. Thus, not only the 
Irwin's integral expression of crack closure energy and the Rice's J-integral can be derived from this 
uniform equation, but a very important result has been also obtained from them: the energy release rate is 
separable into two parts. The first part describes the extension of the crack front surface and the second 
the distortion. 
 
Keywords   the Griffith's energy release rate, the Irwin's integral expression of crack closure energy, the 
Rice's J-Integral and the new found Sk-Integral und Tk-Integral 

_____________________________________________________________________________ 

 

1. Introduction 
Cracks and fractures are known natural phenomena and occur everywhere in our daily lives. 
They are mostly associated with catastrophic consequences. Therefore attempts have been made 
for a long time to understand and finally to master them. 

As a pioneer, Griffith (1920) [2] has laid a foundation through examining these phenomena 
energetically. Based on the Inglis (1913) [1] identified stress and displacement field for an 
elliptical crack-like hole in an infinite plate, he has considered the energy balance and introduced 
a new quantity "energy release rate" into the fracture mechanics. His mind was so fundamental 
that it has always been of great importance for the further development of fracture mechanics. 
But his theory was limited only on linear elastic material behavior and mode I loading case. 

Irwin (1957, 1964) [3, 4] expanded the Griffith's thought on complicated load cases and 
established a relationship between the energy release rate and the stress intensity factor. So the 
stress intensity factor for linear elastic material has been widely used. 

A path-independent integral, the well-known J-integral was introduced by Cherepanov (1967) 
[11] and Rice (1968a) [7] into the fracture mechanics. Rice in particular has derived a connection 
between the Griffith's energy release rate and the J-integral and interpreted the J-integral as an 
extended energy release rate. Since that time, the J-integral rapidly disseminated and was used 
for elastic-plastic material in the fracture mechanics. 

All this shows a significant development in the classical fracture mechanics and is the foundation 
of the fracture mechanics. The classical fracture mechanics has found variety applications for 
many different areas. However, it must be clearly mentioned that it can only describe the crack 
problem in relatively simple cases and under certain conditions. It is not yet able to handle and 
exactly describe complicated crack problems in both natural events as well as in everyday life 
and eventually to solve. 

This situation can certainly not satisfy us and the problems mentioned above let us thoroughly 
think whether the foundation of the fracture mechanics is consistent and where and what has not 
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been considered. 

The aim of this paper is to deal with such problems and to find a possible satisfactory solution. 
For this purpose it first has to deal with the existing theories systematically. 

The investigation has the following assumptions: continuum mechanics of observation, 
stationary crack, quasi-static, small deformations, isotropic and linear elastic material behavior, 
elastic-plastic material behavior with power-law hardening and J2 deformation theory. 

There are other theories and attempts to deal with and to describe such problems. These are not 
part of this paper, and they are not discussed here. 

 

2. The Classical Theories of Fracture Mechanics 
2.1 Griffith's Theory 

At first Griffith (1920) [2] published his fundamental work on the treatment of crack problems. 
He investigated an infinite plate with a crack-like elliptical hole under tension (Fig. 1) and gave 
an energy balance to this plate 

 
Fig. 1: an infinite plate with a crack-like elliptical hole under tension (Mode I) 

 

0)O(
a

)OWU(
a

≥−Π−
∂
∂

=−−
∂
∂ ,    (2.1) 

where U is the work done by the external force, W the strain energy, WU +−=∏ the potential 
energy and O the surface energy. 

Under consideration of the so-called “fixed-grips“ condition and with help of the stress and 
displacement field of Inglis (1913) [1] and by the vanish of the short axle of the ellipse he 
obtained following equation 

E
aWW

22

0 ′
σπ

−==∏ ,     (2.2) 
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where W0 is the strain energy without crack, EE' =  for plane stress, )1/(EE 2' ν−=  for plane 
strain, E is the elastic modulus and ν the Poisson’s Ratio. 

With Eq. (2.2) he got the energy release rate 

E
a

)a2(
W

)a2(
G

2

I ′
πσ

=
∂
∂

−=
∂
Π∂

−= .    (2.3) 

The index I denotes the mode I and the factor 2 means the whole elliptical crack length. 
 

For the surface energy O he assumed the form 

γ= a4O ,      (2.4) 

where γ is the specific surface energy and should be a material constant. By substituting Eq. (2.3) 
and (2.4) into Eq. (2.1), the Eq. (2.1) becomes 

γ≥ 2GI .      (2.5) 

With this, he predicted that the unstable crack growth occurs when the equation (2.5) is fulfilled. 

 

From the Griffith's investigation it can be summarized: 

His study is based on a two-dimensional, infinite plate with an elliptic crack-like hole under 
mode I loading case. He established the global energy balance for the whole body and 
recognized that under the fixed grips condition the strain energy change could only be 
considered and a residual amount of the strain energy change has to be given in order to proceed 
with the crack. This residual amount of energy divided by the crack change must have the same 
size or is larger than the surface energy, which then can create the new surface. From this energy, 
he has introduced a well-known fracture mechanics quantity which is referred to as "energy 
release rate". 

It was unclear whether the Griffith's theory is applicable for general or complicated crack 
problems. 

 

2.2 Irwin's Work 
Irwin (1957, 1964) [3, 4] has attempted to answer the questions above. He extended Griffith's 
theory for mode I to mode II and III for linear elastic materials. Under consideration that the 
energy to close the crack (2.6) 

∫ σ+σ+σ
Δ

=
→Δ

1A

1
2

1
3

0
23

1
2

0
22

1
1

0
120a

dAn)uuu(
2
1

a
1limI     (2.6) 

has to be equal to the energy to extend the crack, he obtained a well-known equation 

)ν+1(
E

K
+

E′
K

+
E′
K

=I=G
2
III

2
II

2
I ,    (2.7) 

where ijσ  is the stress tensor, iu  the displacement vector and in  the normal on the crack front 

surface. 0)( refers to the state of the time t and 1)( the state of the time tt Δ+ , A1 is the crack 
front surface to the state of time tt Δ+ and IIIIII K,K,K are the stress intensity factors for mode I, 
mode II and mode III. 
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So, a connection between the global quantity "energy release rate" G and the crack front field 
"stress intensity factor" K was given. Nevertheless the problem is that the equation (2.6) includes 

1
j

1
i

0
ij nundu,σ  which refer to the different states of time. This makes the equation (2.6) difficult to 

use for complicated problems. 

 

2.3 The J-Integral 
The path-independent J-integral 

∫ σ−=
A

j1,iij1 dA)nuwn(J      (2.8) 

was introduced by Cherepanov (1967) [11] und Rice (1968a) [7] into the fracture mechanics to 
determine some specific problems. The J-integral is not only applicable to linear elastic material 
but also used for hyper-elastic material. Specifically, Rice (1968b) [8] and Budiansky and Rice 
(1973) [9] have derived the relationship 

∫=
∂
Π∂

−
0A

1dAwn
a

,      (2.9) 

and by consideration of the traction-free crack surface the equation (2.9) is finally equal to the J-
integral 

J
a
=

∂
Π∂

− .      (2.10) 

So the following Eq. (2.11) 

)1(
E

K
E
K

E
KGJ

2
III

2
II

2
I ν++

′
+

′
==     (2.11) 

is obtained, which is valid for linear elastic material, where w is the strain energy density, A0 the 
crack front surface to the state of time t, A the area refers to any path in body, ijσ  the stress 
tensor, iu  the displacement vector and in  the normal and 11, x/)()( ∂∂= . 

It is seen above that for linear elastic material, the J-integral is both equal to the Griffith's energy 
release rate Eq. (2.10) and supplies the same result as from the Eq. (2.7) provided by Irwin. It is 
also applicable to elastic-plastic material. Thus, the J-integral became important in fracture 
mechanics and particularly for elastic-plastic material. 

However, it can be recognized from the equations (2.6) and (2.8), that on the one hand the two 
equations Eq. (2.6) and Eq. (2.8) seem to be quite different, although they provide identical 
results (Eq. (2.7) and Eq. (2.11)), and on the other hand that the two integrals refer to different 
crack front surfaces, whereby the equation (2.6) to the crack front surface is linked to the time 

tt Δ+ , and the equation (2.8) is linked to the time t. 

Due to the different formulations of the above theories we can provide the following questions: 

• Do the Griffith's energy release rate G, the Irwin's I-integral expression of the crack 
closure energy and the Rice's J-integral really describe the same fact? 

• Is there a uniform rule from which the different equations as Eq. (2.6) and Eq. (2.8) can 
be derived? 

• Does new knowledge hide behind this difference? 

To answer these questions requires us to conduct a thorough analysis in the next chapter. 
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3. Uniform Formulations of the Energy Release Rate 

3.1 General Formulations 
Let us first consider the change of the potential energy in a cracked elastic body shown in Figure 
2(a), where the deformation of the crack front surface is adopted as shown in Figure 2(b), 

 
Fig. 2:   (a) a cracked body,   (b) the crack front field 

 

∫ ∫−=−=∏ •
•

v s
ii

t

dAut
dt
dwdV

dt
d)UW( .    (3.1) 

In the above equation Π is the potential energy, W is the strain energy, w is the specific strain 
energy, U is the work done by the external force, ijσ  is the stress tensor, ijε  is the strain tensor, 

iu  is the displacement vector, it the force on the surface ts and V the volume, dt/d)( =
•

 is the 
material time derivative and t the time-like parameter. It follows 

∫∫ ∫
Δ

→Δ

•••

Δ+
Δ

+−=∏
V

0t
V s

ii dV)tt(w
t

1limdAutdVw
t

.   (3.2) 

By looking at the first and the second term in the equation (3.2) and by the use of the Gaussian 
theorem, the terms cancel each other, so we get 

∫
Δ

→Δ

•

Δ+
Δ

=∏
V

0t
dV)tt(w

t
1lim .    (3.3) 

This equation (3.3) is the basic equation from which we can derive different quantities. 
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3.2 Conventional Derivation 
From the basic equation (3.3) Rice (1968b) [8], Eshelby (1970, 1956) [5, 6] and Budiansky & 
Rice received (1973) [9] a relation. For this, we give here the same formulation as by Budiansky 
& Rice (1973) [9] written: 

∫∫ =Δ+
Δ

=∏
Δ

→Δ

•

0A
ii

V
0t

dAmvwdV)tt(w
t

1lim ,   (3.4) 

where vi is the velocity and im  the normal outward. By substituting ikiv δ= , ii nm −=  

and
•

∏−≡ξk , we obtain 

∫=ξ
0A

kk dAnw .     (3.5) 

By consideration of traction-free crack surface it follows 

kk J=ξ       (3.6) 

and 

∫ σ−=
A

jk,iijkk dA)nunw(J ,     (3.7) 

where Eq. (3.6) is Eshelby's result [5] and kJ is the Integral derived by Knowles & Sternberg 
(1971/1972) [10] and with k = 1 kJ is the J-Integral 

.JJ1 =        (3.8) 

Thus, the connection between the kJ integral and the energy release rate has been established. 

 

3.3 A New and Generalized Way to Derive the Irwin's I-integral 
Let us now consider the specific strain energy w in Eq. (3.3) for linear elastic material 

2/)(w)tt(w 0
ijij

1
ij

0
ij

1 εσΔ+εσ≈=Δ+ .     (3.9) 

The term 2/ijij εΔσΔ  in the above equation has disappeared because of having an infinitesimal 
size of higher order. By substituting Eq. (3.9) into Eq. (3.3) and under consideration of the 
equilibrium condition 0j,ij =σ  and the traction-free crack surface as well as with help of the 
Gaussian theorem, it follows 

∫∫ σ
Δ

=εσ
Δ

=∏
→Δ

Δ
→Δ

•

1A

1
j

1
i

0
ij0t

V

1
ij

0
ij0t

dAmu
2
1

t
1limdV

2
1

t
1lim .   (3.10) 

In the Eq. (3.10) the expression ∫
Δ

→Δ
εσΔ

Δ V

0
ijij0t
dV

2
1

t
1lim  vanishes, which can be proved by using the 

mean value theorem of the integral 

0V)(
2
1

t
1limdV

2
1

t
1lim M

0
ijij0t

V

0
ijij0t

=ΔεσΔ
Δ

=εσΔ
Δ →Δ

Δ
→Δ ∫ , 

where M is a certain point in the volume VΔ . 
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By substituting
•

Π−=*I and ii nm −= and by replacing t with the actual crack length a into (3.10), 
we get the generalized equation 

∫ σ
Δ

=
→Δ

1A

1
j

1
i

0
ij0a

* dAnu
2
1

a
1limI .     (3.11) 

For a special case of j = 2 it follows 

∫ σ+σ+σ
Δ

==
→Δ=
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1
2

1
3

0
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2

0
22

1
1

0
120a2j

* dAn)uuu(
2
1

a
1limII .   (3.12) 

This is the Irwin's equation (2.6). 

In the equation (3.11) it is seen that they have the quantities 1
j

1
i

0
ij nandu,σ  which relate to the 

different times. As mentioned above, this leads to a difficult use of the equation (3.11) for 
complicated problems. 

 

4.  Separation of the Energy Release Rate and Introduction of Two New Quantities 

4.1 A New Vector Quantity Sk for Describing the Crack Front Extension 
The specific strain energy w in Eq. (3.3) for linear elastic material has an another form 

2/)(w)tt(w ij
0
ij

0
ij

1
ij

1 εΔσ+εσ≈=Δ+ .    (4.1) 

The term 2/ijij εΔσΔ  in the above equation has also disappeared because of having an 
infinitesimal size of higher order. By substituting the Eq. (4.1) into Eq. (3.3) and by considering 
the equilibrium condition 0j,ij =σ  and the traction-free crack surface as well as by using the 
Gaussian theorem, it follows 

∫∫ σ
Δ

=εσ
Δ

=∏
→Δ

Δ
→Δ

•

0A

0
j

0
i

1
ij0t

V

0
ij

1
ij0t

dAmu
2
1

t
1limdV

2
1

t
1lim .  (4.2) 

In the Eq. (4.2) the expression ∫
Δ

→Δ
εΔσ

Δ V
ij

0
ij0t

dV
2
1

t
1lim  vanishes, which can be also proved by using 

the mean value theorem of the integral 

0V)(
2
1

t
1limdV

2
1

t
1lim Mij

0
ij0t

V
ij

0
ij0t

=ΔεΔσ
Δ

=εΔσ
Δ →Δ

Δ
→Δ ∫ , 

where M is a certain point in the volume VΔ . 

The equation (4.2) is new and will therefore be used furthermore to derive a new quantity. Now 
we consider the above equation (4.2) 

∫∫ ∂
σ∂

=σ
Δ→Δ

00 A
ji

ij

A

0
j

0
i

1
ij0t

dAmu
t2

1dAmu
2
1

t
1lim .    (4.3) 

Since t is a time-like parameter and can be replaced by the actual crack extension a for the quasi-
static problem, it follows with help of ii nm −=  and by use of the directional derivative 

∫ σ=
∏

−
0A

jik,ijk dAnu
2
1l

da
d ,     (4.4) 
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where kl is the direction vector of the crack extension. Now we get a new quantity, which is 
denoted with kS  

∫ σ=
0A

jik,ijk dAnu
2
1S .     (4.5) 

Then the Eq. (4.4) can be written as follows 

kkSl
da
d

=
∏

− .      (4.6) 

By using the above equation (4.5) and by help of the Gaussian theorem as well as by considering 
0j,ij =σ  and 2/)uu( i,jj,iij +=ε , we can derive a path-independent integral by converting 

∫∫∫ =σ=σ
B

k
c

V
j,ik,ij

B
jik,ij dAnw

2
1dVu

2
1dAnu

2
1 ,   (4.7) 

where wc is the complementary energy density and B is an arbitrary closed area in the body. 
Since cww = for linear elastic material, it follows 

∫∫ =σ
B

k
B

jk,iij dAwn
2
1dAnu

2
1 .     (4.8) 

Finally, we can form a new quantity 

∫ σ−σ
B

jk,iijik,ij dAn)uu(
2
1 ,     (4.9) 

which always vanishes. By consideration of the traction-free crack surface and B=A+(-A0) we 
can then write 

∫∫ σ−σ=σ=
A

jk,iijik,ij
A

jik,ijk dAn)uu(
2
1dAnu

2
1S

0

.   (4.10) 

Based on the Griffith's energy release rate we have derived a new vector quantity Sk from the 
basic equation (3.3), which has an integral form (4.5). This integral is path-independent (4.9)  
and describes the crack front extension. 

However, it must be clearly stated that the two equations (3.11) and (4.4) are derived only under 
the condition that the deformation of the crack front surface is assumed as in Figure 2. Whether 
this assumption is true for the real deformation of the crack front surface has yet to be thoroughly 
analyzed and investigated. To answer this question we have to continue considering the basic 
equation (3.3) even more precisely. 

 

4.2  A Second New Vector Quantity Tk for Describing the Crack Front Distortion 
From the basic equation (3.3), we have handled the strain energy density and generated two 
important results: a) the first form (3.9) leads to a generalized Irwin's integral expression of crack 
closure energy, b) the second form (4.1) provides a new vector quantity Sk, which has an integral 
form, and this integral is path-independent. 

Now the question arises whether Sk is a single quantity which can be obtained from the basic 
equation (3.3) and what and where has not been taken into account. 

Therefore, we must again consider the basic equation (3.3) accurately. In the above consideration 
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we have tacitly assumed, that the volume fraction of ΔV is like in Figure 2, without analyzing it. 
To check whether this assumption for the deformation of the actual crack front surface is true, 
the deformation of the crack front surface must be again examined carefully. Let us now 
consider the body with cracks (Fig. 1) again. Under loading, the crack will extend and at the 
same time it will open, as shown below in Figure 3. As already known, only a small crack front 
surface will help for crack growth. Thus, the volume fraction ΔV must be included by surfaces 
A0, A1 and Aβ. Especially the surface Aβ describes the crack opening and this has been neglected 
until now. 

By using the Gaussian theorem the basic equation (3.3) can be written in the new volume 
fraction ΔV (Fig. 3) as follows 

∫∫∫
β

β

→Δ→Δ
Δ

→Δ

•

σ
Δ

+σ
Δ

=εσ
Δ

=∏
A

j
0
i

1
ij0t

A

0
j

0
i

1
ij0t

V

0
ij

1
ij0t

dAmu
2
1

t
1limdAmu

2
1

t
1limdv

2
1

t
1lim

0

. (4.11) 

The first term of equation (4.10) has already been dealt above. The second term is new and we 
will study it more precisely now. By replacing the time t with the crack length a and by use of 
the Stockes's theorem, the second term can be reformulated as follows 

 
Fig. 3:  real deformation of the crack front surface 
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1ldAmu

2
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t
1lim ,    (4.12) 

where kl  is the direction vector of the crack extension, ijkε is the alternative tensor and i∂ is the 
differential operator. Now we receive a second new quantity Tk 

∫ σ∂εε=
0A

qiijmljkqmlk dAnu
2
1T ,     (4.13) 

which describes the distortion of the crack front surface. 

It can easily be proved that the surface integral Tk above is path-independent by using the 
Gaussian theorem 
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• the new vector quantity Tk has an integral form, 

• it is path-independent, 

• it describes the distortion of the crack front surface. 

 

5. Two New Quantities Sk and Tk for Elastic-Plastic Material Behavior 
Now we will extend the new found quantities Sk and Tk for linear elastic material behavior into 
elastic-plastic material behavior with power law hardening. So let us write the strain energy 
density w for this material as follows 

ijij1n
nw εσ
+

≈ ,      (5.1) 

where n is the hardening parameter of material. In the above equation the part of elastic strain 
energy density is neglected, since the value of this part is very small in comparison with the 
plastic part.  

It is shown that the Eq. (5.1) is a more generalized form of the strain energy density, which is 
valid not only for elastic-plastic material behavior but with n=1 also valid for linear elastic 
material behavior. Therefore, we can derive some quantities for this material as done in the last 
chapter 3 and 4. 

In analogy to Eq. (3.11) we get the new generalized I*-integral for elastic-plastic material 
behavior 

∫ σ
+Δ

=
→Δ

1A

1
j

1
i

0
ij0a

* dAnu
1n

n
a

1limI .    (5.2) 

In the same way we can still receive in analogy to Eq. (4.10)  

∫∫ σ
+

−σ
+

=σ
+

=
A

jk,iijik,ij
A

jik,ijk dAn)u
1n

1u
1n

n(dAnu
1n

nS
0

   (5.3) 

and finally in analogy to Eq. (4.13) 

∫ σ∂εε
+

=
0A

qiijmljkqmlk dAnu
1n

nT .    (5.4) 

The integrals of the new found quantities Sk and Tk in Eq. (5.3) and (5.4) for this material 
behavior are also path-independent. 

 

6. Crack Driving Energy and Crack Force  
In the above considerations, we have examined the basic equation (3.3) and could first derive the 
previously existing fracture mechanics parameters such as the generalized Irwin's I*-integral 
expression of the crack closure energy and the generalized Rice's Jk-integral. In particular we 
found the both new quantities Sk and Tk, where Sk describes the crack front extension and Tk the 
crack front distortion. Now, we can write the generalized energy release rate (4.11) as follows 

kkk l)TS(
da
d

+=
∏

− .     (6.1) 

By substituting kkk TSP += and by setting k = 1 for a special case "pure mode I", we obtain a 
very important result from the equation (6.1): 
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111 TSPG +== ,      (6.2) 

where G is the Griffith's energy release rate. This means: 

the energy release rate is separable and can be separated into two parts. 

By introduction of ∏−=FW  the equation (6.1) finally becomes 

kkF daPdW = ,       (6.3) 

where FW  is the crack driving energy. The equations (6.1) and (6.3) show that the change of the 
crack driving energy consists of two vector quantities kP and kda , whereby kda is the crack front 
deformation. Thus, the vector quantity kP contains the force character and is therefore identified 
as the whole crack force. Since kP = Sk + Tk, Sk or Tk represents a partial crack force. The energy 
balance of the cracked body can be reformulated as follows: 

0
da

dW
da
dW

da
dU F =−− ,     (6.4) 

where U is the work done by the external force, W is the strain energy and WF is the crack 
driving energy. 

 

 

5.  Summary and Conclusion 

The questions that we set at the beginning of the article, are already covered in detail and 
answered. The important results can be summarized as follows: 

• We have introduced a uniform equation (3.3) and derived the previously existing fracture 
mechanics parameters such as the generalized Irwin's I*-integral expression of the crack 
closure energy and the generalized Rice's Jk-integral from it,  

• based on the uniform equation (3.3), we have also found two new vector quantities Sk und Tk, 
which indicate that the energy release rate can be separated into the new found vector 
quantities Sk und Tk, where Sk provides the crack front extension, and the other Tk describes 
the crack front distortion, 

• the two vector quantities Sk and Tk are formulated in an integral form and are path-
independent, 

• it has also given that the new quantities Sk and Tk as well as the generalized Irwin's I*-
integral expression of the crack closure energy are not only valid for linear elastic material 
behaviour but also for elastic-plastic material behavior, 

• the two vector quantities Sk und Tk have the force character. So Sk is denoted as the partial 
crack force for crack front extension and Tk the partial force for crack front distortion. 
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Abstract  This paper first introduces an expanded tensor notation to express the basic relations of 
magneto-electro-elastic (MEE) media and then, derives a domain formulation of the interaction integral on 
the basis of the expanded tensor notation for computing the intensity factors (IFs). The present interaction 
integral does not require material properties to be differentiable and moreover, it is domain-independent for 
material interfaces, which may make the interaction integral to become one of the most promising techniques 
in analyzing the crack problems of MEE composites. Then, the numerical implementation of the interaction 
integral combined with the extended finite element method (XFEM) is introduced. Using this method, the 
crack problems of a particulate MEE plate are studied.  
 
Keywords  Magneto-electro-elastic (MEE), Crack, Interaction integral, Intensity factors (IFs), Extended 
finite element method (XFEM)  
 
1. Introduction 
 
Magneto-electro-elastic (MEE) materials have drawn significant interest in several engineering 
fields as a class of important functional materials, such as magnetic field probes, electronic 
packaging, actuators, waveguides, sensors, phase investors, transducers. However, a great drawback 
of MEE materials is their inherent brittleness and low fracture toughness. Generally, these materials 
may fail prematurely in service due to some defects arising during the manufacturing process and 
thus, it is of practical significance to learn the fracture feature of MEE materials. Liu et al. [1] 
studied Green's functions for a cracked MEE body. Wang and Mai [2] obtained a general 
two-dimensional (2D) solution of the MEE fields around the crack tip. Gao et al. [3] derived an 
explicit solution in closed form for the intensity factors (IFs) and electro-magnetic fields inside a 
crack in MEE media. After that, considerable theoretical research works were carried out on the 
fracture problems of MEE materials. However, most of the theoretical research works restrict MEE 
media to be infinite and only a few simple configurations can be solved. Therefore, numerical 
techniques are usually employed in actual fracture analyses of MEE materials.  
 
Among numerical methods, the interaction integral has generated a great interest for its convenience 
in decoupling mechanical stress intensity factors (SIFs), electric displacement intensity factor 
(EDIF) and magnetic induction intensity factor (MIIF). The interaction integral was proposed by 
Stern et al. [4] to decouple mechanical mode-I and mode-II SIFs on the basis of the J-integral by a 
superposition of two admissible states. Recently, the interaction integral was extended to solve the 
IFs of piezoelectric (PE) media [5] and those of MEE media [6]. For MEE materials, the interaction 
integral published previously has a shortcoming that is it requires the material properties to be 
differentiable. Generally, MEE materials are a category of composites composed of PE and PM 
phases, and the interfaces between constituent phases may reduce their reliability since the 
interfaces generally act as sources of failures in service. Therefore, the interfaces can not be ignored 
when the fracture behaviors of MEE composites are concerned. Fortunately, Yu et al. [7] have 
developed a new interaction integral for PE solids which is domain-independent for material 
interfaces. This point brings a great convenience to the fracture analysis of the composites with 
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complex interfaces. Then, this paper will derive a domain-independent interaction integral for MEE 
composites. 
 
2. Basic relations and interaction integral  
 
2.1. Basic equations for PE media 
 
The field equations for a linear MEE medium in the absence of body forces, volume charge and 
concentrated magnetic source are given as follows. 
 
2.1.1. Governing equations 
 
 Constitutive equations 

 
ij ijkl kl lij l lij l

i ikl kl il l il l

i ikl kl il l il l

C e E h H

D e E H
B h E H

σ ε

ε κ β
ε β γ

= − −

= + +
= + +

, (1) 

 Kinematic equations 

 , , , ,
1 ( ), ,
2ij i j j i i i i iu u E Hε φ ϕ= + = − = − . (2) 

 Equilibrium equations 
 , , ,0, 0, 0ij i i i i iD Bσ = = = . (3) 
where iu , ijσ  and ijε  are the elastic displacement, stress, strain tensors, respectively; φ , iD  
and iE  are the electric potential, electric displacement, electric field tensors, respectively; ϕ , iB  
and iH  are magnetic potential, magnetic induction, magnetic field tensors, respectively; ijklC , ilκ , 
and ilγ  are the elastic stiffness, dielectric permittivity and magnetic permeability tensors, 
respectively; ikle , iklh  and ilβ  are the PE, PM and electro-magnetic tensors, respectively. The 
repetition of an index implies summation with respect to the index over its range. 
 
2.1.2. Expanded tensor notation 
 
By letting  

 
4 5

4 5

4 5

, ,
, , 0,

2 , 2 , 0
j j j j i j

j j j j i j

u u
D B

E H

φ ϕ
σ σ σ

ε ε ε
′ ′

′ ′

= =
= = =

= − = − =

, (4) 

 
4 5

4 4 5 5 4 5

, ,
, , ,

0,  arbitrary value

jkl jkl jkl jkl

j l jl j l jl j l jl

i j kl i j k l i j k l

C e C h
C C C
C C C

κ γ β

′ ′ ′ ′ ′ ′ ′ ′ ′

= =
= − = − = −
= =

. (5) 

we can extend the tensors iu , ijσ , ijε  and ijklC  ( , , , 1,2,3i j k l = ) respectively into Iu , IJσ , IJε  
and IJKLC  ( , , , 1,2,...,5I J K L = ) which meet the symmetry relations  IJ JIσ σ= , IJ JIε ε=  and 

IJKL JIKL IJLK KLIJC C C C= = = . Here, the subscripts , , , 4,5i j k l′ ′ ′ ′ = . A Cartesian coordinate system 
only contains 1x -axis and 2x -axis and thus,  
 4 5 ,4 ,50, (*) (*) 0n n= = = = . (6) 
where (*)  denotes an arbitrary variable or expression. According to the above relations, Eqs. (1)



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-3- 
 

-(3) can be expressed in an expanded tensor notation respectively as  
 IJ IJKL KLCσ ε= , (7) 

 , ,
1 ( )
2IJ I J J Iu uε = + , (8) 

 , 0IJ Iσ = . (9) 
 
2.2. Definition of the interaction integral  
 
2.2.1. Interaction integral  
 
A 2D linear MEE solid with an electrically and magnetically impermeable crack is considered. The 
interaction integral is the 'cross term' in the J-integral by superimposing the actual fields ( Iu , IJσ , 

IJε ) and some known auxiliary fields ( aux
Iu , aux

IJσ , aux
IJε ). As shown in Fig. 1, the J-integral for 

MEE media is [2] 
 1 ,1 ,1 ,10

lim ( )i ij j i i iJ F u D B n d
εε

δ σ φ ϕ
ΓΓ →

= − − − Γ∫ . (10) 

where ( ) / 2jk jk j j j jF D E B Hσ ε= − −  is the electro-magnetic enthalpy density for linear MEE 
media, ijδ  is Kronecker delta and in  is the unit outward normal vector to the contour εΓ . 
According to Section 2.1.2, the J-integral can also be expressed as  

 1 ,10

1lim ( )
2 JK JK I IJ J IJ u n d

εε

σ ε δ σ
ΓΓ →

= − Γ∫ . (11) 

Superposition of an actual state and a auxiliary state leads to another equilibrium state (state S ) for 
which the J-integral is  

 ( )
1 ,1 ,10

1lim [ ( )( ) ( )( )]
2

S aux aux aux aux
JK JK JK JK I IJ IJ J J IJ u u n d

εε

σ σ ε ε δ σ σ
ΓΓ →

= + + − + + Γ∫ . (12) 

By expanding Eq. (12) as ( )S auxJ J J I= + +  where J  and auxJ  are respectively the J-integral 
corresponding to the actual state alone and the auxiliary state alone, one obtains the interaction 
integral as  

 1 ,1 ,10

1lim [ ( ) ( )]
2

aux aux aux aux
JK JK JK JK I IJ J IJ J II u u n d

εε

σ ε σ ε δ σ σ
ΓΓ →

= + − + Γ∫ . (13) 

 

 
Figure 1. Integral contours around the crack tip 

 
2.2.2. Auxiliary fields  
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For nonhomogeneous MEE materials, the auxiliary fields have different choices [6] and an 
incompatibility formulation is selected in this paper. Namely, in the polar coordinate system ( , )r θ  
with the origin at the crack tip, the expanded auxiliary fields are defined as  

 12 ( ), ( ), ( )
2

aux
aux aux N aux N aux auxN
J N J IJ IJ IJ IJKL KL

r Ku K f g C
r

θ σ θ ε σ
π π

−= = = x  (14) 

where the index { ,  ,  ,  ,  }N II I III IV V=  denotes different crack opening modes with the value 
corresponding to a general subscript {1,  2,  3,  4,  5}I = ; aux

IK , aux
IIK , aux

IIIK , aux
IVK  and aux

VK  
denote the auxiliary mode-I, mode-II, mode-III mechanical SIFs, EDIF and MIIF, respectively. The 
angular functions ( )N

Jf θ  and ( )N
IJg θ  are the standard angular functions for a crack in a 

homogeneous MEE medium, which depend only on the material properties at the crack-tip location, 
and their detailed definitions can be found in Ref. [6]. 
 
2.3. Calculations of the interaction integral 
 
The infinitesimal contour integral in Eq. (13) can not be obtained directly in numerical calculations 
and thus, it is usually converted into an equivalent domain integral. To begin, as shown in Fig. 1, 
consider a closed contour 0 B C Cε

− + −Γ = Γ +Γ +Γ +Γ  where ε
−Γ  is the opposite path of the contour 

εΓ . According to the assumption that the crack faces are assumed to be mechanical traction-free, 
electrically impermeable and magnetically impermeable, it can be easily proved that  

 
0

1 ,1 ,10

1lim [ ( ) ( )]
2

aux aux aux aux
JK JK JK JK I IJ J IJ J II u u n qd

ε

σ ε σ ε δ σ σ
ΓΓ →

= − + − + Γ∫Ñ . (15) 

where q  is an arbitrary weight function with value varying smoothly from 1 on εΓ  to 0 on BΓ . 
 
When the material properties are continuously differentiable, applying divergence theorem to Eq. 
(15), one obtains  

 1 ,1 ,1 ,
1{[ ( ) ( )] }
2

aux aux aux aux
JK JK JK JK I IJ J IJ J IA

I u u q dAσ ε σ ε δ σ σ= − + − +∫ . (16) 

where A  is the domain enclosed by the contour 0Γ  for 0εΓ → . According to Eqs. (7)-(9) and 
Eq. (14), the interaction integral in Eq. (16) can be simplified as [7] 
 1 1

,1 ,1 1 , ,1{( ) [ ( ) ( )] }aux aux aux aux
IJ J IJ J JK JK I I IJ IJKL IJKL KLA

I u u q C C q dAσ σ σ ε δ σ σ− −= + − + −∫ 0 x . (17) 

Compared with the expression in Ref. [6] for nonhomogeneous MEE media, the expression in Eq. 
(17) does not contain any term related to the derivatives of material properties with respect to the 
coordinates. Therefore, the present interaction integral can facilitate the facture analysis of practical 
MEE materials whose derivatives of material properties are difficult to obtain. 
 
Moreover, when the integral domain A  contains an interface on which the properties are 
discontinuous (see the dash line IΓ  in Fig. 1), A  needs to be divided into two parts for using 
divergence theorem. Similarly to Ref. [7], the interface has no contribution to the interaction 
integral and thus, the same expression in Eq. (17) can be obtained. Namely, the present interaction 
integral does not require the material properties to be continuous, which brings a great convenience 
to the fracture studies of MEE composites for the integral domain can be chosen to a region 
containing arbitrary material interfaces.  
 
2.4. Extraction of the fracture parameters  
 
This section will introduce how to solve the IFs by using the interaction integral. For linear MEE 
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solids, the J-integral is equal to the total potential energy release rate which is expressed as [6] 

 1 , ( , , , , )
2 MN M NJ Y K K M N II I IV V= =  (18) 

where MNY  is the generalized Irwin matrix which depends on the material constants at the crack-tip 
location [6]. Applying Eq. (18) to the superimposed state S  gives  

 ( ) 1 ( )( )
2

S aux aux
MN M M N NJ Y K K K K= + + . (19) 

By expanding Eq. (19) as ( )S auxJ J J I= + + , we can obtain the interaction integral as 
 aux

MN M NI Y K K= . (20) 
By taking values of the vector [ aux

IIK , aux
IK , aux

IVK , aux
VK ] to be [1, 0, 0, 0], [0, 1, 0, 0], [0, 0, 1, 0] 

and [0, 0, 0, 1], sequentially, Eq. (19) reduces to  
 ( )

11 12 14 15
II

II I IV VI K Y K Y K Y K Y= + + + , (21) 
 ( )

21 22 24 25
I

II I IV VI K Y K Y K Y K Y= + + + , (22) 
 ( )

41 42 44 45
IV

II I IV VI K Y K Y K Y K Y= + + + , (23) 
and  
 ( )

51 52 54 55
V

II I IV VI K Y K Y K Y K Y= + + + . (24) 
By simultaneously solving Eqs. (21)-(24), the IFs IK , IIK , IVK  and VK  can be obtained. 
 
3. Numerical implementation  
 
3.1. Extended finite element method  
 

 
Figure 2. Finite element mesh of a plate with a crack and a particle [7] 

 
To compute the interaction integral, the values of the actual fields Iu , IJσ  and IJε  in the integral 
domain need to be obtained first. Generally, the numerical methods such as the finite element 
method (FEM), the extended finite element method (XFEM) and the element-free Galerkin method 
(EFGM) are adopted to compute these values. Here, the XFEM is used and the approximations of 
the expanded displacements are adopted as 
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( ) ( ) ( )
( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ), ( ) ( )
S P C

h i b i c i
I i I i i I i i I

i D i D i D

b c
i i i i

u N u N b N c

H H

ψ ψ

ψ ψ
∈ ∈ ∈

= + +

= − − − = − − −

∑ ∑ ∑

x x x x x x x x
, (25) 

where the variable marked by the index ( )i  denotes the value corresponding to node i ; x  is an 
arbitrary point; x  is a point on the discontinuous surface (crack or interface) which is closest to 
point x ; N  is the standard finite element shape function; bψ  and cψ  are the shifted 
enrichment functions for material interfaces and cracks, respectively; SD  is the set of all nodes in 
mesh; PD  and CD  are the sets of the nodes enriched with bψ  and cψ , respectively; Iu  are the 
standard nodal displacements; Ib  and Ic  are additional degrees of freedom for the nodes in PD  
and those in CD , respectively; ( )H x  is a Heaviside step function. In order to improve the 
numerical precision, the mesh around the crack tip is refined as shown in Fig. 5 
 
In finite element computations, Eqs. (7)-(9) are usually written in the matrix form as  
 , , T= = =σ Cε ε Lu L σ 0 , (26) 
where  

 
1 2

11 22 12 1 2 1 2

11 22 12 1 2 1 2

[ , , , ] ,

[ , , , , , , ] ,

[ , , 2 , , , , ] ,

T

T

T

u u

D D B B

E E H H

φ ϕ

σ σ σ

ε ε ε

=

=

= − − − −

u

σ

ε

 (27) 

 

1 2

2 1

1 2

1 2

0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

Tx x
x x

x x
x x

∂ ∂ ∂ ∂⎡ ⎤
⎢ ⎥∂ ∂ ∂ ∂⎢ ⎥=

∂ ∂ ∂ ∂⎢ ⎥
⎢ ⎥∂ ∂ ∂ ∂⎣ ⎦

L . (28) 

The material parameters in stiffness matrix C  are given in Voigt notation. Using the relation 
between the indices 11 1→ , 22 2→ , 33 3→ , 23 4→ , 31 5→  and 12 6→ , the constitutive 
Eq. (1) can be written in Voigt notation as:  
 , ,j j j j i i ij j ij j i i ij j ij jC e E h H D e E H B h E Hα αβ β α α β β β βσ ε ε κ β ε β γ= − − = + + = + + . (29) 
where the subscripts , 1, 2,...,6α β =  and , 1,2,3i j = . For 2D MEE media, the stiffness matrix C  
in Eq. (26) is defined as  

 I

I II II 33

(plane strain)
(plane stress)T C

⎧
= ⎨ −⎩

C
C

C C C
 (30) 

where  

 

11 12 16 11 21 11 21 13

12 22 26 12 22 12 22 23

16 26 66 16 26 16 26

I 11 12 16 11 12 11 12 II

21 22 26 12 22 12 22

11 12 16 11 12 11 12

21 22 26 12 22 12 22

,

C C C e e h h C
C C C e e h h C
C C C e e h h C
e e e
e e e
h h h
h h h

κ κ β β
κ κ β β
β β γ γ
β β γ γ

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥= − − − − =⎢ ⎥
⎢ ⎥− − − −
⎢ ⎥− − − −⎢ ⎥
⎢ ⎥− − − −⎣ ⎦

C C
36

13

23

13

23

e
e
h
h

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

 (31) 

Then, Eq. (25) can be written in the matrix form as 

 ( )( ) ( ) ( )
( ) ( ) ( )

1

n
h i b i c i

i i i
i

N ψ ψ
=

= + +∑u u b c  (32) 
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where 1 2 4 5[ , , , ]Tb b b b=b , 1 2 4 5[ , , , ]Tc c c c=c  and n  is the node number in an element.  
 
3.2. Numerical discretization of the interaction integral  
 
In numerical computations, the interaction integral in Eq. (17) needs to be discretized in the 
crack-tip local coordinate system as  

 
I II I II

1 2 1 1 2 1

1 1 1 1

1 1

( ) ( )

( )( ) ( ) ( )

eA

aux
T T aux T aux T

pe

ppaux T
e p aux T

p

q q q q
x x x x x x

I w
q
x x

= = − −

⎧ ⎫⎡ ⎤ ⎡ ⎤∂ ∂ ∂ ∂ ∂ ∂
+ + +⎪ ⎪⎢ ⎥ ⎢ ⎥∂ ∂ ∂ ∂ ∂ ∂⎪ ⎪⎣ ⎦ ⎣ ⎦= ⎨ ⎬

∂ ∂⎪ ⎪⎡ ⎤− + −⎣ ⎦⎪ ⎪∂ ∂⎩ ⎭

∑∑

u uσ σ σ σ
J

σσ ε C 0 C x σ
. (33) 

where I 11 12 1 1[ ]TD Bσ σ=σ  and II 12 22 2 2[ ]TD Bσ σ=σ ; Ae  is the number of elements 
in the integral domain A ; ep  is the number of integration points in one element; 

p
J  and pw  

represent respectively the determinant of Jacobian matrix and the corresponding weight factor at the 
integration point p . Here, the derivative of actual displacement vector is  

 ( ) ( ) ( ) ( )( ) ( ) ( )
( ) ( ) ( )

11 1 1 1 1

bn
i i i ii b i c i

i i i
i

N N N
N

x x x x x
ψ

ψ ψ
=

⎧ ⎫⎛ ⎞∂ ∂ ∂ ∂∂ ⎪ ⎪= + + +⎜ ⎟⎨ ⎬⎜ ⎟∂ ∂ ∂ ∂ ∂⎪ ⎪⎝ ⎠⎩ ⎭
∑u u b c . (34) 

 
4. Numerical examples  
 

 
Figure 3. A 2D particulate MEE plate with a crack: (a) geometry and boundary conditions; (b) finite element 

mesh 
 
As shown in Fig. 3(a), a 2D CoFe2O4 particle-reinforced BaTiO3 matrix composite plate is 
considered. The plate of unit length ( 0.5W = ) is composed of 16 square cells of length 2W  each 
of which contains a circular particle of radius 0r  at its center. Therefore, the volume fraction of the 
particles is 2 2

04fV r Wπ=  and in this paper, 0.5fV = . In the center of the plate, there exists an 
inclined crack of length 2a and angle θ  measured counterclockwise. The poling directions of both 
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the matrix and the particles are all assumed to be along 2x -axis. The magneto-electro-mechanical 
loading 0 1σ = , 10

0 010D σ−=  and  8
0 010B σ−=  are applied along the top and bottom edges. 

Meanwhile, an equivalent homogeneous MEE plate of the same geometry and boundary conditions 
as that shown in Fig. 3(a) is adopted to compare the differences of the IFs. The material constants 
are given in Table 1, where the word “effective” denotes the properties of the equivalent 
homogeneous MEE plate. 
 
First, we discuss a horizontal crack ( 0θ = ° ) with the crack length varying from / 0.2a W =  to 

/ 0.8a W = . Fig. 3(b) shows the mesh configuration which consists of 1009 element and 3082 
nodes. Eight-node quadrilateral (Q8) elements are used over most of the mesh and six-node 
quarter-point (T6qp) singular elements are employed around the crack tips. The region composed of 
four-layer elements around each crack tip is adopted to be the integral domain. The IFs are 
normalized by the factors 0 0

0I IIK K aσ π= = , 0 10
010IVK aσ π−=  and 0 8

010VK aσ π−=  in this 
paper. 
 

Table 1. Material parameters  

11C  12C  13C  33C  44C  31e  33e  15e   
Parameters 

( 910 Pa) (C/m2)  
BaTiO3 [8] 166 77 78 162 43 -4.4 18.6 11.6  

CoFe2O4 [8] 286 173 170.5 269.5 45.3 0 0 0  
Effective [9] 226 125 124 216 44 -2.2 9.3 5.8  

31h  33h  15h  11κ  33κ  11β  33β  11γ  33γ  
Parameters 

(N/Am) ( 910− C2/Nm2) ( 1210− Ns/VC) ( 610− Ns2/C2) 
BaTiO3 [8] 0 0 0 11.2 12.6 0 0 5 10 

CoFe2O4 [8] 580.3 699.7 550 0.08 0.093 0 0 590 157 
Effective [9] 290.2 350 275 5.64 6.35 5.367 2737.5 297 83.5 
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Figure 4. Normalized IFs vs crack length. 

 
Fig. 4 shows the normalized IFs obtained at the right crack tip and the distance from the crack tip to 
the particle surface p

tipd . The results show that with the increasing of crack length /a W , the 
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normalized IFs 0/I IK K , 0/IV IVK K  and 0/V VK K  are all increase monotonously for the crack in 
the equivalent homogeneous MEE plate while none of them varies monotonously for the crack in 
the particulate MEE plate. Besides, for the same geometry configuration, the EDIF (MIIF) for the 
particulate plate is quite larger (smaller) than that for the equivalent homogeneous plate. The reason 
may be that both of the crack tips are located in the PE phase.  
 
Next, a crack of fixed length ( / 0.4a W = ) is considered and the angle θ  varies from 0°  to 90° . 
As shown in Fig. 5, both of the crack tips are located in the matrix for (0 ,90 )θ = ° °  and in the 
particles for 18 ~ 72θ = ° ° . Fig. 6(a) and (b) show the normalized IFs obtained at the right crack tip 
varying with the crack angle. The results show that although obvious differences can be noted 
between the IFs for the particulate plate and those for the equivalent homogeneous plate, the 
varying trends of the SIFs are very similar for these two plates, while both the EDIF and MIIF vary 
distinctly with the increasing of the angle θ . The above phenomena imply that the actual PE/PM 
microstructures and the relative position between the crack and particles have great effects on the 
fracture performance of MEE composites. 
 

 
Figure 5. Crack locations for different angle θ . 
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Figure 6. Normalized IFs vs angle θ  for / 0.4a W = : (a) SIFs; (b) EDIF and MIIF. 

 
5. Summary  
 

MEE composites contain PE and PM phases and the interfaces between these constituent 
phases may reduce the reliability of MEE composites since the interfaces generally act as 
sources of failures in service. The complex interface environment brings a great difficulty to the 
fracture analysis of these MEE composites. This paper first introduces a domain form of the 
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interaction integral on the basis of an expanded tensor notation to solve the SIFs, EDIF and 
MIIF. The interaction integral does not require material properties to be differentiable and 
moreover, it is domain-independent for material interfaces which bring a great convenience to 
the fracture analysis of practical MEE composites. Using this method, the fracture problems of 
a particulate MEE composite are studied. The results imply that the actual microstructures of 
MEE composites composed of PE and PM phases have a great influence on their fracture 
performance.  
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Abstract  The Steigmann-ogden surface elasticity model and the Timoshenko beam theory are adopted to 
study the axial buckling of a nanowire (NW) lying on Winkler-Pasternak substrate medium. Explicit 
solutions of the critical buckling force and buckling mode are obtained analytically. The influences of the 
surface stress effect, the geometry of the NW and the elastic foundation moduli are systematically discussed.  
 
Keywords  Surface effect, Nanowire, Timoshenko beam theory, Buckling 
 
1. Introduction 
 

 Nanowire (NW) based devices have found important applications in various fields. Traditional 
beams theories failed to interpret the size dependent mechanical behavior of these devices due to 
their surface stress effect. The Gurtin-Murdoch model [1-2] has been widely accepted to study the 
mechanical behavior of nanostructures and nano defects [3-7]. Some researchers found that the 
effective elastic moduli of nanostructures under bending and tension are different[8-9], which could 
not be explained by the Gurtin-Murdoch model. Chhapadia et al.[10] pointed out that the above 
discrepancy could be explained with the modified framework proposed by Steigmann and Ogden 
[11-12]. On the other hand, buckling has long been thought as an unwanted issue and should be 
strictly avoided in structural designs. However, it was demonstrated by some researchers that 
controlled buckling of slender structures such as thin films, nanowires and nanotubes on compliant 
substrates could be utilized in the design of flexible electronics. This paper aims to study the axial 
buckling of a simply supported NW lying on Winkler-Pasternak elastic foundation with the 
Timoshenko beam model and Steigmann–Ogden theory. The influences of the surface stress effect, 
the geometry of the NW and the elastic foundation moduli are systematically discussed. 
 
2. Solution of the Problem 
 
Consider a NW lying on a deformable substrate, which is subjected to distributed transverse load 
and axial forces at both ends. We assume the NW has a circular cross section. The total energy of 
the axially loaded nanobeam can be written as: 

( ) ( ) ( )Total Bulk SurfaceU w U w U w  ,                        (1) 

where: 

2 2

0 0

1( ) ( ) ( )
2 2

L L

Bulk
A A

wU w E y dAdx G dAdx
x x
   

  
      ,            (2) 

       
2

2 2
0 0 1 20

1 1( ) [ ( ) ( ) ]
2 2

L

Surface
S

wU w y C y C dSdx
x x x
    

   
     .           (3) 
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Here, A denotes the area of the cross section,  is the shear coefficient, 0C  and 1C  are the surface 

elastic modulus and the Steigman-Ogden constant, respectively, S denotes the circumference of 
the cross section. The potential energy of the lateral and axial load is given by: 

            2

0 0

1( ) ( ) ( ) ( )
2

L L

f
wU w f x w x dx N dx
x


  

  ,                    (4) 

where 

       s ff x q x q x q x   .                         (5) 

Here, ( )sq x  stands for the equivalent lateral force due to the residual surface stress and ( )fq x  

represents the distributed force arising from the substrate medium. To minimize the total potential 
energy, we apply the variational theory, 

      ( ) ( ) 0Total fU w U w     .                         (6) 

Finally, we get: 

2 2

2 2

0 1

( ) ( ) 0

( ) (( * ) ) 0

w wGA f x N
x x x
wGA EI C I C S
x x x



 

   
      


       

   

,                (7) 

where 2

A

I y dA  ,  2*
S

I y dS  ,  2* y
S

S n dS  . Take partial derivative of the second equation with 

respect to x ，and substitute the first equation into the second equation, we have:  
4 2

4 2

( )* ( )* ( )*( )* ( ) ( ) 0p w p w
EI EI w EI wEI H N C N C H C C w x
GA GA x GA x  

                   
. 

                                                              (8) 
The general solution of Eq. (8) can be written as: 

      ( ) mxw x Ae .                                 (9) 

Substituting Eq. (9) into Eq. (8), we can solve m . 
 
The boundary conditions of a simply supported NW are given as follows: 

        (0) 0w  , '' (0) 0w  ,                             (10a) 

   ( ) 0w L  , '' ( ) 0w L  .                            (10b) 

Substitute Eqs.(10a,b) into Eq. (9), we can get the characteristic equation to solve the critical 
buckling force. The corresponding buckling mode is given by Eq. (9). 
 
3. Results and Discussions 
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The buckling force of the NW is normalized with the critical buckling force of a classic simply 
supported Euler-Bernoulli beam. To see qualitatively how the surface stress effect and the 
Steigmann-Ogden correction influence the buckling behavior of the NW, we adopt the following 
material parameters in this study: 

76GpaE  , 0.3  , 0 0.65 N/m  , 0 1.39 N/mC   , 1 153.6eVC   . 

 
In Figure 1., we ignore the transverse shear effect of the substrate. The diameter and 
Steigmann-Ogden constant are chosen to be 3.5nm and 153.6eV respectively. All the results are 
normalized with the critical buckling force of a classic simply supported Euler-Bernoulli beam at 
each aspect ratio. Figure 1. shows that the surface effect has significant influences on the 
normalized critical buckling forces. When the Steigmann-Ogden constant is positive, the critical 
buckling force is greater than that predicted by the Gurtin-Murdoch theory, which implies that the 
NW is stiffened. It is also noted that the influence of the surface effect (predicted either by the 
Gurtin-Murdoch model or the Steigmann-Ogden model) on the critical buckling force decreases 
when the diameter of the NW increases. The difference between the result predicted by the 
Gurtin-Murdoch theory and that by the Steigmann-Ogden theory is also largely decreased as the 
diameter of the NW increases. Fig. 1 also shows that the critical buckling force for a finitely long 
NW is always larger than that for an infinitely long NW.  
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Figure 1. The normalized critical buckling force of a simply support NW lying on Winkler substrate medium. 
 
In Figure 2., the influences of the Winkler and Pasternak moduli on the critical buckling force are 
studied with the Timoshenko beam model. The material parameters are the same with those in 
Figure 1.. The diameter of the NW is set to3.5nm . From Figure 2., we find that both the Winkler 
modulus and the Pasternak modulus tend to stiffen the NW. As a result, the buckling force for a NW 
lying on substrate medium is always larger than that of a free NW. It is also noticed that the critical 
buckling force is more sensitive to the Pasternak modulus.  
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Figure 2. Variation of the normalized critical buckling force of a simply supported NW lying on 

Winkler-Pasternak substrate medium with respect to its aspect ratio. The diameter of the NW is3.5nm . 
 
4. Conclusions 
 
In this paper, the Steigmann-Ogden model is adopted to characterize the surface effect of the NW. 
Explicit solutions are obtained for the critical buckling force and buckling mode of a simply 
supported NW lying on Winkler-Pasternak substrate medium with the Timoshenko beam theory. 
The following conclusions are drawn through this study: 

(1) The shear effect, the surface stress effect and curvature dependent surface energy all have 
influences on the critical buckling force of the NW. The importance of these influences is highly 
dependent on the diameter and aspect ratio of the NW.  

(2) The Steigmann-Ogden correction can stiffen or soften the NW, depending on the sign of the 
Steigmann-Ogden constant.  

(3) Both the Winkler modulus and Pasternak modulus tend to stiffen the NW. The critical 
buckling force of the NW is more sensitive to the Pasternak modulus. 
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Abstract  Thermally activated processes are of fundamental importance for the understanding and 
modeling of strength of structural materials. The effect of thermally activated on dislocation emission from 
an elliptically blunted crack tip is investigated. Critical stress intensity factors were simulated for edge 
dislocation emission from a blunt crack under mode I and mode II loading conditions at high temperature. 
The results show the impact of thermally activated processes is remarkable, which can affect the value of the 
critical stress intensity factors for dislocation emission, but doesn’t alter the emission angle. The applied 
electric load will increase with decreasing temperature. 
 
Keywords  thermally activated, blunted crack, dislocation emission 
 
1. Introduction 
 
 Dislocation emission from a crack tip is one of the most fundamental process for understanding 
the ductile-brittle behavior in crystalline materials [1]. Once dislocations are emitted, they move out 
of the crack tip area, leaving behind a dislocation-free zone. An internal back stress due to the 
dislocations emitted from crack tip accommodates the stress intensity due to applied load, causing 
an increase in fracture toughness of materials[2]. The previous formulations [3-5] assume the crack 
tip to be sharp, a situation that is not observed experimentally [6]. However, a real crack in a 
material is always of finite length and the radius of curvature of the crack tip is never small enough 
to be zero [7,8]. Physically, an atomically sharp crack will be blunted by one atomic plane. On the 
other hand, the emission of a dislocation from crack tip results in crack blunting [9,10]. Lung and 
Wang [11], and Lee [7] calculated the image force on the dislocation near a blunt crack tip. Critical 
stress intensity factors were developed for edge dislocation emission from a blunt crack [12, 13]. 
  In this paper, we investigated the effect of thermally activated on the emission of edge dislocation 
from a blunted crack tip. It is also well known that plastic deformation of nanocrystalline and 
ultrafine-grained metals is thermally activated. Furthermore, thermal activation parameters, such as 
activation volume and strain-rate sensitivity exponent, strongly depend on grain size and 
temperature [14-17].When thermally activated deformation processes are to be discussed, the 
applied stress is generally considered to have two components, i.e., 

( ),a Tτ τ τ γ∗= + &                                                                 (1) 

where τ  is the applied shear stress, aτ  is the long-range internal stress and is athermal in nature. 

The thermal component τ ∗  is often called the effective stress and depends on test temperature T  
and shear strain rate γ&. The shear strain rate is formally written as an Arrhenius-type rate equation 
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[18–21]. 

( )
0 exp

G
kT
τ

γ γ
∗⎡ ⎤

⎢ ⎥= −
⎢ ⎥⎣ ⎦

& &                                                             (2) 

where 0γ& is a pre-exponential factor, ( )G τ ∗ the stress-dependent activation energy for the 

thermally activated dislocation motion, k  the Boltzmann constant. 
  The present contribution mainly tackles the influence of thermally activated effect on the critical 
stress intensity factors when dislocation is assumed to be emitted under mode I and mode II loads. 
 

2. Modeling  
 
  According to the work of Lubarda [22], the stress fields of an edge dislocation emitted from the 
surface of the void correspond to the imposed displacement discontinuity along the cut from the 
surface of the void to the center of the dislocation. As shown in Fig.1, an infinite elastic medium 
with the elastic properties ν  and μ  contains a blunted crack (an elliptically hole) of a the radius 

of curvature 2b aρ = , where μ  is the shear modulus and ν  is the Poisson’s ratio. The blunted 

crack is straight and infinitely extended in a direction perpendicular to the xy -plane. Edge 

dislocation 1 with Burgers vector 1b  was emitted from the surface of the blunted crack to the point 

0 02 iz a r e θρ= − + , which represent polar coordinates based on an origin behind the crack root, and 

edge dislocation 2 with Burgers vector 2b  is located at the surface of crack 2 i
d dz a r e θρ= − + . 

They are both assumed to be straight and infinite along the direction perpendicular to the xy -plane, 

and 1 2
i

x y rb b b ib b e θ= − = + = . 

 
Figure 1 Dislocation emission from an elliptically blunted crack tip. 

  we first consider only a short range thermal barrier and the associated effective stress component 

τ ∗ . The activation energy ( )G τ ∗  in Eq. (2) is frequently expressed as[20] 

0( ) 1 , 0 1, 1 2

qp

m

G G p qττ
τ

∗
∗

⎡ ⎤⎛ ⎞
⎢ ⎥= − ≤ ≤ ≤ ≤⎜ ⎟
⎢ ⎥⎝ ⎠⎣ ⎦

,                                       (3) 

where p  and q  are phenomenological parameters reflecting the shape of a resistance profile, 

y

x1b
2b

2a

2ρ

dr θb

0r



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-3- 
 

0G  is the activation energy and mτ  is the effective stress at 0K . From Eqs. (2) and (3), we have 

( )
11

0

0

ln
1

pq

m

kT
G
γ γ

τ τ∗
⎧ ⎫⎡ ⎤⎪ ⎪= −⎨ ⎬⎢ ⎥

⎣ ⎦⎪ ⎪⎩ ⎭

& &
.                                                   (4) 

  For given 0G , 0γ& , p  and q , this equation expresses the temperature and strain-rate 

dependence of the effective stress τ ∗ .  

  Now we calculate the effective slip stress mτ  at 0K. According to the work of Nakatani et 

al.[23], the effective slip stress agrees with Rise’s theoretical prediction. We proceed to map 
conformally the infinite region outside the elliptical hole in the z x iy= +  plane to the infinite 
region outside a circle of a radius R  in the iζ ξ η= +  plane through a transformation function 

( ) 1
2
cz ω ζ ζ

ζ
⎛ ⎞

= = +⎜ ⎟
⎝ ⎠

                                                          (5) 

where 2 2c a b= −  and ( ) ( )R a b a b= + − . 

  The stress fields can be expressed as[ ] 

2[ ( ) ( )] 2[ ( ) / ( ) ( ) / ( )]y x z zσ σ ϕ ϕ ϕ ζ ω ζ ϕ ζ ω ζ′ ′ ′ ′ ′ ′+ = + = +                                   (6) 

[ ]2 2 ( ) ( )y x xyi z z zσ σ τ ϕ ψ′′ ′− + = +     

        [ ] [ ]32 ( ) ( ) ( ) ( ) ( ) ( ) ( ) / ( )ω ζ ϕ ζ ω ζ ϕ ζ ω ζ ω ζ ψ ζ ω ζ⎡ ⎤′′ ′ ′ ′′ ′ ′ ′= − +⎣ ⎦                     (7) 

Using Muskhelishvili’s complex potential method [24], the complex potential functions in the 
iζ ξ η= +  plane can be easily calculated as 

2 2
0 0( ) ln( ) ln( ) ln( / ) ln( / )d dR Rϕ ζ γ ζ ζ γ ζ ζ γ ζ ζ γ ζ ζ= − − − − − + −                 

      
2 2

0
2 2 2 2

0 0( / ) ( / )
d

d d

a R a R
R R
γ γ

ζ ζ ζ ζ ζ ζ
+ −

− −
                                            (8) 

( )
2( / )( ) ( ) ( )Rω ζψ ζ χ ζ ϕ ζ

ω ζ
′= −

′
                                                       (9) 

2 2
0 0( ) ln( ) ln( ) ln( / ) ln( / )d dR Rχ ζ γ ζ ζ γ ζ ζ γ ζ ζ γ ζ ζ= − − − − − + −  

     0

0

d

d

a aγ γ
ζ ζ ζ ζ

+ −
− −

                                                          (10) 

where
( )

1

4 1
b

i
μγ

π ν
=

−
, ( )2 2

0 0 0
1 z z c
c

ζ = + − ,
4 2 2 2

0 0 0 0
0 2 2 2

0 0 0

( ) ( 1)
( 1) ( 1)

R
a

R
ζ ζ ζ ζ
ζ ζ ζ
+ +

= −
− −

, ( )2 21
d d dz z c

c
ζ = + − ,



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-4- 
 

4 2 2 2

2 2 2

( ) ( 1)
( 1) ( 1)

d d d d
d

d d d

R
a

R
ζ ζ ζ ζ
ζ ζ ζ
+ +

= −
− −

. 

  According to the Peach-Koehler formula[25], and considering Eqs. (6)—(7), we obtain the image 
force acting on the dislocation 

( ) ( ) ( ) ( )0 0 0 0ˆ ˆ ˆ ˆx y xy x y y x x xy yf if z b z b i z b z bτ σ σ τ⎡ ⎤ ⎡ ⎤− = + + +⎣ ⎦ ⎣ ⎦  

   ( ) ( ) ( ) ( ) ( ) ( )0 0 0 0 0ˆ ˆ ˆ ˆ ,y x y xb ib z z b ib z z zϕ ϕ ϕ ψ⎡ ⎤′ ′ ′′ ′= + + + − +⎡ ⎤⎣ ⎦⎣ ⎦                       (11) 

where xf  and yf  are the force in the x  and y  directions, respectively, ( )0ˆ x zσ , ( )0ˆ y zσ  and 

( )0ˆ zxyσ  are the components of the perturbation stress fields at the dislocation point 0z , ( )0ˆ zϕ′  

and ( )0ˆ zψ ′  are the perturbation complex potentials in the matrix. 

  According to Qaissaunee and Santare[26], the perturbation complex potentials are calculated as 
follows:  

0 2 2 2
0 0 0 0 0 0

ˆ ( )
( 1) / /d d

z
R R

γ γ γ γϕ
ζ ζ ζ ζ ζ ζ ζ ζ

⎡
′ = − − − +⎢ − − − −⎣

 

 
2 2

0
02 2 2 2

0 0 0

( )
( ) ( )

d

d

a R a R
R R

γ γ ω ζ
ζ ζ ζ ζ

⎤
′− + ⎥− − ⎦

,                                       (12) 

( )
2
0

0 4 2 2 2 2 2 2 2
0 0 0 00 0

(2 1)ˆ
( 1) ( ) ( / ) ( / )d d

z
R R

γ ζ γ γ γϕ
ζ ζ ζ ζ ζ ζ ζ ζ

⎧⎡ −⎪′′ = + + −⎨⎢ − − − −⎪⎣⎩
 

  [ ]
2 2

20 0
0 02 3 2 3 3

0 0 0 0

2 2 ˆ ( ) ( )
( ) ( )

d d

d

a R a R c z
R R

ζ γ ζ γ ϕ ω ζ
ζ ζ ζ ζ ζ

⎫⎤ ⎪′ ′+ − − ⎬⎥− − ⎪⎦ ⎭
,                       (13) 
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2 2
0 0

0 2 2 2 2 3
0 0 0 0 0 0 0 0

( 1)ˆ
( 1) ( 1)d d

z
R R

γζ ζγ γ γ γψ
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4 3 2 4

0 0 0 0
2 2 2 3 2 2 2
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  Based on Stagni[27], the primary physical interest lies on the effective slip stress mτ  which are 

given by 

( ) ( ) ( ) ( ){ }2
0 0 0 0 0ˆ ˆ ˆ ˆRe i

m i z z ie z z zθτ ϕ ϕ ϕ ψ⎡ ⎤′ ′ ′′ ′= + − +⎡ ⎤⎣ ⎦⎣ ⎦ .                               (15) 

  For the linear elastic analysis of plane cases, Creager and Paris's equations [28] can be used to 
evaluate the stress fields for an elliptically blunted head. So from Creager and Paris's solutions, the 

in-plane slip stress due to the applied mode I SIF KΙ  and mode II SIF KΙΙ  is given by 

0 00 0

3 1sin 1 cos cos sin sin cos
2 2 2 2 2 22 2 2a

K K
r rr r

θ ρ θ θ ρ θτ θ θ
π π
Ι ΙΙ⎛ ⎞ ⎛ ⎞

= + + + + −⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠

.             (16) 

  Combining Eqs. (1), (4), (15) and (16), we obtain the slip stress acting on the dislocation. The 

equilibrium distance, 0r , at which the total force on the edge dislocation is zero, is given by 

0 00 0

sin cos3 sin2 21 cos cos sin 0
2 2 2 22 2 2

K K
r rr r

θ θρρ θ θ θθ τ
π π

Ι
∗ΙΙ

⎛ ⎞
⎜ ⎟⎛ ⎞

+ + + + − + =⎜ ⎟⎜ ⎟
⎝ ⎠ ⎜ ⎟

⎝ ⎠

               (17) 

  Referencing to the work of Rice and Thomson [1], if the distance between the crack tip and the 
zero-slip-force position of a dislocation is less than the core radius of dislocation, a new dislocation 
would be emitted spontaneously from the crack tip. In the present analysis, we assume that the core 

radius of the dislocation is equal to Burgers vector rb . Thus, 0 d rr r b= + , and dr  is expressed by 

2 2

2 2

0.25 (sin ) ( 2)cos
(cos ) (sin )d

a a a
r

a
ρ θ ρ θ

ρ
ρ θ θ

− − −
=

+
.                                       (18) 

  So we obtain the critical applied mode I SIF: 

0
0

2 2 sin 1 cos
2

CK r
r

θ ρπ τ θ∗
Ι

⎛ ⎞
= − + +⎜ ⎟

⎝ ⎠
.                                            (19) 

  Similar to the mode I crack, we have the normalized critical applied mode II SIF: 

0
0

3 12 cos sin sin cos
2 2 2 2 2

CK r
r

θ θ ρ θπ τ θ∗
ΙΙ

⎛ ⎞
= − + −⎜ ⎟

⎝ ⎠
.                                 (20) 

 
3. Analysis 
 
  Utilizing Eqs. (19) and (20), the influence of the surface stress on the critical applied SIFs can be 
evaluated. Wang et al.[18] examined the temperature dependence of nanocrystalline Ni at a tensile 
strain rate of 4 11 10 s− −× . The numerical calculations are presented for a set of thermally activated 

properties: 0.24p = , 1.3q = , 7 1
0 1 10 sγ −= ×&  and 0 3.0eVG =  19(4.81 10 J)−× (Ni)[29]. 
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Figure 2 Critical normalized SIF C
rK bμΙ  as a function of emission angle θ  with different 

temperature T  at 0.01aρ = , 200 ra b=  for nanocrystalline Ni. 0T = : min 0.498C
rK bμΙ = , 

0.404crθ = ; 200T = : min 0.170C
rK bμΙ = , 0.404crθ = ; 400T = : 

min 0.065C
rK bμΙ = , 0.404crθ = . 

  For an elliptically blunted crack, the shape can be described by a  and the ratio aρ . Fig. 2  

show the critical normalized SIF for edge dislocation emission as a function of emission angle θ  

with different temperature T  for mode I applied stress ( 0.01aρ = , 200 ra b= ). The minimum 

value of C
rK bμΙ  indicates the most probable angle crθ  for dislocation emission, and the 

minimum critical stress and the relative most probable angle for dislocation emission 

are min 0.498C
rK bμΙ = , 0.404crθ = for 0T = ; min 0.170C

rK bμΙ = , 0.404crθ =  for 200T = ; 

min 0.065C
rK bμΙ = , 0.404crθ =  for 400T = . It is clearly found that the critical SIF decreases 

from infinity to a minimum and then increases with increasing emission angle θ , which is in 
agreement with the result in the previous papers[12, 13]. And with the increasing temperature, the 
minimum value of critical SIF decreases, while the most probable angle for dislocation emission 
does not change. It means that the high temperature make the dislocation emission take place easily. 

  The critical normalized SIF C
rK bμΙ  as a function of emission angle θ  with different crack 

shape at 200KT =  are displayed in Fig. 3(a) and (b). Fig.4(a) and (b) show the critical normalized 

SIF C
rK bμΙ  as a function of temperature T  with different crack shape at 0.5θ = . They are 

been seen that the minimum critical SIF and the relative most probable angle are increases with 
increasing crack length and radius of curvature. And with the increase of temperature, the critical 
SIF increases, and with the increase in crack length and radius of curvature, the change of the 
critical load increases.  
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Figure 3 Critical normalized SIF C
rK bμΙ  as a function of emission angle θ  with different crack 

shape at 200KT = : (a) for 0.01aρ = ; (b) for 200 ra b= . 
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Figure 4 Critical normalized SIF C
rK bμΙ  as a function of temperature T  with different crack 

shape at 0.5θ = : (a) for 0.01aρ = ; (b) for 200 ra b= . 

 
 
4. Conclusions 
 
  The effect of thermally activated on dislocation emission from an elliptically blunted crack tip is 
investigated. Considering the mechanism that the stress fields of an edge dislocation emitted from 
the surface of the void correspond to the imposed displacement discontinuity along the cut from the 
surface of the void to the center of the dislocation, the critical stress intensity factors for edge 
dislocation emission from a blunt crack under mode I and mode II loading conditions at high 
temperature were simulated in nanocrystalline and ultrafine-grained metals. The results show the 
impact of thermally activated processes is remarkable, which can affect the value of the critical 
stress intensity factors for dislocation emission, but does not alter the emission angle. With the 
increasing temperature, the minimum value of critical SIF decreases. And the high temperature 
make the dislocation emission take place easily. 
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Abstract Interaction of the cooperative grain boundary sliding and migration with a crack in deformed 
nanocrystalline materials is investigated using the complex variable method. Effects of the two disclination 
dipoles produced by the cooperative deformation on the emission of lattice dislocations from the crack tip 
are theoretically described. The complex form expressions of the stress field and the force field are divided. 
The critical stress intensity factors for the first dislocation emission are calculated. Influences of disclination 
strength, grain size, locations of the two disclination dipoles as well as crack length on the critical stress 
intensity factors are discussed in detail. Results show that, the cooperative deformation has great influence 
on dislocation emission from the crack tip. In general, the cooperative deformation can promote the lattice 
dislocation emission from the crack tip, thus improve the toughness of the nanocrystalline materials. 
Keywords nanocrystalline materials; crack; grain boundary sliding; grain boundary migration; dislocation 
emission; 
 
1. Introduction                                                                

Nanocrystalline metals and ceramics show outstanding mechanical and physical properties, 
which represent the subject of rapidly growing research efforts motivated by a wide range of their 
applications [1-8]. However, in most cases, nanocrystalline materials have superior strength, 
hardness and good wear resistance but at the expenses of both low tensile ductility and low fracture 
toughness, which considerably limit their practical utility [3-5, 9-11]. At the same time, there are 
several examples of nanocrystalline materials showing considerable tensile ductility at room 
temperatures [4, 12-14], or superplasticity at elevated temperatures [14, 15], and significant fracture 
toughness that can be often higher than that of their polycrystalline or singlecrystalline counterparts 
[4, 16-19]. The nature of the outstanding combination of good ductility and superior strength is not 
quite clear, which creates high interest in understanding the toughening mechanisms that specific 
for nanocrystalline materials. Recently, many models have been developed to explain this 
phenomenon. In most of them, intergrain sliding, grain boundary migration, triple junction 
diffusional creep, Coble creep, rotational deformation and nanoscale deformation twinning have 
been theoretically described as specific deformation modes in nanocrystalline materials. And the 
specific toughening mechanisms are attributed to specific deformation modes in nanocrystalline 
materials [20-25]. 
  Recently, rapidly growing attention has been focused on a new physical mechanism or mode of 
plastic deformation in nanocrystalline metals and ceramics. The new specific deformation mode 
represents the cooperative grain boundary sliding and stress-driven grain boundary migration 
process near the tips of growing cracks [26]. Grain boundary sliding is an important deformation 
mechanism in nanocrystalline materials [3, 4, 10]. It is also one of the specific deformation modes 
showing superplasticity in nanocrystalline materials [4, 15]. Non-accommodated grain boundary 
sliding in nanocrystalline solids creates defects (dislocations and disclination dipoles) at triple 
junctions of grain boundaries. These defects can initiating the formation of cracks, in which case a 
nanocrystalline solid tends to exhibit brittle behaviour [27, 28]. In contrast, if grain boundary 
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sliding is effectively accommodated, nanocrystalline solids show enhanced ductility and/or 
superplasticity [4, 15, 29]. And it is effectively realized that accommodation of grain boundary 
sliding occurs through lattice dislocation emission from triple junctions, diffusion, and rotational 
deformation [4, 15, 29]. There has been a new way to accommodate grain boundary sliding through 
grain boundary migration suggested and theoretically analyzed [20, 26]. Grain boundary migration 
is another toughening micromechanism [30] and specific deformation mode in nanocrystalline 
materials [3, 22].  
  The new accommodation mode we discussed above involving the cooperative grain boundary 
sliding and stress-driven grain boundary migration, servers as a special deformation mode enhanced 
compared to pure grain boundary sliding in nanocrystalline materials [20]. In the cooperative 
process, defects created by grain boundary sliding are, in part, accommodated by defects created by 
grain boundary migration. The cooperative grain boundary sliding and migration has been 
theoretically described as a deformed mode operation in crack-free nanocrystalline materials in 
Bobylev et al. [20]. And it is theoretically revealed that the mode enhances the ductility of 
nanocrystalline solids in wide ranges of their structural parameters. In the work of Ovid’ko et al. 
[26], the cooperative grain boundary sliding and migration process near crack tips has been 
described, and its effect on the fracture toughness of nanocrystalline materials has been theoretically 
analyzed. The results show that the mechanism considerably enhances the fracture toughness of 
nanocrystalline materials.  
  The previous works have lots of experimental and theoretical results suggest that the cooperative 
grain boundary sliding and migration serving as a special deformation contributes to the toughening 
of nanocrystalline materials [20, 26]. But the effect of the cooperative grain boundary sliding and 
migration on the emission of lattice dislocations from crack tips has not been well quantitatively 
studied. Considering nanocrystalline solids with cracks, if the stress intensity near the crack tip is 
large enough, the crack can induce plastic shear through the emission of lattice dislocations from 
the crack tip. The emission of dislocations from cracks causes effective blunting of cracks, thus 
suppresses their growth, improves the toughness of nanocrystalline materials. So the crack blunting 
and growth processes are controlled by dislocation emission from crack tips. In the context 
discussed, there is large interest in the effect of the cooperative mode on lattice dislocation emission 
from crack tips. The main aim of the paper is to study the effect of the cooperative grain boundary 
sliding and migration on lattice dislocation emission from the crack tip using a theoretical mode. 
 
2. Model and problem formulation 
  Let us consider a deformed nanocrystalline solid with a crack under remote mode I loadings and 
remote mode II loadings. The solid is supposed to be an elastically isotropic solid characterized by 
the shear modulus μ  and Poisson’s ratio ν . For definiteness, referring to the approximation in 
Ovid’ko et al. [26], we will focus our analysis on the situation where the crack is flat and plane, and 
characterized by the length L . For simplicity, we assume that the defect structure of the solid is the 
same along the coordinate axis z  perpendicular to the xy  plane. This assumption will allow us to 
simplify the mathematical analysis of the problem in our study, reducing it to the consideration of a 
two-dimensional structure. At the same time, the two-dimensional description definitely reflects the 
key aspects of the problem. 

The applied loadings and high stress concentration near the crack tip can induce both grain 
boundary sliding and migration near this crack tip. And the geometry of the cooperative grain 
boundary sliding and migration deformation is schematically presented in Fig. 1. Fig. 1a depicts a 
deformed nanocrystalline solid with a flat crack. The formation of two disclination dipoles CD  
and BE  results from the cooperative grain boundary sliding and migration process and the 
dislocation emission is shown in Fig. 1b [26]. 

Within the model, the vertical grain boundary AB  is assumed to be normal to the crack growth 
direction and make an angle ϕ  with the grain boundaries 1AA  and 2BB . Let the triple junction 
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A  lie at a vertical distance p  and a horizontal distance p′  from the crack tip and the length of all 
grain boundaries in the initial state be denoted as d . The disclination dipole CD  of wedge 
disclinations is characterized by the strength magnitude ω  and the arm x y− . The disclination 
dipole BE  is characterized by the strength magnitude ω  and the arm y . And x , y  denote the 
distances of the grain boundary sliding and migration. 

Let us introduce a Cartesian system ( ),x y  and a polar coordinate system ( ),r θ  with the origins 
at the point O . Then, the coordinates of the disclinations located at the points D , C , E  and B  
can be described as 1z ( )1i

1er θ= , 2z ( )2i
2er θ= , 3z ( )3i

3er θ=  and 4z ( )4i
4er θ= , respectively. And the 

coordinates ( ),j jr θ  are calculated as follows: 

( ) 2 2
1 2 cosr y y p yp ϕ= + − , ( ) 2 2

2 2 cosr x x p xp ϕ= + − , ( ) ( ) ( )22
3 2 cosr y y p d y p d ϕ= + + − + , 4r p d= + ; 

( ) ( )1 1arccos siny y rθ ϕ= − , ( ) ( )2 2arccos sinx x rθ ϕ= − , ( ) ( )3 3arccos siny y rθ ϕ= − , 4 π 2θ = − . 
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Fig. 1 The cooperative grain boundary sliding and migration in a deformed nanocrystalline solid with a crack 
(a) General view. (b) The formation of two disclination dipoles CD  and BE  results from the cooperative 

grain boundary sliding and migration process, and the dislocation emission from the crack tip. 
  Now, let us calculate the stress fields produced by the cooperative grain boundary sliding and 
migration in the deformed nanocrystalline solid with a flat crack. 

For the plane strain problem, stress fields ( xxσ , xyσ  and yyσ ) and displacement fields ( xu  and 

yu ) may be expressed in terms of two Muskhelishvili’s complex potentials ( )Φ z  and ( )Ψ z  in the 
complex plane iz x y= + : [31] 

( ) ( )( )2xx yy z zσ σ Φ Φ+ = + ,                                 (1) 

( ) ( ) ( ) ( )iyy xy z z z z zσ σ Φ Φ Φ Ψ′− = + + + ,                            (2) 

( ) ( ) ( ) ( ) ( ) ( )2 3 4x yu u z z z z zμ ν Φ Φ Φ Ψ′ ′ ′+ = − − − − ,                       (3) 
where x xu u x′ = ∂ ∂ , y yu u x′ = ∂ ∂ , ( ) ( )d dz z zΦ Φ′ = ⎡ ⎤⎣ ⎦ , the over-bar represents the complex conjugate. 
  And the stress fields can be written as 

( ) ( ) ( )Re 2xx z z z zσ Φ Φ Ψ′= − −⎡ ⎤⎣ ⎦ ,                              (4) 

( ) ( )Imxy z z zσ Φ Ψ′= +⎡ ⎤⎣ ⎦ ,                                  (5) 
( ) ( ) ( )Re 2yy z z z zσ Φ Φ Ψ′= + +⎡ ⎤⎣ ⎦ .                              (6) 

  The boundary condition of the crack for the present problem can be expressed as 
( ) ( )i 0yy xyt tσ σ− = , crackt ∈ .                                (7) 

  According the Romanov and Vladimirov [32], the elastic stress fields produced by a wedge 
disclination characterized by strength ω , located at the point kz  ( ik kx y= + ) in an infinite 
homogeneous medium may be expressed as follows: 
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( ) ( ) ( )( ) ( )
( ) ( )

2
2 2

2 2
1 ln

2π 1 2
k

xx k k
k k

y y
x x y y

x x y y
μωσ

ν

⎛ ⎞−
= − + − +⎜ ⎟

⎜ ⎟− − + −⎝ ⎠
,                  (8) 

( )
( ) ( )

( ) ( )2 22π 1
k k

xy
k k

x x y y
x x y y

μωσ
ν

− −
= −

− − + −
,                            (9) 

( ) ( ) ( )( ) ( )
( ) ( )

2
2 2

2 2
1 ln

2π 1 2
k

yy k k
k k

x x
x x y y

x x y y
μωσ

ν

⎛ ⎞−
= − + − +⎜ ⎟

⎜ ⎟− − + −⎝ ⎠
.                 (10) 

  Assume that the elastic fields produced by the cooperative grain boundary sliding and migration 
in an infinite homogeneous medium can be evaluated by using two complex potentials ( )0 zΦΔ  and 

( )0 zΨΔ . 
  Substituting Eqs. (8) and (9) into formula (1), Eqs. (9) and (10) into formula (2), referring to the 
work in Muskhelishvili [31], Fang et al. [33] and Liu et al. [34], the complex potentials ( )0 zΦΔ  and 

( )0 zΨΔ  can be taken in the forms: 

( ) ( ) ( )
4

0
1

ln
4π 1 k k

k
z s z zμωΦ

νΔ
=

= −
− ∑ ,                            (11) 

( ) ( )
4

0
14π 1

k
k

k k

zz s
z z

μωΨ
νΔ

=

= −
− −∑ .                            (12) 

where ks ( )1,2,3,4k =  denote the sign of a specified disclination and are defined as 1 4 1s s= = , 

2 3 1s s= = − . 
  From Eqs. (11) and (12) together with formulae (1) and (2), we obtain the stress fields which are 
identical to the results in Eqs. (8)-(10). Eqs. (11) and (12) are singularity principal parts of complex 
potentials on the problem of the cooperative grain boundary sliding and migration in an infinite 
homogeneous medium without the crack. 
  For the problem shown in Fig. 1, the complex potentials ( )zΦΔ  and ( )zΨΔ  can be written an 

( ) ( ) ( )*
0z z zΦ Φ ΦΔ Δ Δ= + ,                                (13) 

( ) ( ) ( )*
0 +z z zΨ Ψ ΨΔ Δ Δ= ,                                (14) 

where ( )0 zΦΔ  and ( )0 zΨΔ  indicate the terms due to the presence of the cooperative grain boundary 
sliding and migration located in infinite medium, and ( )* zΦΔ  and ( )* zΨΔ  refer to the terms 
resulting from the interaction of the cooperative grain boundary sliding and migration with the 
crack, which are holomorphic in the region. 
  By using Riemann-Schwarz’s symmetry principle, we introduce a new analytical function 

( ) ( ) ( ) ( )z z z z zΩ Φ Φ ΨΔ Δ ΔΔ ′= − − − .                           (15) 
  The substitution of Eqs. (13) and (14) into Eq. (15) yields 

( ) ( ) ( ) ( )
4

*

1
ln

4π 1
k

k k
k k

z zz s z z z
z z

μωΩ Ω
νΔ Δ

=

⎛ ⎞−
= − − + +⎜ ⎟− −⎝ ⎠

∑ ,                   (16) 

where ( )* zΩΔ  is holomorphic in the region. 
  Considering the above complex potentials, the crack boundary condition (7) can be written an 

( ) ( ) ( ) ( ) 0t t t tΦ Ω Φ Ω
+ −

Δ Δ Δ Δ− + − =⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦ , crackt ∈ ,                    (17) 

( ) ( ) ( ) ( ) 0t t t tΦ Ω Φ Ω
+ −

Δ Δ Δ Δ− − − =⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦ , crackt ∈ ,                    (18) 
where the superscripts “ + ” and “ − ” denote the boundary values of the physical quantity as z  
approached the crack from the upper half plane and the lower half plane. 
  Without loss in generality, we assume that two ends of the crack are located at points a  and c  
on the x -axis. Therefore, the complex potentials ( )zΦΔ  and ( )zΨΔ  have the following forms: 
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+ − − + − + −⎜ ⎟⎜ ⎟⎜ ⎟− −⎝ ⎠⎝ ⎠

∑ ,          (19) 
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∑ ∑

 

( ) ( ) ( ) ( ) ( ) ( ) ( )
4

0
1 0 0

1 1ln ln
8π 1

k
k k k k

k k k k

z zX z s z z z z z z z z z
X z X z z z

μω
ν =

⎛ ⎞⎛ ⎞−′− − − − − + −⎜ ⎟⎜ ⎟⎜ ⎟− −⎝ ⎠⎝ ⎠
∑ ,        (20) 

where ( ) ( ) ( )0 1X z z a z c= − − , ( ) ( )0 0d dX z X z z′ = . 
  Substituting Eqs. (19) and (20) into formulae (4), (5) and (6), we obtain the stress fields due to 
the cooperative grain boundary sliding and migration. 
 
3. The emission force of lattice dislocations 
  Let us consider the emission of lattice dislocations from the crack tip. For simplicity, we focus on 
the situation where the dislocations are of edge character and their Burgers vectors lie along the slip 
plane that makes an angle θ  with the x -axis. 

For the first dislocation located at 0i
0 0ez r θ=  in the coordination system, the elastic fields can be 

evaluated by using the complex potentials ( )zΦ⊥ , ( )zΨ⊥  and ( )zΩ⊥ . 
  Referring to the work in Fang et al. [35-37], the complex potentials can be expressed as: 

( ) ( ) ( )*
0z z zΦ Φ Φ⊥ ⊥ ⊥= + , ( ) ( ) ( )*

0z z zΨ Ψ Ψ⊥ ⊥ ⊥= + , 

where ( )0
0

wz
z z

Φ⊥ =
−

 and ( )
( )

0
0 2

0 0

wzwz
z z z z

Ψ⊥ = +
− −

. 

Using the same method in the section 2, we can obtain 

( ) ( )
( )

0 0
2

0 0 0

1
2

w z zw wz
z z z z z z

Φ⊥

⎛ ⎞−
= − −⎜ ⎟

⎜ ⎟− − −⎝ ⎠
 

( ) ( ) ( ) ( )
( )

( )
( ) ( )0 0 0 0 0

0 0 02
0 0 0 0 0 0 0 0 00

1 1 1 1
2

w z z wz z zw wX z X z
X z z z X z z z X z z zz z

⎛ ⎞− −
+ + + +⎜ ⎟

⎜ ⎟− − −−⎝ ⎠
,         (21) 

( ) ( )
( )

0 0
2

0 0 0

1
2

w z zw wz
z z z z z z

Ω⊥

⎛ ⎞−
= − −⎜ ⎟

⎜ ⎟− − −⎝ ⎠
 

( ) ( ) ( ) ( )
( )

( )
( ) ( )0 0 0 0 0

0 0 02
0 0 0 0 0 0 0 0 00

1 1 1 1
2

w z z wz z zw wX z X z
X z z z X z z z X z z zz z

⎛ ⎞− −
− + + +⎜ ⎟

⎜ ⎟− − −−⎝ ⎠
,         (22) 

( ) ( ) ( ) ( )z z z z zΨ Φ Φ Ω ⊥⊥ ⊥ ⊥′= − − − ,                           (23) 

where 
( ) ( )i

4π 1 y xw b bμ
ν

= −
−

. 

  The above complex potentials ( )0 zΦ⊥  and ( )* zΦ⊥  are consistent with the complex functions dφ′  
and ( )i zφ′  in Zhang and Li [38]. 
  Then, the force acting on the edge dislocation consists of three parts: the image force, the force 
produced by the cooperative grain boundary sliding and migration and the external force. 
  Firstly, using the Peach-Koehler formula [39], the image force can be written as 

)
( )

)
( )

)
( )

)
( )0 0 0 0i ixy yy xx xyx y x y x yf f f z b z b z b z bσ σ σ σ⊥ ⎡ ⎤ ⎡ ⎤= − = + + +⎣ ⎦ ⎣ ⎦  
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                     (24) 

where 
)

xxσ , 
)

xyσ  and 
)

yyσ  are the components of the perturbation stress, and  

( ) ( ) ( )( )
0

*
0 0lim

z z
z z zΦ Φ Φ⊥ ⊥ ⊥→

= − , ( )
( ) ( )( )

0

0*
0

d
lim

dz z

z z
z

z
Φ Φ

Φ ⊥ ⊥
⊥ →

−′ = , ( ) ( ) ( )( )
0

*
0 0lim

z z
z z zΨ Ψ Ψ⊥ ⊥ ⊥→

= − . 

  Then, the force produced by the cooperative grain boundary sliding and migration can be written 
as [39] 

( ) ( ) ( ) ( )0 0 0 0i ix y xy x yy y xx x xy yf f f z b z b z b z bσ σ σ σΔ ⎡ ⎤ ⎡ ⎤= − = + + +⎣ ⎦ ⎣ ⎦  

( )
( ) ( ) ( ) ( )2

0 0 0 0 0

1
z z z z zb

w w
Φ Φ Φ Ψμ

π κ
Δ Δ Δ Δ

⎛ ⎞′+ +
= +⎜ ⎟⎜ ⎟+ ⎝ ⎠

,                      (25) 

where xxσ , xyσ  and yyσ  are the components of the stress fields produced by the cooperative grain 
boundary sliding and migration. 
  Lastly, the external force acting on the edge dislocation can be written as (Fang et al., 2012) 

2
I II

1 3sin cos cos sin cos
2 2 2 2 22

app app
r

bf b K K
rθ

θ θ θ θσ θ
πΓ

⎛ ⎞⎛ ⎞= = + +⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠
,                (26) 

where rθσ  is the in-plane shear stress due to the applied model I and mode II stress intensity 
factors, I

appK  and II
appK  are the generalized mode I and mode II stress intensity factors produced by 

the remote loadings. 
Then, the dislocation emission force acting on the edge dislocation can be written as 

[ ] [ ]cos sin Re cos Im sinemit x yf f f f f f f f fθ θ θ θΓ ⊥ Δ ⊥ Δ Γ= + + = + − + +                (27) 
  Substituting Eqs. (24), (25) and (26) into the Eq. (27), we have the expression of the dislocation 
emission force. 
 
4. The critical stress intensity factors for the dislocation emission 
  A commonly accepted criterion for the emission of dislocations from a crack tip is, when the 
force acts on them, is equal to zero. Moreover, the dislocation distance to the crack surface must be 
equal to, or larger than, the dislocation core radius [40]. Combining expressions (24)-(27) and 

0emitf =  yields the critical stress intensity factor IC
appK  and IIC

appK  for the dislocation emission as 
follows. We discuss the effects of the cooperative grain boundary sliding and migration on the 
emission of lattice dislocations from the crack tip. 

II 0appK = , 
( ) [ ] [ ]( )0

IC
2 2π

Im sin Re cos
sin cos 2

app r
K f f f f

b
θ θ

θ θ ⊥ Δ ⊥ Δ= + − + , 

I 0appK = , 
( ) ( ) ( )( ) [ ] [ ]( )0

IIC 2

2π
Im sin Re cos

cos 3 2 sin 2 cos 2
app r

K f f f f
b

θ θ
θ θ θ ⊥ Δ ⊥ Δ= + − +

+
, 

where 
( )

( ) ( ) ( ) ( )( ) ( ) ( )* **2 0 0 0 0 00 0
+ +2 Re +

1

z z z z zz zbf f
w w

Φ Φ Ψ ΨΦ Φμ
π κ

⊥ Δ ⊥ Δ⊥ Δ
⊥ Δ

⎛ ⎞′ ′ +⎡ ⎤⎜ ⎟⎣ ⎦+ = +⎜ ⎟+ ⎜ ⎟
⎝ ⎠

. 

Let us calculate the critical stress intensity factors IC
appK  and IIC

appK  in the situation, where the 
cooperative grain boundary sliding and migration forms near the crack tip, as shown in Fig. 1. We 
define the critical normalized stress intensity factors (SIFs) as 0

IC IC
appK K bμ=  and 0

IIC IIC
appK K bμ= . 

We use the following typical values of parameters of the nanocrystalline material Ni: 73Gpaμ = , 
0.31ν =  [41]. We assume that the crack tip located at the coordinate origin, the Burgers vector of 

the edge dislocation 0.25nmb =  and the dislocation core radius 0 2r b= . 
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Fig. 2 Dependences of the critical normalized SIFs 0

CK  on the disclination strength ω  with different crack 
lengths L  ( 2π 3ϕ = , 0 π 6θ = , 15nmd = , 0p = , 0.3x d = , 0.1y d = ) 

With different crack lengths L , the variations of the critical normalized stress intensity factors 
(SIFs) 0

ICK  and 0
IICK  with respect to the disclination strength ω  are respectively shown in Fig. 2. 

We found that the critical normalized SIFs 0
ICK  and 0

IICK  both decrease with the increment of the 
disclination strength ω . With the same crack length L , the critical normalized SIFs 0

ICK  and 0
IICK  

have an intersection at the critical point 0ω , where the critical normalized SIFs equal to zero. When 
the disclination strength is larger than the critical value 0ω , the dislocation can emit from the crack 
tip without any external loadings. And the critical value 0ω  will increase with increasing of the 
crack length L . So the cooperative grain boundary sliding and migration can promote the 
dislocation emission from the crack tip, thus improve the toughness of the nanocrystalline materials. 
We can also see that, with the same disclination strength and the same crack length, the critical 
normalized SIF 0

IICK  is much smaller than 0
ICK , which means the mode II loadings are easier than 

the mode I loadings to make the dislocation emit form the crack tip.  
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Fig. 3 Dependences of the critical normalized SIFs 0

ICK  on the edge dislocation emission angle 0θ  
( 2π 3ϕ = , 100 nmL = , 15nmd = , 0p = , 0.3x d = , 0.1y d = )  

  The critical normalized SIFs versus the dislocation emission angle 0θ  with different disclination 
strengths ω  are depicted in Fig. 3 and Fig. 4. We can see that, the critical normalized SIFs have 
totally different variation tendency compared to the situation that the cooperative grain boundary 
sliding and migration is vanished ( 0ω = ° ). For the model I stress intensity factors in Fig. 3, the 
critical normalized SIF firs decrease then increase with increasing of the edge dislocation emission 
angle when the cooperative grain boundary sliding and migration does not exist ( 0ω = ° ). And in this 
case, the most probable angle for the edge dislocation emission is 70.53° , which is in good 
agreement with the result in Huang and Li [42]. But for the disclination strength 30ω = °  and 45° , 
the critical normalized SIFs 0

ICK  sharply decrease with increasing of the dislocation emission angle, 
and transfer the positive dislocations emission to the negative dislocations emission. And the most 
probable angle for the dislocation emission is 26.25°  for 30ω = °  and 20.25  for 45ω = ° , 
respectively. For the disclination strength 60ω = ° , the critical normalized SIFs 0

ICK  first increase 
then decrease with the increment of the dislocation emission angle. There are two most probable 
angle for the positive dislocation emission, and they are 0.95°  and 15.75° . 
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Fig. 4 Dependences of the critical normalized SIFs 0

IICK  on the edge dislocation emission angle 0θ  
( 2π 3ϕ = , 100 nmL = , 15nmd = , 0p = , 0.3x d = , 0.1y d = )  

  For the mode II stress intensity factors in Fig. 4, when the cooperative grain boundary sliding and 
migration does not exist ( 0ω = ° ), the critical normalized SIFs increase from a finite positive value 
to infinity with increasing of the edge dislocation emission angle, then switch to negative value. 
And the most probable angle for the positive dislocation emission is 0° , that for the negative 
dislocation is 123.75° . In other cases, the critical normalized SIFs decrease from finite negative 
values to infinity, then switch to positive values with the increment of the dislocation emission 
angle. And the most probable angle for the negative dislocation emission is always 0° , that for the 
positive dislocation is 144.25°  for 30ω = ° , 141.25°  for 45ω = ° , and 139.75  for 60ω = ° . 
  The dependences of the critical normalized SIFs on the dislocation emission angle with different 
ratios x d  and y d are shown in Figs. 5-6. We can see that, the critical normalized SIFs versus the 
dislocation emission angle have different variation tendency depending on the values of the ratios 
x d  and y d . It is not only we described above. 
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Fig. 5 Dependences of the critical normalized SIFs 0

CK  on the dislocation emission angle 0θ with different 
ratio x d  ( π 6ω = , 2π 3ϕ = , 100 nmL = , 15nmd = , 0p = , 0.3y d = )  
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Fig. 6 Dependences of the critical normalized SIFs 0

CK  on the dislocation emission angle 0θ with different 
ratio y d  ( π 6ω = , 2π 3ϕ = , 100 nmL = , 15nmd = , 0p = , 0.2x d = )  

  The critical normalized SIFs 0
ICK  versus the grain size d  with different angles ϕ  between 

grain boundaries are depicted in Fig. 7. It indicates that the critical normalized SIFs first increase 
then decrease with the increment of the grain size d , but decrease with increasing of the angle ϕ  
between grain boundaries. There is a critical grain size making the critical normalized SIFs equal to 
zero. And when the grain size d  is larger than the critical value, the dislocation can emit from the 
crack tip without any loadings. The critical value also decreases with increasing of the angel ϕ  
between grain boundaries.  
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Fig. 7 Dependences of the critical normalized SIFs 0

ICK  on the grain size d  with different angles ϕ  
( π 6ω = , 0 π 6θ = , 100 nmL = , p d= , 0.3x d = , 0.1y d = )  
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Fig. 8 Dependences of the critical normalized SIFs 0

ICK  on the ratio p d  with different angles ϕ  
( π 6ω = , 0 π 6θ = , 100 nmL = , 15nmd = , 0.3x d = , 0.1y d = )  

  Fig. 8 plots the variations of the critical normalized SIFs with respect to the ratio p d  with 
different angles ϕ  between grain boundaries. We found that the critical normalized SIFs first 
increase then decrease to constants with the increment of the ratio p d  for 90ϕ = °  and 120° , but 
just increase to a constant for 150ϕ = ° . And in this situation, if the angle ϕ  between the grain 
boundaries is large enough, the critical normalized SIF is always negative, which means the 
dislocation emission from the crack tip is very easy. 
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Fig. 9 Dependences of the critical normalized SIFs 0

ICK  on the crack length L  with different strengths ω  
( 0 π 6θ = , 2π 3ϕ = , 15nmd = , 0p = , 0.3x d = , 0.1y d = )  

  The dependences of the critical normalized SIFs on the crack length with different disclination 
strengths are shown in Fig. 9. The critical normalized SIFs 0

ICK  increase with the increment of the 
crack length, and tend to constants when the crack length is large enough. So the dislocation 
emission from the short crack tip is much easier, and growth of the long crack is easier. We can also 
see that, when the cooperative grain boundary sliding and migration does not exist, the crack length 
just slightly affects the critical normalized SIFs. In comparison, the cooperative grain boundary 
sliding and migration contributes a lot to the dislocation emission and the crack blunting. 
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Fig. 10 Dependences of the critical normalized SIFs 0
ICK  on the distance between crack tip and coordinate 

origin p′  ( 0 π 6θ = , 2π 3ϕ = , 300 nmL = , 15nmd = , 0p = , 0.3x d = , 0.1y d = ) 
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Fig. 11 Dependences of the critical normalized SIFs 0

ICK  on the ratio x d  with different distances p′  
( π 6ω = , 0 π 6θ = , 2π 3ϕ = , 100 nmL = , 15nmd = , 0p = , 0.1y d = )  
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Fig. 12 Dependences of the critical normalized SIFs 0

ICK  on the ratio y d  with different distances p′  
( π 6ω = , 0 π 6θ = , 2π 3ϕ = , 100 nmL = , 15nmd = , 0p = , 0.3x d = )  

If the crack tip is not at the coordinate origin, we define the horizontal distance between the crack 
tip and the coordinate origin is p′ . Fig. 10 plots the dependences of the critical normalized SIFs on 
the distance between the crack tip and the coordinate origin p′  with different disclination strengths. 
The critical normalized SIFs decrease and tend to constants with increasing of the distance p′ . The 
variations of the critical normalized SIFs on the ratios x d  and y d  with different distances p′  
are depicted in Fig. 11 and Fig. 12, respectively. Fig. 11 indicates that the critical normalized SIFs 
first increase then decrease with the increment of the ratio x d  when the crack tip is at the 
coordinate origin ( 0p′ = ), and the change is remarkable. In other cases, the critical normalized SIFs 
just increase with increasing of the ratio, and the distances p′  have slight influence on them. The 
variation tendency of the critical normalized with respect to the radio y d  is just opposite to that 
to the radio x d . 

 
5. Concluding remarks 
  Thus, the interaction of the cooperative grain boundary sliding and migration with the crack is 
investigated by the complex variable method. We have theoretically described the effects of the two 
wedge disclination dipoles produced by the cooperative grain boundary sliding and migration on the 
emission of edge dislocations from the crack tip in deformed nanocrystalline metals and ceramics. 
The critical stress intensity factors for the first dislocation emission are calculated. The influence of 
the disclination strength, the grain size, the location of the two disclination dipoles and the crack 
length on the critical stress intensity factors is discussed in detail. Some conclusions are 
summarized as follows. 
  (1) The cooperative grain boundary sliding and migration can promote the dislocation emission 
from the crack tip, which causes effective blunting of the crack, thus suppresses its growth, and 
improves the toughness of nanocrystalline materials.  

(2) There is a critical disclination strength value making the critical stress intensity factor equal to 
zero and the dislocation can emit from the crack tip without any external loadings. And the mode II 
loadings are easier than the mode I loadings to make the dislocation emit form the crack tip. 
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(3) The critical stress intensity factor has different variation tendency depending on the 
disclination strength and the geometry of the two disclination dipoles. For each situation, the most 
probable emission angles for positive dislocation and negative dislocation are different. 
  (4) The grain size has great effect on the dislocation emission from the crack tip. The critical 
stress intensity factors first increase then decrease with increasing of the grain size. And there is a 
critical grain size making the dislocation can emit from the crack tip without any external loadings.  

(5) The dislocation emission from the shorter crack tip is much easier. So, the shorter crack can 
be easily blunted, and the longer crack tends to grow.  

(6) The location and geometry of the cooperative grain boundary sliding and migration have great 
influence on the critical stress intensity factors. 
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Abstract  A singular stress field exists in an elastic substrate around the contact edge with a rigid 
flat-tipped indenter. This surface-contact-induced singular stress field can also be described by the stress 
intensity factor concept, if the indentation stress intensity factor Kind is introduced for indentation cracking 
analysis. The Kind–controlled singular stress field is almost identical to that of the Mode-I tensile singular 
stress field around the crack tip, except the negative sign due to the compressive nature of surface contact 
loading.  

This study presents an energy-based fracture mechanics analysis for the indentation stress intensity factor 
(ISIF) Kind and the indentation-induced boundary cracking within the Kind-dominant region around the 
contact edge. It is found that the critical indentation stress intensity factor exists, and the relation between the 
indentation fracture toughness KIC-ind and the common Mode-I fracture toughness KIC is established 
analytically, showing KIC-ind = 2.5KIC. The indentation-cracking angle at the contact edge is also determined.  

The fracture mechanics model on surface contact cracking induced by a flat-tipped indenter provides a 
useful alternative for measuring the fracture toughness KIC, which can be useful for characterization of 
surface fracture properties of bulk elastic bodies and coating fracture properties of layered structures such as 
MEMS. 
 
Keywords  Indentation, Indentation fracture toughness, Contact mechanics, Surface cracking 
 
1. Introduction 
 
Frictional sliding induced surface damage in the form of micro-crack initiation can be the precursor 
for potentially much severe structural damage. Fracture mechanics modeling concerning this 
important structural integrity issue has been an interesting topic for years [1-3]. It is noted from the 
work [1,2,4,5] that a mixed-mode singular stress field exists in an incompressible substrate at the 
sliding contact edge of a rigid flat-ended indenter pressing down onto the substrate. This study will 
examine closely the process of micro-crack initiation on the contact surface, which is controlled by 
the singular stress field at the sharp corner of the flat-ended indenter, and the cracking angle. 
 
The familiar singular stress fields are those associated with sharp cracks in elastic solids, through 
which the Mode-I fracture toughness KIC at the critical loads can be determined from the common 
stress intensity factors. Although the singular stress field in an incompressible substrate at the 
sliding contact edge of a rigid flat-ended indenter is not due to the presence of a sharp crack tip, this 
contact-induced singular stress field does share some similar features with those of a crack-induced 
singular stress field, which implies the well-known concepts of linear elastic and elastic-plastic 
fracture mechanics such as the stress intensity factor K and the J-integral [6-11] can be adopted for 
modeling of the crack initiation from a crack-free surface under frictional sliding wear.  
 
The significance of fracture mechanics modeling of contact crack initiation can be seen from 
fretting fatigue and other engineering applications such as rock fracture mechanisms in rock cutting. 
This study will present a new methodology based on the aforementioned singular stress field 
generated at the sliding contact edge of a rigid flat-ended indenter, which will connect the contact 
mechanics together with the fracture mechanics by using energy-based modeling.  
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2. The energy release rate for boundary cracking 
 
This section describes the method we used to derive the strain energy release rate associated with 
sliding contact crack initiation from the crack-free boundary. The energy release rate related to a 
boundary movement has been investigated by Eshelby [6], Sih [7], Budiansky and Rice [8,9]. 
Consider a three-dimensional (3D) elastostatic boundary problem with material contained within 
the surface boundary S+s (Fig. 1), where the portion s of the boundary is traction-free, and the 
external loading is imposed only on S. Without changing the boundary conditions on S, impose a 
continuously varying sequence of static solutions, related to the displacements u, given by a 
time-like parameter t. Details of the procedure can be consulted in references [9], and here, only the 
result of energy release rate per unit time, ∂Π/∂t, is given, i.e. 

,                                  (1) 

where  denotes the ‘velocity’ of the points on s and  is the current outward normal to s. In 
the case of two-dimensional deformation fields as shown in Fig. 2, relevant to the present problem, 
the energy release rate remains of the same form as Eq. (1).  

 
Figure 1.  Two-dimensional deformation fields and integration path. 

 
Let , which corresponds to two components of unit boundary movement, so that 

, , where  is the angle between boundary movement  and x1. Let  
be the unit tensor inward normal to boundary s, which means that the boundary s moves inward, 
and let all points on boundary s move in the same direction. Thus, the energy release rate for the 
boundary movement is given by 

,                       (2) 

 
	  

Figure 2.  Boundary movement or cracking as the notch-like boundary becomes a crack. 
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and from the conservation law, , proposed by Eshelby [6] 
 ( )∫∫ −==

ins
jiij

s
jj dsuTwndswnJ , ,                            (3) 

where sin is any integration path within the area closed by boundary S+s, and sin+s form a closed 
integral loop.  
 
From the geometrical point of view, boundary crack initiation, regardless whether it occurs at a 
crack tip, a notch corner or on a general crack-free boundary, can always be defined as a boundary 
movement in some direction, with the limit  taken and the notch-like boundary becomes a 
crack, as shown in Fig. 2 and Fig. 3. Then, the energy release rate of boundary cracking can be 
defined as  

 ,                           (4) 
where  denotes the driving force of boundary cracking in direction x1 when the limit taken 
exists, or the energy release rate with unit boundary movement s in direction x1;  denotes 
the driving force in direction x2, or the energy release rate with unit boundary movement s in 
direction x2. 
 
For a homogenous and isotropic substrate Griffith’s criterion [9] states that the crack will extend 
when the critical value  is reached [10,11] 

 .                                   (5) 
For a standard cracked specimen subjected to Mode I loading,  and  can be calibrated 
as 

𝐺! = 𝐽!" = 𝐾!"! 1− 𝜇! /𝐸,                             (6) 
where KIC is the Mode-I fracture toughness.  
	  

3. Asymptotic stress field in sliding contact 
 
3.1. Boundary Condition 
 
A typical fretting contact problem of a rigid flat-ended indenter with half width a, sliding on a 
homogeneous, isotropic, elastic body in half plane is shown in Fig. 3. The Cartesian coordinates (x1, 
x2), and the polar coordinates (r, θ), both with the origin at the left edge of the indenter, are selected. 
Normal force P and tangential force Q act on the indenter and the following normal and shear 
tractions along interface have been solved in closed form [4], 
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and 
 ( ) ( )11 xfpxq = ,                                  (8) 

where f is the coefficient of friction; λ is determined by 
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and µ is Poisson’s ratio of the substrate. 
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Figure 3.  Indentation configuration, integral path  and . 
 
Eq. (7) shows that the stress state near the indenter corner may vary in the form 
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For special cases either with 50.=µ  or 0=f , Eq. (9) leads to 5.0=λ , showing the same order of 
stress singularity as that for a sharp crack tip.  
 
For 50.=µ , the substrate becomes incompressible. The asymptotic stress boundary conditions of 
the substrate in the contact area next to the left and right corners then become 
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for the two cases of 50.=µ  and 0=f . 
 
3.2. Singular stress fields due to the normal and tangential loads 
 
The singular stress field at the sharp edge of the contact between a rigid flat-ended indenter and 
substrate is known from the asymptotic contact analyses of and Nadai [4]. Using the polar 
coordinates (r, θ), Fig. 3, the stresses at the left corner can be found as follows due to the normal 
load: 
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This expression indicates that the stress state for indentation is a “negative” Mode I singular stress 
field for cracked solids, where 

 
a
PK indI
π

=− ,                                     (14) 

which defines actually an indentation stress intensity factor. The familiar Mode-I singular stress 
field is obtained by removing the negative sign and changing KI-ind into KI. Only difference between 
tensile mode-I stress field and indentation stress field is sign “-” in their equations.  
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Nadai [4] gave also the asymptotic stress field due to the tangential load as  
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where 

 
a
fPfKK indIindII
π

== −− .                                  (16) 

Actually, Eq. (15) is identical to the classical Mode II singular stress fields when KII-ind = KII. 
 
3.3. Characters of the stress fields 
 
It is clear from the above discussion that the asymptotic stress field, , induced by the 
sliding contact is a typical mixed-mode I-II singular stress field for incompressible substrates and 
friction free. This singular stress field is responsible for surface crack initiation on the crack-free 
surface of the substrate at the contact edge. This finding is significant as it shows that singularity 
and distribution of the stress field induced by surface contact of a flat-ended indenter are identical to 
those of a mixed-mode crack. As a result, the concepts of stress intensity factor and fracture 
toughness can now be introduced unambiguously into contact mechanics and associated contact 
damage. Therefore, Eqs. (14-17) represent an important advance by defining the indentation stress 
intensity factors, and , and the Kind-dominant region at the contact edge. In other words, 
the fracture mechanics theory, such as the Griffith’s criterion, is applicable in the case of the 
boundary fracture induced by the sliding contact.  
	  

4. Calculation methods on indentation stress intensity factor 
 
4.1. Application of J1-integral in the indentation fracture 
 
For a closed integration path abcdefas  as shown in Fig.4, following J1-integral can be gotten. 

 ( ) 0111 =−= ∫
abcdefas

ii dsuTwnJ , .                                 (17) 

If the path abcdefas  is divided into afedebcdababcdefa sssss +++= , because of 01 =n  on surface of the 
substrate, 0=iT  on the abs , 01 =T  and 012 =,u  on the des , we have 

 ( ) 0111 =−= ∫
abs

ii dsuTwnJ ,                                   (18) 

and 
 ( ) 0111 =−= ∫

des
ii dsuTwnJ , .                                  (19) 

Then substituting Eqs. (18) and (19) into Eq. (17), it follows that 
 ( ) ( ) ( ) 01111111 =−+−−=−= ∫∫∫
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ii

s
ii

s
ii dsuTwndsuTwndsuTwnJ ,,, .                    (20) 

It can then be rearranged to give 
 ( ) ( )∫∫ −=−=

bcdafe s
ii

s
ii dsuTwndsuTwnJ 11111 ,, ,                             (21) 

which means that along any two paths, afes  and bcds , starting from the any point on the left free 
boundary to any one on the contact boundary, the J1-integrals are identical. It shows theoretically 

II
ij

I
ijij σσσ +=
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that this integral is path independent.  
 
If the integration path afes  is half of a circle and within the Kind-dominant region, it is not difficult 
to get 

 ( ) 2
2

111
2

1
I

s
ii K

E
dsuTwnJ

afe

µ−
=−= ∫ ,   (plane strain).                      (22) 

Then, Eq. (21) becomes  
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−

=
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2

2
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2

1
,

µ                             (23) 

This equation is a key formula to construct a method to calculate the ISIFs induced by the 
indentation. Additionally, this method can be applied to the contact problems with the finite and 
infinite boundaries.  

 

Figure 4.  Integration path for Mode-I indentation. 

4.2. Application of J1-integral in the indentation fracture for layered substrate 

For the layered substrate, two closed integration paths as shown in Fig. 5 will be considered in 
present work. One is the pant nedcbammn sss +=1  and the other mnnfm sss ʹ′ʹ′ʹ′ʹ′ +=2 . Additionally, as 01 =n , 

iT  and 1,iu  are continuous on the paths mns  and mns ʹ′ʹ′ , from conservation law, we have the 
following contour integrals. 
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and  ∫∫ −==
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According to Eqs. (18), (19), (24)-(26), it can be found that  
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s

ii dsuTwndsuTwnJ 1,11,11 ,                          (27) 

which indicates that the integral is path independent for composite substrate similar to the Eq. (21). 
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If the integration path bcds  is half circle and within the Kind-dominant region, the following 
equation can be found. 

 ( )∫ −=
−

=
afes

iiI
c

c dsuTwnK
E

J 1,1
2

2

1 2
1 µ .                             (28) 

 

Figure 5.  Integration path for the layered substrate for Mode-I indentation. 

 

Figure 6.  Boundary cracking for Mode-I indentation. 

5. Boundary cracking in Mode-I indentation 
 

In section 2, an expression describing the strain energy release rate of boundary cracking has been 
derived. It will be used to discuss the boundary cracking in the case of the complete sliding contact 
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in this section. 
 
Let obss =  in Eq. (3) as shown in Fig. 6 adjacent to the right corner of the indenter and s  be 
within the Kind-dominant region. Because 0=iT  and 01 =n  on the integration path obs , the 
energy-based driving force for boundary cracking in x1 and x2 directions in this case can be found in 
[12-16]  

 ( ) 0lim 1001 ∫ ==
→

→

ob
ob

ob
s

ss dswnJ .                             (29) 

and 
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From Eqs. (4), (29) and (30), the total energy release rate of boundary cracking induced by the 
sliding contact at any angle α  can be found as 
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Setting 0=
αd
dG , i.e., 0cos =cα , we have 

 
2
π

α =c ，                                   (32) 

where cα  is the critical cracking angles, which is vertical to the contact boundary.  
 
Cracking occurs when G  reaches its critical or maximum value. The critical or maximum 
energy-based driving force for boundary cracking can then be solved from Eq. (31), i.e. 

 ( )
E
KG indI

π
µ
2

1 22
−−

=max .                                (33) 

From the Eqs. (5), and (33), the critical condition of substrate boundary cracking beneath the 
contact surface can be found as 

 ( )
E
KGG indIC

C π
µ
2

1 22
−−

==max .                             (34) 

for Mode-I indentation, where the indICK −  is the boundary fracture toughness for Mode-I 
indentation. Then, K-based fracture criterion for Mode-I indentation can be given by 

 indICindI KK −− =                                          (35) 

From Eqs. (34) and (6), it can be determined that  
 ICindIC FKK =− ,                                  (36) 

where F is an enlarging factor, and is given by 
 506622 .== πF .                                 (37) 

Therefore, Eq. (36) indicates that the common fracture toughness for a Mode-I tensile crack can 
also be determined by the indentation test method presented in this study. Recently, this indentation 
method has been successfully used to determine the fracture toughness of glass [16] and brittle 
polymers [17]. 
	  
6. Conclusions 
 
A fracture-based modelling for boundary cracking induced by indentation singular stress field has 
been investigated by using energy-based method. The concept of indentation stress intensity factor 
is introduced to descript the intensification of the indentation singular stress field. Typical 
calculation method on ISIFs has been given by using the partial J-integral. This study presents also 
an energy-based fracture mechanics analysis for the ISIF and the indentation-induced boundary 
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cracking within the KI-ind-dominant region around the contact edge. It is found that the critical 
indentation stress intensity factor exists, and the relation between the indentation fracture toughness 
KIC-ind and the common Mode-I fracture toughness KIC is established analytically, showing KIC-ind = 
2.5KIC. The indentation-cracking angle at the contact edge is also determined. The present fracture 
mechanics model on surface contact cracking induced by a flat-tipped indenter provides a useful 
alternative for measuring the fracture toughness KIC, which can be useful for characterization of 
surface fracture properties of bulk elastic bodies and coating fracture properties of layered 
structures. 
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Abstract   
Free edge effect of laminated plates has been extensively investigated in the past two decades. Due to the 
boundary condition limitation, very limited work on piezoelectric laminated plates with free edges was 
carried out. In this paper, coupled and uncoupled analytical analyses on the interlaminar stresses in the 
vicinity of the free edges of piezoelectric laminated plates are presented on the basis of three-dimensional 
elasticity and piezoelectricity. The state space equations for cross-ply piezoelectric laminates subjected to 
uniaxial extension are obtained by considering all independent elastic and piezoelectric constants. The 
equations satisfy the boundary conditions at free edges and the continuity conditions across the interfaces 
between plies of the laminates. Three dimensional exact solution is sought and validated by comparing 
present numerical results with those of existing approximate analytical and finite element models. The 
singularity of the interlaminar stresses near the free edges is confirmed and the electromechanical coupling 
effects give much higher interlaminar stresses at the free edges in comparison with those of the 
corresponding uncoupled cases. 
 
Keywords: piezoelectricity, laminated plate, coupling effect, interface stress, exact solution 
 
1. Introduction 
 
In recent decades, composite materials have extensive popularity in high-performance products that 
demand for high-strength, lightweight among many fields. Due to the development of 
multifunctional structures, smart materials and structures, which can perform sensing, controlling, 
actuating with distinct direct and converse piezoelectric effects, are widely used in many 
applications such as structural vibration control, precision positioning, aerospace and 
nanotechnology. Piezoelectric structures are often made from multi-layered thin films of dissimilar 
materials in the forms of stacks. For example, a piezoelectric laminated plate with simply-supported 
conditions, as a multilayer stack, was investigated by many researchers such as Heyliger [1], Lee 
and Jiang [2], Cheng et al. [3] and Xu et al. [4]. Sheng et al. [5] presented state space solution for 
laminated piezoelectric plate with clamped and electric open-circuited boundary conditions.     
 
It is well-established that due to the discontinuity of material properties at the interfaces, a highly 
concentrated interlaminar stress field can occur in the vicinity of the free edges which will lead to 
interlaminar failures such as delamination or matrix cracking. Pipes and Pagano [6] presented a 3D 
elastic solution for the free-edge effect for a symmetric laminate strip under uniaxial tension. By 
using Lekhnitskii’s [7] stress potential as well as the eigenfunction technique, Wang and Choi [8] 
investigated the stress singularities at the free edge of laminated plate. Becker [9] presented a 
closed-form solution by introducing a particular warp deformation which decays rapidly towards 
the laminate interior to reflect the free edge effect. Most recently, analytical solutions were 
developed by Tahani and Nosier [10] within Reddy’s layerwise theory (LWT) to investigate the free 
edge effect problem of general cross-ply laminates with finite dimensions under uniform axial 
extension. Recently Zhang et al. [11] give the 3D analytical solution for the free edge cracking 
effect in composite laminates under extension and thermal loading by using state space method.  
 
Due to the piezoelectric coupling effects in piezoelectric laminated plate, the mechanical and 
electrical behavior becomes more complex. Thus an accurate determination of coupling effect on 
free edge interlaminar stresses and deformation is essential in the design of elastic and piezoelectric 
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structure. By using Fourier transforms to reduce electro-elastic boundary value problem to the 
solutions of integral equations, Ye and He [12] solved the problem of electric field concentrations of 
a pair of parallel electrodes arrayed in one plane. Finite element method was chosen to show the 
effect of piezoelectric coupling on interlaminar stresses and electric field strengths near the free 
edge by Artel and Becker [13]. In addition, an analytical solution was also developed to determine 
the state variables of piezoelectric elasticity in the vicinity of free edges using a layerwise 
displacement theory by Mirzababaee and Tahani [14]. 
 
In this paper, on the basis of 3D elasticity and piezoelectricity, an exact analytical solution that 
satisfies both mechanical and electric boundary conditions is established by considering continuity 
of displacements, transverse stresses, electric potentials and vertical electric displacements across 
interfaces between different materials.  
 
2. Fundamental State Space Method Formulation 
 
2.1. State space equations for cross-ply piezoelectric plate 
 

 
Figure 1. Geometry of a piezoelectric laminated plate 

 
The rectangular piezoelectric laminated plate is subjected to a uniform constant axial strain ε0 and it 
is assumed to have length a, width b, and uniform thickness h (Fig. 1). The principle elastic 
directions of plate coincide with the axes of the chosen rectangular coordinate system and full 
coupled three-dimensional piezoelectric-elastic constitutive relations of orthotropic piezoelectric 
lamina are given  

                                                           { } [ ]{ } [ ] { } ,TC e Eσ ε= −                                                          (1)                  

                                                           { } [ ]{ } [ ]{ } ,D e Eε= + ∈                                                             (2) 
Where {σ}, {ε}, {E} and {D} are, respectively, stress, strain, electric field, and electric 
displacement vectors. [C], [e] and [є] are elastic, piezoelectric and electric permittivity constants, 
respectively.  Explicit forms of Eqs. (1) and (2) are given as follows: 
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Due to the uniform extension ε0 and infinite length in the x direction, the state variables are 
independent from the longitudinal coordinate x, therefore, the linear strain-displacement relations of 
elasticity and the components of electric field vector can be written as 

                                      
0x
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Where u, v and w represent displacements in the x, y and z directions, respectively. 
 
Gaussian law and stress equilibrium equations of the elastic body are given below 
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                                                   (6) 

 
By considering Eqs. (3)-(6) and assuming the electrical body charge q as well as body forces fi to be 
zero, we can get τxz = 0, τxy = 0, Dx = 0 and other 9 state variables v, w, σx, σy, σz, τyz, Dy, Dz, φ. They 
are all independent of x, and can be expressed as v(y,z), w(y,z), σy(y,z), σz(y,z), τyz(y,z), Dy(y,z), 
Dz(y,z), and φ(y,z). After a lengthy derivation process based on Eqs. (3)-(6) the following first-order 
partial differential equations are obtained:                             

                                                             
{ } [ ]{ } { } ,R A R B

z
∂

= +
∂                                                          

(7) 
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The following in-plane stresses and electric displacements are also obtained: 
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Constants related to material property can be expressed as follows: 
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Assuming that the displacements v can be expressed as: 

                                                 
(0) 2( , ) ( , ) ( ) (1 ),yv y z v y z v z

b
= + ⋅ −

                                                   
(11) 

Where v(0)(z) is the unknown boundary displacement function that can be determined by imposing 
traction free conditions and open-circuit conditions on the free edges. The following Fourier series 
expansions are used: 
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(13) 

Where η = nπ/b, since a uniformly distributed extension is applied, displacement v is zero at y = b/2.                   
 
By introducing Eqs. (11)-(13) into Eq. (7) the following non-homogeneous state space equation for 
an arbitrary value of n is obtained: 
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The solution of non-homogeneous state space equation in Eq. (14) can be obtained as 

        
{ } { } { } [ ]{ } { }( )

0
( ) (0) ( ) ( ) (0) ( )n nzA z A z

n n n n n nR z e R e B d G z R H zτ τ τ
⎡ ⎤ ⎡ ⎤⋅ ⋅ −⎣ ⎦ ⎣ ⎦= + = +∫ , [0, ]z h∈ ,        (15) 

Where [Gn(z)] is called transfer matrix and {Hn(z)} is non-homogeneous vector. 
 
Consider the piezoelectric laminated plate consists of N different plies and suppose a ply is 
composed of K fictitious sub-layers. It is assumed that thickness of all the fictitious sub-layers 
approaches zero uniformly as K is sufficient large. In addition different plies may have different 
materials, which leads to in-plane stresses discontinuity at the interface. For an arbitrary sub-layer j 
in ith ply, we can establish its state equation:  

                                   
{ } [ ] { } { }, , ,,

( ) ( ) (0) ( )n i n i n n ii j i j i ji j
R z G z R H z= + , [0, ]i iz d∈                            (16) 

 
The non-homogeneous vector {Hn(zi)}i,j from above equation contains unknown boundary functions 
and their derivatives. As discussed before, we divide ith ply into Kj thin sub-layers. The thickness of 
each sub-layers is di = hi/ki. If the fictitious sub-layer is sufficiently thin, it is reasonable to assume 
that the unknown functions are linearly distributed within the thin layers in the z-direction: 
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(17)

 

Where ,
t
i jv , ,

b
i jv  are the end values of (0)

, ( )i jv z  at the top and bottom surfaces of the jth thin sub-layers,  
respectively.  
 
By imposing continuity conditions at the interface of adjacent sub-layers {Rn(di)}i,j = {Rn(0)}i,j+1 
and adjacent plies {Rn(hi)}i  = {Rn(0)}i+1, we can obtain the relationship between the state variables 
of the bottom and top surfaces of the plate as follows 
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{ } [ ]{ } { }( ) (0) ,n N nR h R= Π + Π

                                                  
(18) 

Where {Rn(0)} and {Rn(hN)} are the state vectors of top and bottom surfaces of the plate, 
respectively, and [ ]Π  is the state transfer matrix. The non-homogeneous vector { }Π  contains 

1 2 1NK K K+ + ⋅⋅⋅+ + boundary unknown coefficients ,
t
i jv , ,

b
i jv which can be determined by 

mechanical and electric boundary conditions at the free and electric open-circuited edges.   
 
2.2. Boundary conditions of cross-ply piezoelectric plate 
 
For an electric load free surface, open-circuited and traction-free conditions are considered, the top 
and bottom surface conditions are obtained: 

                                   [ ] [ ](0) (0) (0) (0) 0 0 0 0 ,T T
n n n xzD Z Y τ =                                      (19a)                  

                                   [ ] [ ]( ) ( ) ( ) ( ) 0 0 0 0 .T T
n N n N n N xz ND h Z h Y h hτ =                             (19b)                    

 
The plate has free edges and electrical open-circuited conditions at y = 0, y = b as follows: 

                                                             0,y xy zy yDσ τ τ= = = =                                                         (20) 
where τxy = 0, τzy = 0, Dy = 0 are satisfied automatically. The remaining boundary condition to be 
satisfied is σy = 0. Due to symmetry, we only impose the condition at y = 0, and substitute the 
second equation of Eq. (9) into the first expression of Eq. (20) yields 
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(21)            

 
The following algebra equation system can be obtained by introducing Eqs. (18) and (19) and 
eventually the  boundary unknown constants can be determined by considering Eqs. (21) and (22).  
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(22) 

 
3. Numerical examples and results 
 
To validate the present method, numerical examples are presented for symmetric cross-ply 
piezoelectric laminated plates and comparisons are made between the current solution and work 
done by Artel and Becker [13], and Mirzababaee and Tahani [14]. The free-edge effect in the 
laminated plate with and without electromechanical coupling is investigated and two laminated 
layups [0 / 90 ]s

o o and [90 / 0 ]s
o o are considered. The material properties are given in Table 1 which 

comprises the mechanical properties of a T300/Epoxy and the piezoelectric and electrical properties 
of a PZT-5A. The uniaxial extension ε0 is 0.1% and the width b is ten times larger than the thickness 
h, in addition, the thickness of each ply in the laminate is identical.  
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Table 1. Mechanical and electrical properties of the piezoelectric plate 
Elastic Stiffness  

(GPa) 
Piezoelectric Coefficients 

(C/m2) 
Dielectric Properties  

(C2/(Jm)) 

C11=137 e31=e32=-5.4 є11=є22=1730є0 
C12=C13=3.75 e33=15.8 є33=1700є0 

C22=C33=10.9 e24=e15=12.3 є0=8.859×10-12 
C23=3        
C44=3.97        
C55=C66=5         

 
Distributions of stresses and electric field strength components at the [0 / 90 ]o o interface in a 
[0 / 90 ]s

o o laminate and at the [90 / 0 ]o o interface in a [90 / 0 ]s
o o laminate are presented for the 

electromechanical uncoupled and coupled cases. From Fig. 2 it is very clear that interlaminar 
normal stress σz shows a possible singular behavior in the vicinity of free edge and ascends to a 
finite value at the free edge for both cases. For the coupled electric and mechanical circumstance, 
there is a good agreement between present results and those of Artel and Becker [13], and 
Mirzababaee and Tahani [14]. In addition, the values of coupled one are approximately two times 
larger than those of uncoupled one in the present results.     
 

 
                                    (a) [0 / 90 ]s

o o
                                                                   (b) [90 / 0 ]s

o o  
Figure 2. Distributions of interlaminar normal stress zσ   

 
The variations of interlaminar normal stress σz at the interfaces through thickness at the free edges 
are depicted in Fig. 3. It is shown that the present uncoupled results have good agreement with 
those of Mirzababaee and Tahani [14] and the present coupled results have decent agreement with 
those of Mirzababaee and Tahani [14]. However, neither of above results for uncoupled and coupled 
is in good agreement with those of Artel and Becker [13], especially at the interfaces between 
different material plies. From Fig. 3 it is seen that the values of present coupled results are also 
approximately two times larger than those of present uncoupled results quantitatively.   
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(a) [0 / 90 ]s

o o
                                                                   (b) [90 / 0 ]s

o o  
Figure 3. Through thickness variations of interlaminar normal stress zσ   

 
The variations of interlaminar stress τyz for uncoupled and coupled ones are shown in Fig. 4. The 
present results agree well with those of Artel and Becker [13], and Mirzababaee and Tahani [14] 
near the free edge. The value of τyz changes abruptly near the free edge at the interface and descends 
to zero at the free edge. In contrast to present results, those of Artel and Becker [13], and 
Mirzababaee and Tahani [14] cannot satisfy the traction free condition along free edges. Present 
results shows that interlaminar stress gradient occurs near the free edge due to the dissimilar 
properties of adjacent plies and coupled stresses are larger than those of uncoupled.    
 

  
(a) [0 / 90 ]s

o o
                                                                   (b) [90 / 0 ]s

o o  
Figure 4. Distributions of interlaminar shear stress yzτ   

 
Electrical quantities gradient may also occur in the vicinity of free edge at interfaces. The electric 
field component Ey changes dramatically near the free edge and vanishes at the free edge. Moreover, 
another electric field component Ez becomes singular at the free edge. In addition, it is worth to 
mention that present results disagreed with those of Artel and Becker [13], and Mirzababaee and 
Tahani [14] in magnitude.  
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(a) [0 / 90 ]s

o o
                                                                   (b) [90 / 0 ]s

o o  
Figure 5. Distributions of electric field strength components iE  

 
On the basis of comparative analyses in this section, it is seen that the results of Artel and Becker 
[13], and Mirzababaee and Tahani [14] violate traction free boundary conditions at free edges. 
Furthermore, the FEM solution from Artel and Becker [13] fails to guarantee the continuity of 
transverse normal stress at interface of two different materials, deficiencies mentioned above were 
overcome by present solution. Both the stress and electric field strength singularities were observed 
with suitable layer refinement in z-direction. 
 
4. Conclusions 
 
State space method for an analytical solution has been developed to investigate the coupling effect 
on piezoelectric laminated plates and the singularities in the vicinity of free edges. Cross-ply 
laminated plates with and without electromechanical coupling subjected to uniform axial strain have 
been studied. To validate this method, comparisons were made between present results and those of 
other analytical and FEM solutions in the literature.  
 
By satisfying all the mechanical and electric boundary conditions, especially tractions free 
conditions at free edges, and guaranteeing the continuity of transverse stresses and electric 
quantities across the interfaces between different material plies, the solutions show a significant 
piezoelectric effect on the laminated plate near the free edges and interlaminar stresses increase 
magnificently in coupled circumstance compared with those of uncoupled.             
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Abstract  The most favored description of bi-dimensional crack-tip stress fields relies on Williams 
expansion. In this framework, each stress component is defined as a series which has a certain convergence 
behavior. Generally, the series is truncated after its first term since it is the most influential one at the vicinity 
of the crack-tip because of its well-known singularity. However, for some applications, the need for higher 
order terms arises and the study of truncation influence becomes important. The investigations performed by 
the authors for a specific fracture configuration have shown the existence of a convergence disk and of rather 
low convergence rates far from the crack-tip. In this communication, we propose to transform truncated 
stress series into Padé Approximants (PA) in order to improve both convergence domains and convergence 
rates. These approximants are rational functions whose coefficients are defined so as to fit the prescribed 
truncated series. The PA may be obtained following two different procedures. In practical tests, PA stemming 
from crack-tip stress series exhibit wider convergence domains and higher convergence rates. 
 
Keywords  Crack-tip, Williams series, Padé approximant 
 
1. Introduction 
 
The stress field at the vicinity of a crack-tip in a plane medium may be described using the so-called 
Williams series [1, 2]. Each term of the series is the product of three factors. Two of them concern 
respectively the angular and radial dependencies of the field. Their general expressions are known 
analytically and are the same for all fracture configurations [3, 4]. All the specific information 
related to the actual problem (geometry and loading conditions) is held by the third factor. Hence, to 
each fracture problem corresponds a specific infinite set of multi-order stress intensity factors. 
 
Concerning the determination of these sets, research has been mainly focused on their first element 
(the Stress Intensity Factor “Ki” associated to the stress singularity) and on their second one (the 
T-stress “T” associated to a constant stress state). In [5], closed form asymptotic expansions for the 
problem of a finite straight crack in an infinite plane medium submitted to uniform remote loads 
have been proposed. Expressions are provided for the multi-order stress intensity factors in either 
mode I or mode II problems using both power series (Williams series) and Laurent series. Thanks to 
these expressions, the convergence behavior of crack-tip stress expansions may be studied. The 
existence of the expected radii of convergence is observed. Rates of convergence are quantified. 
 
With the description of the crack-tip stress field by series arises the problem of truncation influence. 
The accuracy of the series representation improves as the number of terms increases. However, the 
convergence is rather slow and the summation procedure is numerically limited to a few hundreds 
terms. The aim of this work is then to improve the accuracy of the stress description based on the 
a-priori knowledge of a given number of terms in the series. A method based on Padé approximants 
(PA) is proposed [16-20]. These approximants are rational functions whose coefficients are defined 
so as to fit the prescribed truncated series. 
 
The communication starts with the description of the procedure leading to closed-form crack-tip 
stress solutions, the presentation of techniques related to Padé approximation follows and the 
efficiency of the method is assessed for a practical fracture configuration. 
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2. Crack-tip stress series 
 
The representation of crack-tip stress field at the vicinity of a crack-tip is generally performed with 
the so-called Williams crack-tip stress expansion [1, 2]: 

 ( ) ( )
2

, /2 1

1

, m m ij k
ij k k

m k

r a f rσ θ θ
∞

−

= =−∞

= ∑ ∑  (1) 

This polar description establishes the separate nature of radial and angular dependencies. These 
dependencies also appear to be universal in the sense that they are the same for all fracture 
configurations. The particularity of each problem appears through an infinite set of specific 
coefficients – the first one of those being the Stress Intensity Factor (SIF). While SIF have been 
determined for numerous configurations, the evaluation of higher order coefficients has been less 
prolific (see [5] for a list of works on the subject). On the analytical point of view, just a few papers 
(for instance [6, 7]) have dealt with the subject. The authors have recently determined general 
closed form expressions for the following fracture configuration: 

 
Figure 1. Fracture configuration: (left) mode-I, (right) mode-II 

 
The procedure leading to coefficients exact definitions is described in the next subsections. 
 
2.1. Complex solutions 
 
Complex analysis provides a convenient way to deal with bi-dimensional elasticity. Positions are 
defined with a single complex number and Lamé-Navier equations may be expressed by simple 
“complex” operators. The formalism has largely beneficiated from the seminal works of Kolosov, 
Muskhelishvili and coworkers [8, 9]. A popular presentation of the method is due to Westergaard 
[10] who expressed the stress state in term of a complex potential (“Westergaard stress function”). 
Westergaard’s initial work has then been improved, for instance by Sih [11]. Stress functions have 
been found for several fracture configurations [12, 13]. The last improvement in the domain has 
been provided by Sanford [14, 15]. With his “generalized Westergaard approach”, he has shown that 
the solution should involve two complex potentials. 
 
For mode-I, the stress state may be expressed with the potentials 1Z and 1Y according to: 
 ( )1

11 1 2 1 1 1Re Im ' Im ' 2 ReZ x Z Y Yσ = − + +  (2) 

 ( )1
22 1 2 1 1Re Im ' Im 'Z x Z Yσ = + +  (3) 

 ( )1
12 1 2 1 1Im Re ' Re 'Y x Z Yσ = − − +  (4) 

And for Mode-II with the potentials 2Z and 2Y : 
 ( )2

11 2 2 2 2 2Im Re ' Re ' 2 ImY x Y Z Zσ = + + +  (5) 
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 ( )2
22 2 2 2 2Im Re ' Re 'Y x Y Zσ = − +  (6) 

 ( )2
12 2 2 2 2Im ' Im ' Rex Y Z Zσ = − + +  (7) 

The need for two complex potentials in the Westergaard approach appears coherent with the two 
complex potentials involved in the Kolosov-Muskhelishvili formalism. 
 
For the fracture configuration depicted in (Fig. 1), mode-I complex potentials have the following 
expressions:  

 ( ) ( ) ( )
1 22 1 222 2

1
,

2
zZ z Y z

z a

α
σ σ∞ ∞ −

= =
−

 (8) 

While for mode-II: 

 ( ) ( )2 12 22 2
, 0zZ z Y z

z a
σ ∞= =

−
 (9) 

 
2.2. Identification of Williams series coefficients 
 
In order to describe the stress-field in a planar cracked domain at the vicinity of the crack-tip, it is 
possible to use either Williams series (Eq. 1) or Sanford generalized Westergaard approach (Eq. 2-7). 
The stress state being unique, the two approaches must be equivalent. In [5], a procedure is 
described in order to transform the complex solution into the series one. Basically, complex 
potentials are expanded as closed-form convergent power series, these expression lead to complex 
stress series through (Eq. 2-7), and then, using the coordinates inter-relation iz a re θ= + , polar 
series may be retrieved. 
 
For the configuration depicted in (Fig. 1), mode-I coefficients are then: 

 ( ) ( )

( ) ( )

1
1 22
2 1 1 13 22 2

1 2 !
, 0

2 ! 2 1

n

n
n n

n
a n

n n a

σ
+ ∞

+
+ −

−
= ≥

−
 (10) 

 ( )1 22
2

1
4

a
σ α∞ −

=  (11) 

 1 0,ka otherwise=  (12) 
And for mode-II : 

 ( ) ( )

( ) ( )
2 12
2 1 1 13 22 2

1 2 !
, 0

2 ! 2 1

n

n
n n

n
a n

n n a

σ ∞

+
+ −

−
= ≥

−
 (13) 

 2 0,ka otherwise=  (14) 
If one considers the stress state along the radius associated with a given angle, it may be described 
by two polynomial series of r : 

 %( ) %( ) %( ), , , , 1
2 1 2 1 2 2

0 1

1,m m ij m ij k m ij m ij k
ij k k k k

k k

r a f r a f r
r

σ θ θ θ
∞ ∞

−
+ +

= =

= +∑ ∑  (15) 

 
3. Padé Approximants 
 
3.1. Generalities 
 
When series are used so as to describe physical quantities, the question of the accuracy of such a 
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representation for practical purposes appears. Series are often truncated and in general the more 
terms there are, the better is the accuracy. However, sometimes it is neither possible nor accurate to 
include higher order terms of the expansion. In addition, the series has a radius of convergence 
beyond which the series diverges no matter how many terms are considered. Ideally, starting from a 
given truncated series, it would be interesting to devise a method that could both improve 
convergence rates and converge beyond the series radius of convergence. Padé approximants are 
known to provide such improvements [16-20]. The applicability of PA to crack-tip stress fields 
seems possible since (Eq. 15) holds polynomial series of the kind:  

 %( ) %( )
0

, k
k

k

f r c rθ θ
∞

=

= ∑  (16) 

For the definition of PA in the general case, a function is supposed to a have a convergent 
polynomial expansion at the point z a=  where the coefficients kc ∈£  are explicitly known: 

 ( ) ( )
0

k
k

k

f z c z a
∞

=

= ⋅ −∑  (17) 

Associated with this function, the[ ],m n Padé approximant is the rational function: 

 ( ) ( )
( )

,
,

,

m n
m n

m n

P z
f z

Q z
=  (18) 

Where the numerator and denominators are polynomials satisfying: 

 

( )( ) ( )( )
( ) ( ) ( ) ( )
( )

, ,

1
, , ,

,

deg , deg ,

,

0 0.

m n m n

m n
m n m n m n

m n

P z m Q z n

f z Q z P z O z a

Q

+ +

≤ ≤

− = −

≠

 (19) 

In order to enforce the uniqueness of the approximant, the first term of the denominator is set to 
one: 
 ( ), 0 1m nQ =  (20) 
The numerator and denominator have then the expressions: 

 ( ) ( ),
0

m
k

m n k
k

P z p z a
=

= −∑  (21) 

 ( ) ( ),
1

1
n

k
m n k

k

Q z q z a
=

= + −∑  (22) 

The PA has 1m n+ + unknown coefficients which requires the knowledge of the same amount of 
successive coefficients kc in the initial series. The fact that coefficients ,k kp q are not forced to be 
different from zero may lead to polynomials with maximum exponents lesser than the chosen 
ones ( ),m n . In addition, the denominator being polynomial, it may exhibit spurious zeros that create 
non-physical singularities in addition to the expected ones. 
 
3.2. Algebraic determination of Padé approximants coefficients 
 

If the coefficients in the initial series are explicitly known, the coefficients in the[ ],m n Padé 

approximant may be determined with an algebraic process. We here suppose that m n≥ without loss 
of generality. The enforcement of conditions (Eq. 19, 20) provides two linear systems. The first one 

enables to deduce 1,..., nq q from 1,...,m n m nc c− + + : 
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1 1 1 1

1 2 2 2

1 2

m m m n m

m m m n m

m n m n m n m n

c c c q c
c c c q c

c c c q c

− − + +

+ − + +

+ − + − +

⎡ ⎤ ⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥ ⎢ ⎥⋅ = −
⎢ ⎥ ⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥ ⎢ ⎥
⎣ ⎦ ⎣ ⎦ ⎣ ⎦

L
L

M M M M M
L

 (23) 

And the second one to determine 1,..., mp p from 1,..., nq q and ,...,m n mc c−  

 

0 0 1

1 1 0 2

1

0 0
0

m m m m n n

p c q
p c c q

p c c c q− −

⎡ ⎤ ⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥ ⎢ ⎥= ⋅
⎢ ⎥ ⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥ ⎢ ⎥
⎣ ⎦ ⎣ ⎦ ⎣ ⎦

L
L

M M M M M
L

 (24) 

This algebraic computation of the PA may be performed either numerically or analytically. For the 
later, the use of a symbolic computation software like Maple, Mathematica or Maxima seems 
convenient. As an example, let’s consider the following function: 

 ( )
2 1
xf x

x
=

−
 (25) 

A truncated series expansion at 1x = can be derived analytically: 

 ( ) ( )1
0 1

1 1, 1
!1 1

kn
k

f kx
k x

d xs x n x
k dxx x=

= =

⎡ ⎤⎛ ⎞= ⋅ −⎢ ⎥⎜ ⎟− +⎝ ⎠⎣ ⎦
∑  (26) 

Its radius of convergence is equal to 2 and convergence rates are rather low near the border of the 
convergence domain. Based on the knowledge of 5 coefficients in (Eq. 26), the closed-form 

expression of the[ ]2,2 PA can be determined, here with the help of symbolic computations: 

 ( )
( ) ( )

( ) ( )

2

2,2 2

1 167 2491 11 2 136 2 1088 2
65 291 1 1 1

136 1088

x x
f x

x x x

+ − + −
=

− + − + −
 (27) 

For 2x = .9, the truncated series ( ) 1
,4f x

s x
=

(5 coefficients) provides a result with 6.117E-2 of 

relative error while the associated PA ( )2,2f x  has a lower error of 7.554E-4. 

 
3.3. Numerical evaluation of Padé approximants values with the epsilon algorithm 
 
If the practical purpose of the PA is to compute the value of the stress field for some points of 

interest, the calculation of coefficients ,k kp q is just an intermediate step and not a goal in itself. It 

comes out that Wynn’s epsilon algorithm [21, 22] is able to calculate directly the value of the PA 
from successive intermediate sums of the given truncated series. It the intermediate sum with 1n +  
terms of the series expansion of f is: 
 ( ),n fS s z n=  (28) 
Then the following algorithm produces the numerical evaluation of the associated PA: 
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= =

= + − = = −

 (29) 

This algorithm may be presented more conveniently using columns: 

 

0

1
1

1 0

0 0
0 0 1

1 1
1 0 10

0

0

n

n

n n
nS

S
S

ε

ε
ε ε

ε ε
ε ε

−
−

−

=
= =

= =

K
M N

M M
 (30) 

As is appears in (Eq. 29), the evaluation of a new epsilon requires the inversion of a combination of 
previous epsilons. If the value of the last epsilon were to be expressed in terms of the initial partial 
sums, the observed expression would have the structure of a continued fraction. On the theoretical 
point of view, PA, the epsilon algorithm and continued fractions are deeply interrelated [18]. 
 
As an example, let’s consider again the function (Eq. 25). The series representation of the function 
only converges within a disk of radius 2 centered at x=1. Employing the epsilon algorithm, is it 
possible to use the partial sums of successive truncated series in order to evaluate accurately the 
function for some points outside the convergence disk. For instance, even though the point x=4 lies 
outside the disk, a relative error of less than 610−  can be achieved through the epsilon algorithm 
with 11 partial sums. 
 
4. Tests 
 
In order to assess the convergence improvement provided by PA, we consider the mode-I 
configuration depicted in (Fig. 1). For this problem, an exact complex solution is available with the 
injection of the complex potentials (Eq. 8) into Sanford’s generalized Westergaard equations (Eq. 
2-4). A closed-form series representation is available as well. Combining Williams general 
definition (Eq. 1) with the specific expressions of coefficients 1

ka provided in (Eq. 10-12), an exact 
series like (Eq. 15) is defined. 
 
From the exact series, three truncated series with respectively 5, 7 and 9 terms are considered. If the 
angle is fixed to zero, these truncated series may be transformed into PA using the algebraic 
procedure described in (Subsection 3.2). The series with 5 terms lead to the PA:  

 [ ] ( )1
22

2

22
2,0

1 167 249
2 136 2 1088 22,2

65 291
136 1088

r

r r
a a a

r r r
a a

σ

σ ∞
⎛ ⎞+ + ⎜ ⎟
⎝ ⎠= ⋅

⎛ ⎞+ + ⎜ ⎟
⎝ ⎠

 (31) 

The series with 7 terms provide: 

 [ ] ( )1
22

2 3

22
2 3,0

1 1171 1649 709
2 792 2 3168 2 16896 23,3

577 413 1691
792 3168 50688

r

r r r
a a a a

r r r r
a a a

σ

σ ∞
⎛ ⎞ ⎛ ⎞+ + +⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠= ⋅

⎛ ⎞ ⎛ ⎞+ + +⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠

 (32) 

And the PA for the truncated series with 9 terms is: 
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 [ ] ( )1
22

2 3 4

22
2 3 4,0

1 7979 32295 22585 16337
2 4616 2 36928 2 147712 2 2363392 24,4

4517 19 4203 9851
4616 64 147712 2363392

r

r r r r
a a a a a

r r r r r
a a a a

σ

σ ∞
⎛ ⎞ ⎛ ⎞ ⎛ ⎞+ + + +⎜ ⎟ ⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠ ⎝ ⎠= ⋅

⎛ ⎞ ⎛ ⎞ ⎛ ⎞+ + + +⎜ ⎟ ⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠ ⎝ ⎠

(33) 

 
In any case, the epsilon algorithm (Subsection 3.3) is able to provide the required value for the 
different PA at any point. 
 
4.1. Qualitative comparison 
 
The series expansion is performed at the crack-tip z=a. The radius of convergence is therefore equal 
to 2a. The series is not able to converge beyond this limit. In (Fig. 2), the exact complex solution, 
the truncated series representation with 9 terms, and the PA with 9 coefficients are compared. As 
expected, the series representation has only a good correspondence with the reference near the 
crack-tip and diverges beyond the radius of convergence. PA exhibits an excellent correspondence 
with the complex solution inside the whole convergence disk. The behavior outside the disk is also 
close to the reference. A spurious singular points appears at z=-2a. PA solution seems thus to have 
better convergence rates and a larger convergence domain. 

 
4.2. Quantitative comparison 
 
The approximate representations with truncated series and PA (Eq. 31-33) are now compared in (Fig. 
3). Within the convergence disk, the more terms hold the series, the better is the solution. Beyond 
the convergence radius series diverge. PA approximations have far better convergence rates inside 
most of the convergence disk. PA are also able to provide accurate results far beyond the series 
convergence limit. 
 
5. Conclusion 
 
In this communication, Padé approximants have been used in order to improve the convergence 
behavior of crack-tip stress series. Starting from closed-form truncated series, it is possible to either 
determine exactly the coefficients in the PA or to estimate directly its value at any point. With the 
same amount of “information” (ie coefficients), the PA associated to a given truncated series 
provides better convergence rates inside the series convergence disk and is also able to converge 
outside the disk. 
 

 
Figure 2. Stress state representation for: (left) Westergaard exact solution, (center) truncated series with 9 

terms, (right) Padé approximant [4,4] with 9 coefficients. 
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Figure 3. Relative error on ( )1

22 , 0rσ θ = for series representations with 5,7 and 9 terms and their 
associated Padé approximants[ ]2,2 ,[ ]3,3 and[ ]4,4 .  
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Abstract  The energy approach is used to propose a model of brittle fracture of a thin plate (and a wedge) 
under bending by a point indenter, which permits studying some possible mechanisms determining the 
number of sectors into which the plate breaks. Since the energy necessary to form new cracks and the total 
elastic bending energy of the n triangular sectors-beams arising under bending vary in opposite directions 
with variation in both the crack length L and n, it follows that the total energy required to form n sectors has 
a minimum depending on L and n, and it is this minimum that determines the number n of the arising sectors. 
In the simplest scheme, the number of developing cracks turns out to be independent of the plate 
physical-mechanical characteristics, and its thickness and varies from 2 to 4 as the wedge opening angle 
varies from 0 to 2π. An analysis is performed and a qualitative interpretation of the obtained results is given. 
Possible refinements of the proposed model in various directions are discussed. 
 
Keywords  Crack Formation, Plate, Bending, Model 
 
1. Introduction. Statement of the Model. Energy Relations 
 
When studying the interaction of ice fields with icebreakers, ice-resistant structure footings, and 
other objects and in several other cases (fracture of glass and other brittle materials), there arise 
problems leading to the scheme of fracture of a plate made of a brittle material by a point indenter 
or by a lumped force in which several cracks begin to develop under the indenter and cut out the 
corresponding number of sectors in the plate [1,2], being different in different cases. 
 
For the theoretical estimate of the number of sectors arising in crack formation in a plate under the 
action of an indenter, we assume that: 
 
(1) The plate is loaded by a point indenter. 
(2) As the plate strength is exhausted, fracture occurs instantaneously with the formation of a 

symmetric system of radial cracks. 
(3) One can neglect the irreversible (nonelastic, thermal, etc.) losses (i.e., the plate behavior is 

quasibrittle) and the possible dynamics (vibrations and waves). 
(4) The main contribution to the energy balance equation is made by the energy of formation of 

new surfaces (cracks) and by the elastic bending energy of the arising sectors. In this case, for 
simplicity, we assume that the strain of the undisturbed (and hence preserving the former 
rigidity) peripheral part of the plate is small and its contribution to the energy balance equation 
can be neglected. Thus, in fact, it becomes an unstrained foundation for the arising sectors, 
which are rigidly fixed to it by their bases. 

(5) The minimum-energy-consuming fracture scheme is realized; i.e., the total energy is minimal in 
this case. 

 
First, consider the case in which the load is applied at the plate center. Under the assumption that 
the arising sectors are equal to each other, we can write 
 
 W = nLhγ + nU, (1) 
 
where W = W (n, L) is a function of the total energy expenditure in the crack formation, n is the 
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number of arising cracks (and sectors), L is the length of arising cracks, h is the plate thickness, γ is 
the effective surface energy of fracture, and U is the bending energy of each of the arising triangular 
sectors-beams. 
 
Write out the expression for the elastic bending energy U of one sector 

 
Π

=
2

2uU  (2) 

 
where Π is the bending compliance of the sector, u – the indenter vertical displacement (descent). 
 

 
Figure 1 

 
Treating the sector as a cantilever beam triangular in plan (i.e., a cantilever of variable width) 
working in bending (Fig. 1), we write out the expression for its compliance in the form ([3], Table 
18) 

 ( )
( )2/sin

2/cos3
3

32

ϕ
ϕ

==Π
Eh
L

Q
u  (3) 

 
where Q is the force acting at the end of each beam, L is the length of the lateral surface of the 
sector (equal to the length of the arising cracks), E is the Young modulus, h is the plate thickness, 
and φ is the central angle of the sector. 
 
In the case of formation of n equal cracks in a solid plate, φ = 2π/n. Taking into account 
this relationship and substituting successively of Eq. (3) in Eq. (2) and then in Eq. (1) we obtain for 
the function of total energy expenditures 

 ( )
( ) ⎥

⎦

⎤
⎢
⎣

⎡
π
π

+γ= 2
32

3

/cos6
/sin u

nL
nEhLhnW  (4) 

 
2. Minimization of the Expression for the Energy Expenditure. The Case of a 
Solid Plate 
 
Let minimize the obtained expression for W with respect to the crack length L and their number n. 
We rewrite Eq. (4) as 

 ⎟
⎠
⎞

⎜
⎝
⎛ += 31

L
BALW  (5) 

 A = nhγ (6) 
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By computing the derivative ∂W/∂L and by equating it with zero, we obtain 

 
2
1

3 =
L
B  (8) 
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Now we substitute A, L, and B/L3 computed by Eq. (6), Eq. (9) and Eq. (8) into Eq. (5) and obtain 
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Since C is independent of n, it is convenient to divide W by πC and consider the inverse function of 
πC/W. In Eq. (10), we pass from the discrete variable n to the continuous variable x by the formulas 
 π/n → x, n > 2, 0 < x < π/2 (12) 
 
and from Eq. (10) we obtain the following expression for the cube of this new function 
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We replace the minimization of the function W(n) by the maximization of the function Ω(x) with 
respect to x. One can readily show that this function has a single maximum at x0 ≈ 0.84. Since, 
according to Eq. (12), the discrete variable n and the continuous variable x are related as x ↔ π/n, it 
follows that the extreme value of n is one of the two integers nearest to π/x0 ≈ π/0.84 ≈ 3.74. By 
checking the minimum of the function 

 ( )
( )n

nn
C

nWnw
/cos

/sin)()( 3
3

3

π
π

=⎥⎦
⎤
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⎡≡   

 
for n = 3, 4, we obtain 
 4),3()4( min =< nww  (14) 
 
3. The Case of a Wedge (n–1 Cracks and n Sectors) 
 
We assume that the plate has the shape of a wedge with opening angle Φ, 0 ≤ Φ ≤ 2π, and the point 
indenter acts at the vertex of this wedge. Then the appearance of n-1 cracks in this plate corresponds 
to the formation of n sectors with opening angle Φ/n. In problems on an icebreaker in ice fields, the 
case Φ = 2π corresponds to the case of an icebreaker in the mouth of the channel crushed by it ([1], 
p. 72), and Φ = π corresponds to the case of an icebreaker coming over the ice field edge or a slant 
smooth support. Operating similar to paragraph 2, we obtain in this case instead of Eq. (10), Eq. 
(13) 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-4- 
 

 [ ]
[ ])2/(cos

)2/(sin11),(),( 3

2
3

3

n
n

n
n

C
nWnw

Φ
Φ

⎟
⎠
⎞

⎜
⎝
⎛ −=⎥⎦

⎤
⎢⎣
⎡ Φ

≡Φ Φ
Φ  (15) 

 ( )
( ) xx

xxx
sin/2

cos),( 2

3

−Φ
=ΦΩΦ  (16) 

 
and replace the minimization of WΦ(n, Φ) by the maximization of ΩΦ(x, Φ) with respect to x. 
 
Then, for the complete plane (plate) with half-infinite cut Φ = 2π, Eq. (16) acquires the form 
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( ) ( )22

3 )(
sin

cos)2,(
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xx
xxx

−π
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=
−π

=πΩΦ  (17) 

 
for which the relation of the type Eq. (14) remains valid, wΦ(4, 2π) < wΦ(3, 2π). Thus, for Φ = 2π 
the function WΦ(n, 2π) of energy expenditures in crack formation attains its minimum for nmin = 4 as 
well. 
 
For a plate-half-plane, Φ = π, and Eq. (16) becomes 

 ( )
( ) ( )22

3

/2
)(

sin/2
cos),(

x
x

xx
xxx

−π
Ω

=
−π

=πΩΦ  (18) 

 
Here the function WΦ(n,π) attains its minimum at nmin = 2. 
 
Thus, as the opening angle Φ of the loaded wedge decreases, the number n of sectors minimizing 
the total energy expenditures necessary for their formation decreases from n = 4 for Φ = 2π to n = 2 
for Φ = π. The natural question arises: How does nmin vary as Φ varies from 0 to 2π; in particular, 
for what values of the wedge opening angle Φ does nmin vary from n = 2 to n = 3 (Φ2→3) and from n 
= 3 to n = 4 (Φ3→4)? To answer this question, it suffices to compute wΦ(n,Φ) for Φ varying from π to 
2π by Eq. (15) for n = 2, 3, 4. In Fig. 2, we present the graph of the dependence of ln[wΦ(n,Φ)] on 
the wedge opening angle Φ. The points of intersection of wΦ(2,Φ) with wΦ(3,Φ) and of wΦ(3,Φ) 
with wΦ(4,Φ) give precisely the values of the wedge opening angles Φ at which the number nmin of 
the formed sectors (or cracks) is changed, Φ2→3 ≈ 4.43 and Φ3→4 ≈ 5.94. The sectors with maximum 
opening angle (near Φ2→3/2 ≈ 2.21 rad) are formed for Φ close to Φ2→3 ≈ 4.43. 
 
 

 
 

Figure 2 
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4. Example 
 
After the number n of cracks formed in fracture is found, one can use the Eq. (9) to estimate the 
order of the lengths of these cracks L, for example, in the case of a solid plate made of window 
glass. But here we encounter another difficulty. By Eq. (9), the length of the formed cracks is 
determined by the value of the critical deflection u*. In the framework of this model, nothing can be 
said about u*, since we do not specify any local fracture criterion and do not study the stress field 
distribution. But if for some u* the plate is destroyed according to the above model, then in this 
plate there arise four symmetric cracks of length determined by Eq. (9) with n = 4. 
 
This implies an interesting observation. Suppose that an artificial stress concentrator, a conic cave 
(countersinking) is placed on the lower part of the plate under the indenter. Then different u* are 
realized depending on the dimensions (depth and opening angle) of this cave, and, respectively, 
systems of cracks of different L will be formed. 
 
In a similar way, in the case of symmetric extension of the strip edges (Fig. 3) by u under the action 
of loads applied on a small part of dimension d > δ (δ is the unknown dimension of the defect in the 
material), we assume that the plate is mechanically isotropic, in strength and in imperfection, and 
we do not precisely know what defects are contained in the plate. But since the crack-like defects 
perpendicular to the load direction are most dangerous, the fracture occurs for different 
displacements u* of the force application points depending on the maximum initial dimension δ of 
such defects. The lengths of the arising cracks L are different and correspond to the energy U 
accumulated at this time. 
 

 
 

Figure 3 
 

To obtain estimates of the length L of the arising cracks by Eq. (9) in the framework of the proposed 
model, it is necessary to introduce some reasonable values of the critical deflection u* and some 
actual values of the glass mechanical characteristics E, h, and γ. The effective surface fracture 
energy γ can be expressed in terms of the crack growth resistance KIC by the Irwin formula 

 
E

K IC )1( 22 μ−
=γ  (19) 

 
where μ is the Poisson ratio. For glass, we set E = 6×1010 N/m2, μ = 0.3 ([4], p. 116), and 
KIC = 0.8 kg/mm3/2 = 0.8⋅10 N/(10−3 m)3/2 = 8×104.5 N/m3/2 ([5], p. 620); the typical values of the 
glass thickness h are h ≅ (1 ÷ 10) mm = (10-3 ÷ 10-2) m; for u*, we take several values proportional 
to h by the formula u* = αh, where α = 1; 10−1; 10−2; 10−3 . 
 
By substituting γ expressed by Eq. (19) into Eq. (9) and by taking n = 4, we see that for such 
parameter values the lengths of the cracks arising in glass can be of the order of several centimeters 
already for α = 10-3. For the thickness h = 4⋅10-3 m typical of window glass, the relative deflections 
α = 10-3, 10-2 imply the values L ≅ 0.1 m and L ≅ 0.5 m, respectively, for L. 
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5. A circular plate of finite dimensions 
 
The above model can be extended to the case of a circular plate of finite dimensions. In this case the 
dimensionless function of the energy of crack w(n, l), similar to the function Eq. (4), takes the form: 
 
for a clamped plate 
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for a freely supported plate 
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for a clamped annular plate 
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R* is the radius of the annular plate, ri = Ri/L – dimensionless inner radius of the annular plate, m – 
the parameter that determines the magnitude of the critical plate deflection or elastic energy stored 
in the plate at the crash moment. 
 
6. Discussion of the Obtained Results and Accepted Assumptions 
 
First, we note that at the first glance it seems rather strange that the obtained “optimal” values of the 
number of sectors (or cracks) are independent (except for the wedge opening angle Φ) of any 
geometrical and physical parameters of the model: the plate thickness, its rigidity, and fracture 
viscosity. To understand this fact, we recall that, for a given wedge (with angle Φ at the vertex), it is 
required to find a system of cracks of number and length such that the energy necessary to create 
such a system (this energy is the sum of the energies of formation of new surfaces and the energy of 
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bending of the arising sectors) be minimal over all n and L. This minimization with respect to L 
implies the condition that the energy required to form the cracks is equal to the doubled energy used 
to bend the arising sectors (Eq. 5, Eq. 8) and the “optimal” crack length L is expressed in terms of 
the thickness and the plate physical characteristics by a power law (Eq. 9). As a result, it follows 
from these relations that the total energy W is proportional to the crack formation energy whose 
expression contains all the above parameters only as factors raised to various powers and which 
then disappear in the process of optimization. Since we only take into account the strain of the plate 
central part cut by cracks, the solution does not contain the plate fixation conditions in any way. 
 
The character of variation in the number of arising sectors n with varying wedge opening angle Φ 
may also be explained qualitatively. The function W of total energy expenditures is the sum of the 
crack formation energy nLhγ and the energy nU of elastic bending of sectors-beams. For small 
Φ < Φ2→3, the arising sectors are narrow, and their total elastic energy weakly decreases as n 
increases, but the crack formation energy always increases linearly in n. Therefore, the minimum of 
W is realized for the minimum feasible value n = 2 at which the energy is minimal. For large Φ and 
small n, the elastic energy U is very sensitive to variations in n (moreover, as Φ → 2π, in the 
framework of the accepted scheme, the value n = 2 is associated with U → ∞). As a result, the 
minimum point moves upwards, first, towards n = 3 for Φ = Φ2→3 and then towards n = 4 for 
Φ = Φ3→4. In this case, Un = 2, Φ → 2π → ∞, which conceptually reflects the fact of a sharp increase in 
the rigidity of the arising sectors and hence in the accumulated elastic energy and formally shows 
that the beam model cannot be used. 
 
As follows from the results in Sec. 4, the computed length of the arising cracks can be comparable 
with the general dimensions of the plate Lp (for example, for typical window glass). This means that, 
on the one hand, there is a natural upper limit for possible values of lengths of the arising cracks, 
and on the other hand, it is necessary to take into account the plate dimensions and the 
corresponding boundary conditions. 
 
Consider one purely kinematic consequence of the boundedness of possible crack lengths. As the 
crack length L = Lp is attained in the energy balance Eq. (4), the further increase in W in the 
left-hand side can be counterbalanced in the right-hand side for fixed L = Lp only by an increase in n. 
For a small excess over the calculated L > Lp, the energy excess is small and obviously can be 
radiated as elastic vibrations and waves (which is not detected by the proposed model). But, starting 
from a certain moment, the accumulated energy becomes sufficient for the formation of a picture 
with five rather than four symmetric cracks, and then with six, etc. Then, in general, the number n 
of arising cracks is always determined as the integral part of the solution of an equation of the form 
Eq. (4) with respect to n for Lp and given values of W (or u*) and the other quantities contained in it. 
Thus, for a sufficiently small imperfection (high strength) of the plate, which permits accumulating 
a large amount of elastic energy, the finiteness of its dimensions may result in an increase in the 
number of cracks arising in it. 
 
In the case of nonsymmetrical conditions of the plate support (when the lengths of the arising cracks 
are limited only in several directions), the symmetry of the crack formation picture is generally 
violated. 
 
For example, consider a plate in the form of a long strip clamped along the long sides. Let us trace 
the evolution of the crack formation picture as the accumulated elastic energy and, respectively, the 
lengths of the arising cracks increase. As long as these lengths are much less than the characteristic 
dimensions of the plate, the picture remains symmetric (for simplicity, we assume that the cracks 
are oriented as in Fig. 4). But for sufficiently large cracks such that L/21/2 ≅ b/2 (where b is the plate 
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width), the cracks in the symmetric picture cannot grow further outside the plate boundaries. The 
energy expenditure of the original symmetric fracture scheme with n = 4 becomes exhausted. Then, 
we obtain the problem of minimal-power-consuming fracture scheme under the conditions that two 
transverse sectors are bounded in height by the plate half-width, i.e., the problem of minimization of 
W with respect to L and n with constraints in the form of inequalities such as Li,y ≤ b/2. The picture 
begins to distort. If we formally remain in the class of rectilinear solutions-cracks, then we obtain 
solutions-intervals with ends sliding along the long sides of the plate away from the ordinate axis 
(the cracks begin to bend towards the plate axis). Just as above, starting from certain values of W 
(or u*), a symmetric solution with n > 4 may appear, etc. 
 

 
 

Figure 4 
 

In practice, the arising cracks are obviously curvilinear, and this fact must be taken into account by 
more realistic models of crack formation. 
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Abstract Experimental evidence, molecular dynamics simulations and theoretical analyses of nanovoid 
growth and coalescence in ductile materials indicate that nanovoid growth, coalescence, and stain 
localization depend strongly on distribution and volume fraction of the nanovoids in ductile porous materials. 
In the light of this mechanism, a generalized self-consistent theoretical model to describe the dislocation 
emitted from nanovoid accounting for the effect of neighboring nanovoids is suggested. The explicit solution 
to the critical stress is derived by means of the complex variable method. The influence of the nanovoid size, 
the surface effect, nanovoid content and uniform distribution density of neighboring nanovoids in the 
effective medium on the critical condition required for dislocation emission from nanovoid surface is 
discussed. 
 
Keywords dislocation emission; neighboring nanovoid interactions; nanovoid volume fractions; surface 
stress 
 
1. Introduction 

The effect of preexisting volume defects, such as voids and cracks, is generally to lead to an 
increase in ductility and a reduction in the load carrying capacity of the porous material. A critical 
mechanism of ductile damage usually involves the nucleation, growth and coalescence of nanovoids, 
as a result of the applied loading conditions, in a plastically deforming porous materials. According 
to what we know, there is lacking study about nanovoid growth by dislocation mechanisms, which 
depends on the size and distribution of the nanovoids in nanoporous materials. In order to 
quantitatively estimate the interaction of multiple nanovoids in the particular case of porous solids, 
a generalized self-consistent analytical approach is utilized to study the effects of neighboring 
defect interactions, and void distribution and volume fractions on the dislocation emission from 
nanovoid surface, in which a large number nanovoids are statistically homogeneously distributed. It 
is also a feasible choice for two-dimensional situations in which the voids are roughly cylindrical 
and near uniformly distributed. The size-effect modeled here pertains to the surface elasticity theory 
of Gurtin-Murdoch on the nanometer scale. The explicit solution to the critical stress is derived by 
means of the complex variable method. The influence of the nanovoid size, the surface effect, 
nanovoid content and uniform distribution density of neighboring nanovoids in the effective 
medium on the critical condition required for dislocation emission from nanovoid surface is 
discussed. 

 
2. Modeling and solution 

In this section, we present a framework for a generalized self-consistent theory accounting for the 
effect of neighboring nanovoids in ductile nanoporous materials, based on the dynamics of void 
nucleation and growth. For a two-dimensional case, the constitutive model for the material is 
divided into three regions: the inner circular region representing the nanovoid phase, the 
intermediate annular region representing the matrix phase, and the infinitely extended outer region 
representing composite phase or effective medium. Elastic deformation under plane strain 
conditions is assumed and the nanovoids are assumed to be and remain cylindrical, and are 
statistically homogeneously distributed so that their shape is characterized by a single parameter. 
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Lubarda [1, 2] have modified previous analysis by using the expression for the image force on a 
dislocation emitted from the surface of the void. In this case, the stress fields of an edge dislocation 
emitted from the surface of the void correspond to the imposed displacement discontinuity along the 
cut from the surface of the void to the center of the dislocation. The geometrical structure is shown 
in Fig. 1. One edge dislocation with Burgers vector 0B  was emitted from the surface of the circular 
nanovoid to the point 0z  in the matrix phase, and ( )0 1

i iz R e eθ ϕρ= + . The rest edge dislocation with 
Burgers vector 1B  is located at the surface of the circular nanovoid, and 1 1

iz R e ϕ= . They are both 
assumed to be straight and infinite along the direction perpendicular to the xy -plane, and 

( )
0 1

i
x y zB B b ib b e ϕ θ+= − = + = , 2 2

z x yb b b= + .  
 
 
 
 

 

 

 

 

 

 

 

Fig.1 Dislocation emitted from the nanovoid surface in generalized self-consistent model 
 

For the current problem, the elastic strain and stress in the two materials produced by lattice 
mismatch and dislocations can easily be calculated using the theory of elasticity. For nanovoid 
surface, surface stress resulting from a surface free energy and a constant residual stress was 
suggested in the Gurtin-Murdoch model [3-5]. So according to Sharma et al. [6], the equilibrium 
equation and the constitutive relations on the surface 1Γ and the interface 2Γ can be expressed as 

                      ( ) ( ) ( )
( )

1

1

0
0

1 1
1

1
rr r

t
t i t t i

R
θθ

θθθ

σ
σ σ σ

θ
− ⎡ ⎤∂

+ = −⎡ ⎤ ⎢ ⎥⎣ ⎦ ∂⎢ ⎥⎣ ⎦
                      (1) 

( ) ( ) ( ) ( )2 2 1 1 0rr r rr ri iθ θσ ζ σ ζ σ ζ σ ζ
− +

+ − + =⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦                    (2) 

( ) ( ) ( ) ( ) 0 0
1 1 2 2r r ru iu u iu u iuθ θ θζ ζ ζ ζ

+ −
+ − + = +⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦                   (3) 

where ru and uq are the displacement components, rrs and rqs are the stress components in the polar 
coordinates, 0

ru and 0uθ are the displacements induced by growth or shrink of neighboring voids. In 

addition, 1t R= , 2Rζ = . The symbols 1R  and 2R are the inner and outer radii of the intermediate 

annular region (the matrix phase). 
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For plane strain problem, stress fields and displacement fields may be expressed in terms of 

Muskhelishvili’s complex potentials [7] ( )zΦ and ( )zΨ  

( ) ( )2yy xx z zσ σ ⎡ ⎤+ = Φ +Φ⎣ ⎦                                (4) 

( ) ( )'2 2yy xx xyi z z zσ σ σ ⎡ ⎤− + = Φ −Ψ⎣ ⎦                             (5) 

( ) ( ) ( ) ( ) ( )' ' '2 x y
zu u iz z z z z z
z

μ κ
⎡ ⎤

+ = Φ −Φ + Φ + Ψ⎢ ⎥
⎣ ⎦

                      (6) 

where '
x xu u θ= ∂ ∂ , '

y yu u θ= ∂ ∂ , ( ) ( )' z d z dzΦ = Φ⎡ ⎤⎣ ⎦ , the overbar represents the complex conjugate, μ is 

the shear modulus of the bulk solid,υ is Poisson’s ratio of the bulk solid , 3 4κ υ= − for plane strain 
state. 

Under the assumption that the interface adheres to the bulk without slipping, and in the absence 
of body forces, according to Sharma et al. [6] based on Gurtin and Murdoch surface/interface model, 
the constitutive equation in the surface region is given as 

( )0 0 0 0 0 02θθ θθσ τ μ λ τ ε= + + −                                 (7) 

where 0
θθσ and 0

θθε denote surface stress and strain, 0μ and 0λ are surface Lame constants, 0τ is the 
residual surface tension.  

According to Gao [8], the uniform eigenstrains could be represented to express the displacements 
produced by the mismatch strains ε of the matrix and the effective medium. 

0 0
2ru iu Rθ ε+ =                           2Rζ =      (8) 

where ε is dilatational or shrunk eigenstrain of neighboring voids in the matrix phase. The effective 
medium plasticity mismatchesε may be produced due to the yield stress and the strain hardening 
exponent on the nanovoid growth and coalescence. It is possible, of course, that to be attributed to 
mismatchs of the thermal expansion coefficient between the constituents. 

According to Muskhelishvili [7], two complex potentials ( )1 zΦ and ( )1 zΨ in the matrix can be 

taken the following forms  

( ) ( )0 1
1 10

0 1

z z
z z z z
γ γ

Φ = + +Φ
− −

                              (9) 

( )
( ) ( )

( )0 0 0 1 1 1
1 102 2

0 10 1

z z
z z

z z z zz z z z
γ γ γ γ

Ψ = + + + +Ψ
− −− −

                    (10) 

Two complex potentials ( )2 zΦ and ( )2 zΨ  in the effective medium can be taken the following 

forms 

( ) ( )
' '
0 1

2 1 20z z
z

γ γ+
Φ = +Γ +Φ                              (11) 
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( ) ( )
' '
0 1

2 2 20z z
z

γ γ+
Ψ = + Γ +Ψ                             (12) 

where ( )1 11k ki Bγ μ π κ= − +⎡ ⎤⎣ ⎦ , ( )'
2 21k ki Bγ μ π κ= − +⎡ ⎤⎣ ⎦ ( )0,1k = , ( )1 4xx yyσ σ∞ ∞Γ = + , ( )2 2 2yy xx xyiσ σ σ∞ ∞ ∞Γ = − +  

( xxσ ∞ , yyσ ∞ and xyσ ∞ are the remote stresses). ( )10 zΦ , ( )10 zΨ , ( )20 zΦ  and ( )20 zΨ are holomorphic and the 

first two can be expanded in Laurent series 

( )10
0 1

k k
k k

k k
z a z b z

∞ ∞
−

= =

Φ = +∑ ∑                               (13) 

( ) 2 2
10

0 1

k k
k k

k k

z c z d z
∞ ∞

− − −

= =

Ψ = +∑ ∑                            (14) 

where the unknown coefficients ka , kb , kc and kd could be determined from the boundary conditions 
(1)-(3). 
  According to the work of Fang and Liu [9] and Zhao et al. [10], by a sufficient number of 

calculations, the explicit expressions of two complex potentials ( )1 zΦ and ( )1 zΨ in the matrix can be 

given 

( ) 0 1
1

0 10 1

k k
k k

k k

z a z b z
z z z z
γ γ ∞ ∞

−

= =

Φ = + + +
− − ∑ ∑                        (15) 

( )
( ) ( )

2 20 0 0 1 1 1
1 2 2

0 10 10 1

k k
k k

k k

z z
z c z d z

z z z zz z z z
γ γ γ γ ∞ ∞

− − −

= =

Ψ = + + + + +
− −− −

∑ ∑             (16) 

3. Critical stress for dislocation emission 
According to Hirth and Lothe [11] and Peach-Koehler formula, the image force acting on the 

dislocation can be written as 

( ) ( ) ( ) ( ) ( ) ( )
0

'
0 0 0 0 0 0 0 0x y y x y xf if b ib z z b ib z z z⎡ ⎤ ⎡ ⎤− = + Φ +Φ + − Φ +Ψ⎣ ⎦⎣ ⎦              (17) 

where xf and yf are the force acting on the edge dislocation with Burgers vector 0B  in the x  and y  

directions, respectively. ( )0 0zΦ and ( )0 0zΨ are the perturbation complex potentials in the matrix. 

According to Qaissaunee and Santare [12], the perturbation complex potentials are calculated as 
follows: 

( ) ( ) ( )2 1 21
0 0 01 02 1 1 21 22 2 1 21 22 2

3 31

k k
k k

k k
z a a a z a a z a z b z b b z b z

z z
γ ∞ ∞

− − −

= =

Φ = + + Γ + + + Γ + + + − Γ +
− ∑ ∑     (18) 

( )
( )

( ) ( )2 1 2 3 4 21 1 1
0 0 01 02 1 1 21 22 2 1 21 22 22

3 31 1

k k
k k

k k

zz c c z c z c c c z d z d d z d z
z z z z
γ γ ∞ ∞

− − − − − − −

= =

Ψ = + + − Γ + + + Γ + + + − Γ +
− −

∑ ∑  (19) 

Based on Stagni [13], the primary physical interest lies on the component of the force along the 
Burgers vector direction (glide force) which are given by 

( ) ( )cos sing x yf f fθ ϕ θ ϕ= + + +                            (20) 

Adopting the criterion from Lubada et al. [14], it is assumed that the dislocation with Burgers 
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vector 0B will be emitted from the surface of the void if its equilibrium distance ρ from the surface of 
the void is equal to the dislocation core cut-off radius 0ρ (one half of the dislocation width, which 
represents the extent of the dislocation core spreading). In the equilibrium dislocation position, the 

glide force vanishes, namely 0gf = . In the present study, we consider the remote applied critical 

stress is the stress required to keep dislocation with Burgers vector 0B in equilibrium position. A 
lower stress would suffice to keep the dislocation in the equilibrium at the distance greater than 0ρ , 
i.e., the equilibrium position of the dislocation is unstable, and the dislocation would be driven 
away from the void indefinitely, or until it is blocked by an obstacle. The angle crθ θ= at which the 
dislocation is emitted from nanovoid corresponds to the minimum value of the applied stress min

crσ . 
So by letting 0ρ ρ= specifies the stress required to emit the dislocation from the surface of the 
nanovoid. 

When considering the effect of the remote axial loading, we suppose that xxσ σ∞ = , 1yy jσ σ∞ = , 

2xy jσ σ∞ = , it yields ( )1 11 4j σΓ = + , ( )2 1 21 2 2j ij σΓ = − + . The following expression for the critical 

stress crσ can be expressed as follows: 

( ) ( )
[ ] ( ) [ ] ( )

Re cos Im sin

Im sin Re cos
img img

cr

f f

M M

θ ϕ θ ϕ
σ

θ ϕ θ ϕ

⎡ ⎤ ⎡ ⎤+ − +⎣ ⎦ ⎣ ⎦=
+ − +

                      (21) 

where ( ) ( ) ( ) ( ) ( ) ( )
0
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0 0 0 0 0 0 0 0dimg y x d d y x df b ib z z b ib z z z⎡ ⎤ ⎡ ⎤= + Φ +Φ + − Φ +Ψ⎣ ⎦⎣ ⎦  
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⎢ ⎥+ − − − − +⎣ ⎦
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+ − ⎢ ⎥

+ − + − − −⎢ ⎥⎣ ⎦

 

It is found that the remote critical stress is independent of location from which the dislocation 
will be emitted, which is accord with the result of Zeng et al. [15]. 
 
4. Condition for dislocation emission 

The critical stress required to emit the dislocation from the surface of the nanovoid can be 
determined accurately and explicitly given by Eq. (21). In this section considerable attention has be 
paid to elaborating the influence of the nanovoid size, the surface effect, nanovoid content and 
uniform distribution density of neighboring nanovoids in the effective medium on the critical 
condition required for dislocation emission from nanovoid surface. In this paper, we suppose that 
the normalized critical stress for the edge dislocation emitted from nanovoid surface by the shear 
modulus of the matrix 0 1cr crσ σ μ= , the intrinsic lengths of the nanovoid 
surface 0

1 1α μ μ= , 0
1 1β λ μ= and 0

1 1δ τ μ= , the ratio of the shear modulus of the matrix and the 
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effective medium 2 1a μ μ= , the radius of the nanovoid 1 zb R b= , the relative uniform distribution 
density of neighboring nanovoids 2 1c R R= . Former studies have indicated that the surface properties 
can be either positive or negative, depending upon the material type and the surface crystallographic 
orientation. According to their results, the absolute values of intrinsic lengthsα , β andδ are nearly 

1A
o

 [16]. In addition, let 1 2 0.25υ υ= = . The present study focuses exclusively on the effect of 
nanovoid content and uniform distribution density of neighboring nanovoids in the effective 
medium on the critical condition for splitting of dislocation from nanovoid surface, providing a 
remote equal biaxial loading.  

Fig. 2 shows the critical stress to induce dislocation emission from the nanovoid surface as a 
function of emission angle with different ratios of the shear modulus of the matrix and the effective 
medium and surface elasticity. One should notice that, when nanovoid size is fixed, the smaller the 
chosen ratio of the shear modulus is, the larger nanovoid volume fractions the nanoporous materials 
contain. The figure presents the critical stress required to emit dislocation decreases, while relative 
most probable critical angle for dislocation emission increases as the ratio of the shear modulus 
decreases. That is to say, when nanovoid size is fixed, the larger nanovoid volume fractions in the 
nanoporous materials make the dislocation emission take place more easily, relative most probable 
critical emission angle more pronouncedly depart from the direction 45o . They mean that the distinct 
softening behavior can be happened and then significantly enhances capability of dislocation 
emission from nanovoid surface in the nanoporous materials. We have observed a strong influence 
of surface effect on critical condition for dislocation emission. The positive surface elasticity 
increases the critical stress and the relative most probable critical angle for dislocation emission, 
while the negative surface elasticity reduces them. And the larger positive value of surface elasticity 
makes the dislocation emission from nanovoid take place more difficultly. So it is well shown that 
the ductility of the material increases with increasing nanosize void volume fraction and the 
porosity would evidently affect the ductility of structural materials. 
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Fig. 2 Dependences of normalized critical stress 0crσ  on emission angle θ  with different ratios of the 
shear modulus of the matrix and the effective medium 2 1a μ μ= and surface elasticity for 0 zbρ = , 

0ε = , 1 1j = , 2 3 0j j= = , 8b = , 1.5c = , 0δ = . 
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Fig.3 shows normalized critical stress for dislocation emission to take place as a function of 

emission angle with different nanovoid sizes and surface residual stresses. When the nanovoid 
volume fraction is given, if the nanovoid size decreases, there must be larger number of same-size 
neighboring nanovoids. The figure shows the critical stress and relative most probable critical angle 
for dislocation emission decrease as the nanovoid size increases. That is, when the nanovoid volume 
fraction is fixed, the larger nanovoid size in the nanoporous materials makes the dislocation 
emission take place more easily, relative most probable critical emission angle less pronouncedly 
depart from the direction 45o . In other words, the dependence of critical stress on the neighboring 
number of nanovoids under the same void volume fraction can evidently be observed. Under the 
condition of constant void volume fraction, the larger the neighboring number of nanovoids is, the 
higher the critical stress becomes. It indicates that the load-carrying capacity and the stress 
resistivity of materials can be enhanced by redistributing a large void into multiple small ones at 
nanoscale. These results are reasonable agreement with that of molecular dynamics simulations by 
Mi et al. [17]. As well-evident from the Fig. 3, we know that the negative surface residual stress 
would increase the critical stress, while the positive one reduces it. It means that the nanovoid 
surface characterized by the positive surface residual stress clearly promotes dislocation emission 
and improves the ductility of the nanoporous materials. The larger the positive surface residual 
stress is, the more easily the dislocation emitted from nanovoid surface is. The larger neighboring 
number of nanovoids under the same void volume fraction has a greater role in the critical stress 
required for dislocation emission. 
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Fig. 3 Dependences of normalized critical stress 0crσ on emission angleθ with different nanovoid sizes and 

surface residual stresses for 0 zbρ = , 0ε = , 1 1j = , 2 3 0j j= = , 0.9a = , 1.5c = , 0α β= = . 
 

In this case in Fig. 4, namely 0.9a = , it means that the void volume fraction keeps the same, and 
c  characterizes the distance of neighboring nanovoids or the uniform distribution density of the 
neighboring nanovoids. The larger physical quantity c , it demonstrates the larger neighboring 
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distance or the rougher distribution of the neighboring nanovoids under the same void volume 
fraction. From Fig. 4, it is found that the critical stress decreases clearly, while the relative most 
probable critical angle for dislocation emission increases as the physical quantity c increases. That is, 
with the initial void volume fraction and nanovoid size keep the same, the distinct hardening 
behavior can be happened and then significantly suppresses capability of dislocation emission from 
nanovoid surface in the nanoporous materials with improving the uniform distribution density of the 
neighboring nanovoids. It is also visibly indicates that the larger the negative surface residual stress 
is, the harder the dislocation emitted from nanovoid surface becomes. These observations 
demonstrate that at nanoscale void distribution plays a role in determining the deformation behavior 
of ductile metals. 
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Fig. 4 Dependences of normalized critical stress 0crσ  on emission angle θ  with different uniform 

distribution densities of the neighboring nanovoids and surface residual stresses for 
0 zbρ = , 0ε = , 1 1j = , 2 3 0j j= = , 0.9a = , 8b = , 0α β= = . 

 
5. Conclusions 

In conclusion, when nanovoid size is fixed, the larger nanovoid volume fractions in the 
nanoporous materials make the dislocation emission take place more easily. Under the condition 
of constant void volume fraction, the larger the neighboring number of voids is, the higher the 
critical stress becomes. With the initial void volume fraction and nanovoid size keep the same, 
the distinct hardening behavior can be happened and then significantly suppresses capability of 
dislocation emission from nanovoid surface in the nanoporous materials with improving the 
uniform distribution density of the neighboring nanovoids. Softening or hardening of nanovoid 
surface due to surface effect has a pronounced effect on the critical condition for dislocation 
emission. 
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In the light of this mechanism, a generalized self-consistent theoretical model to describe the dislocation 
emitted from nanovoid accounting for the effect of neighboring nanovoids is suggested. The explicit solution 
to the critical stress is derived by means of the complex variable method. The influence of the nanovoid size, 
volume fraction and uniform distribution density of neighboring nanovoids in the effective medium as well 
as the surface effect on the critical condition required for dislocation emission from nanovoid surface is 
discussed. 
 
Keywords dislocation emission; neighboring nanovoid interactions; nanovoid volume fractions; surface 
stress 
 
1. Introduction 

The effect of preexisting volume defects, such as voids and cracks, is generally to lead to an 
increase in ductility and a reduction in the load carrying capacity of the porous material. A critical 
mechanism of ductile damage usually involves the nucleation, growth and coalescence of nanovoids, 
as a result of the applied loading conditions, in a plastically deforming porous materials. According 
to what we know, there is lacking study about nanovoid growth by dislocation mechanisms, which 
depends on the size and distribution of the nanovoids in nanoporous materials. In order to 
quantitatively estimate the interaction of multiple nanovoids in the particular case of porous solids, 
a generalized self-consistent analytical approach is utilized to study the effects of neighboring 
defect interactions, and void distribution and volume fractions on the dislocation emission from 
nanovoid surface, in which a large number nanovoids are statistically homogeneously distributed. It 
is also a feasible choice for two-dimensional situations in which the voids are roughly cylindrical 
and near uniformly distributed. The size-effect modeled here pertains to the surface elasticity theory 
of Gurtin-Murdoch on the nanometer scale. The explicit solution to the critical stress is derived by 
means of the complex variable method. The influence of the nanovoid size, the surface effect, 
nanovoid content and uniform distribution density of neighboring nanovoids in the effective 
medium on the critical condition required for dislocation emission from nanovoid surface is 
discussed. 

 
2. Modeling and solution 

In this section, we present a framework for a generalized self-consistent theory accounting for the 
effect of neighboring nanovoids in ductile nanoporous materials, based on the dynamics of void 
nucleation and growth. For a two-dimensional case, the constitutive model for the material is 
divided into three regions: the inner circular region representing the nanovoid phase, the 
intermediate annular region representing the matrix phase, and the infinitely extended outer region 
representing composite phase or effective medium. Elastic deformation under plane strain 
conditions is assumed and the nanovoids are assumed to be and remain cylindrical, and are 
statistically homogeneously distributed so that their shape is characterized by a single parameter. 
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Lubarda [1, 2] have modified previous analysis by using the expression for the image force on a 
dislocation emitted from the surface of the void. In this case, the stress fields of an edge dislocation 
emitted from the surface of the void correspond to the imposed displacement discontinuity along the 
cut from the surface of the void to the center of the dislocation. The geometrical structure is shown 
in Fig. 1. One edge dislocation with Burgers vector 0B  was emitted from the surface of the circular 
nanovoid to the point 0z  in the matrix phase, and ( )0 1

i iz R e eθ ϕρ= + . The rest edge dislocation with 
Burgers vector 1B  is located at the surface of the circular nanovoid, and 1 1

iz R e ϕ= . They are both 
assumed to be straight and infinite along the direction perpendicular to the xy -plane, and 

( )
0 1

i
x y zB B b ib b e ϕ θ+= − = + = , 2 2

z x yb b b= + .  
 
 
 
 

 

 

 

 

 

 

 

Fig.1 Dislocation emitted from the nanovoid surface in generalized self-consistent model 
 

For the current problem, the elastic strain and stress in the two materials produced by lattice 
mismatch and dislocations can easily be calculated using the theory of elasticity. For nanovoid 
surface, surface stress resulting from a surface free energy and a constant residual stress was 
suggested in the Gurtin-Murdoch model [3-5]. So according to Sharma et al. [6], the equilibrium 
equation and the constitutive relations on the surface 1Γ and the interface 2Γ can be expressed as 

                      ( ) ( ) ( )
( )

1

1

0
0

1 1
1

1
rr r

t
t i t t i

R
θθ

θθθ

σ
σ σ σ

θ
− ⎡ ⎤∂

+ = −⎡ ⎤ ⎢ ⎥⎣ ⎦ ∂⎢ ⎥⎣ ⎦
                      (1) 

( ) ( ) ( ) ( )2 2 1 1 0rr r rr ri iθ θσ ζ σ ζ σ ζ σ ζ
− +

+ − + =⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦                    (2) 

( ) ( ) ( ) ( ) 0 0
1 1 2 2r r ru iu u iu u iuθ θ θζ ζ ζ ζ

+ −
+ − + = +⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦                   (3) 

where ru and uq are the displacement components, rrs and rqs are the stress components in the polar 
coordinates, 0

ru and 0uθ are the displacements induced by growth or shrink of neighboring voids. In 

addition, 1t R= , 2Rζ = . The symbols 1R  and 2R are the inner and outer radii of the intermediate 

annular region (the matrix phase). 
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For plane strain problem, stress fields and displacement fields may be expressed in terms of 

Muskhelishvili’s complex potentials [7] ( )zΦ and ( )zΨ  

( ) ( )2yy xx z zσ σ ⎡ ⎤+ = Φ +Φ⎣ ⎦                                (4) 

( ) ( )'2 2yy xx xyi z z zσ σ σ ⎡ ⎤− + = Φ −Ψ⎣ ⎦                             (5) 

( ) ( ) ( ) ( ) ( )' ' '2 x y
zu u iz z z z z z
z

μ κ
⎡ ⎤

+ = Φ −Φ + Φ + Ψ⎢ ⎥
⎣ ⎦

                      (6) 

where '
x xu u θ= ∂ ∂ , '

y yu u θ= ∂ ∂ , ( ) ( )' z d z dzΦ = Φ⎡ ⎤⎣ ⎦ , the overbar represents the complex conjugate, μ is 

the shear modulus of the bulk solid,υ is Poisson’s ratio of the bulk solid , 3 4κ υ= − for plane strain 
state. 

Under the assumption that the interface adheres to the bulk without slipping, and in the absence 
of body forces, according to Sharma et al. [6] based on Gurtin and Murdoch surface/interface model, 
the constitutive equation in the surface region is given as 

( )0 0 0 0 0 02θθ θθσ τ μ λ τ ε= + + −                                 (7) 

where 0
θθσ and 0

θθε denote surface stress and strain, 0μ and 0λ are surface Lame constants, 0τ is the 
residual surface tension.  

According to Gao [8], the uniform eigenstrains could be represented to express the displacements 
produced by the mismatch strains ε of the matrix and the effective medium. 

0 0
2ru iu Rθ ε+ =                           2Rζ =      (8) 

where ε is dilatational or shrunk eigenstrain of neighboring voids in the matrix phase. The effective 
medium plasticity mismatchesε may be produced due to the yield stress and the strain hardening 
exponent on the nanovoid growth and coalescence. It is possible, of course, that to be attributed to 
mismatchs of the thermal expansion coefficient between the constituents. 

According to Muskhelishvili [7], two complex potentials ( )1 zΦ and ( )1 zΨ in the matrix can be 

taken the following forms  

( ) ( )0 1
1 10

0 1

z z
z z z z
γ γ

Φ = + +Φ
− −

                              (9) 

( )
( ) ( )

( )0 0 0 1 1 1
1 102 2

0 10 1

z z
z z

z z z zz z z z
γ γ γ γ

Ψ = + + + +Ψ
− −− −

                    (10) 

Two complex potentials ( )2 zΦ and ( )2 zΨ  in the effective medium can be taken the following 

forms 

( ) ( )
' '
0 1

2 1 20z z
z

γ γ+
Φ = +Γ +Φ                              (11) 
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( ) ( )
' '
0 1

2 2 20z z
z

γ γ+
Ψ = + Γ +Ψ                             (12) 

where ( )1 11k ki Bγ μ π κ= − +⎡ ⎤⎣ ⎦ , ( )'
2 21k ki Bγ μ π κ= − +⎡ ⎤⎣ ⎦ ( )0,1k = , ( )1 4xx yyσ σ∞ ∞Γ = + , ( )2 2 2yy xx xyiσ σ σ∞ ∞ ∞Γ = − +  

( xxσ ∞ , yyσ ∞ and xyσ ∞ are the remote stresses). ( )10 zΦ , ( )10 zΨ , ( )20 zΦ  and ( )20 zΨ are holomorphic and the 

first two can be expanded in Laurent series 

( )10
0 1

k k
k k

k k
z a z b z

∞ ∞
−

= =

Φ = +∑ ∑                               (13) 

( ) 2 2
10

0 1

k k
k k

k k

z c z d z
∞ ∞

− − −

= =

Ψ = +∑ ∑                            (14) 

where the unknown coefficients ka , kb , kc and kd could be determined from the boundary conditions 
(1)-(3). 
  According to the work of Fang and Liu [9] and Zhao et al. [10], by a sufficient number of 

calculations, the explicit expressions of two complex potentials ( )1 zΦ and ( )1 zΨ in the matrix can be 

given 

( ) 0 1
1

0 10 1

k k
k k

k k

z a z b z
z z z z
γ γ ∞ ∞

−

= =

Φ = + + +
− − ∑ ∑                        (15) 

( )
( ) ( )

2 20 0 0 1 1 1
1 2 2

0 10 10 1

k k
k k

k k

z z
z c z d z

z z z zz z z z
γ γ γ γ ∞ ∞

− − −

= =

Ψ = + + + + +
− −− −

∑ ∑             (16) 

3. Critical stress for dislocation emission 
According to Hirth and Lothe [11] and Peach-Koehler formula, the image force acting on the 

dislocation can be written as 

( ) ( ) ( ) ( ) ( ) ( )
0

'
0 0 0 0 0 0 0 0x y y x y xf if b ib z z b ib z z z⎡ ⎤ ⎡ ⎤− = + Φ +Φ + − Φ +Ψ⎣ ⎦⎣ ⎦              (17) 

where xf and yf are the force acting on the edge dislocation with Burgers vector 0B  in the x  and y  

directions, respectively. ( )0 0zΦ and ( )0 0zΨ are the perturbation complex potentials in the matrix. 

According to Qaissaunee and Santare [12], the perturbation complex potentials are calculated as 
follows: 

( ) ( ) ( )2 1 21
0 0 01 02 1 1 21 22 2 1 21 22 2

3 31

k k
k k

k k
z a a a z a a z a z b z b b z b z

z z
γ ∞ ∞

− − −

= =

Φ = + + Γ + + + Γ + + + − Γ +
− ∑ ∑     (18) 

( )
( )

( ) ( )2 1 2 3 4 21 1 1
0 0 01 02 1 1 21 22 2 1 21 22 22

3 31 1

k k
k k

k k

zz c c z c z c c c z d z d d z d z
z z z z
γ γ ∞ ∞

− − − − − − −

= =

Ψ = + + − Γ + + + Γ + + + − Γ +
− −

∑ ∑  (19) 

Based on Stagni [13], the primary physical interest lies on the component of the force along the 
Burgers vector direction (glide force) which are given by 

( ) ( )cos sing x yf f fθ ϕ θ ϕ= + + +                            (20) 

Adopting the criterion from Lubada et al. [14], it is assumed that the dislocation with Burgers 
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vector 0B will be emitted from the surface of the void if its equilibrium distance ρ from the surface of 
the void is equal to the dislocation core cut-off radius 0ρ (one half of the dislocation width, which 
represents the extent of the dislocation core spreading). In the equilibrium dislocation position, the 

glide force vanishes, namely 0gf = . In the present study, we consider the remote applied critical 

stress is the stress required to keep dislocation with Burgers vector 0B in equilibrium position. A 
lower stress would suffice to keep the dislocation in the equilibrium at the distance greater than 0ρ , 
i.e., the equilibrium position of the dislocation is unstable, and the dislocation would be driven 
away from the void indefinitely, or until it is blocked by an obstacle. The angle crθ θ= at which the 
dislocation is emitted from nanovoid corresponds to the minimum value of the applied stress min

crσ . 
So by letting 0ρ ρ= specifies the stress required to emit the dislocation from the surface of the 
nanovoid. 

When considering the effect of the remote axial loading, we suppose that xxσ σ∞ = , 1yy jσ σ∞ = , 

2xy jσ σ∞ = , it yields ( )1 11 4j σΓ = + , ( )2 1 21 2 2j ij σΓ = − + . The following expression for the critical 

stress crσ can be expressed as follows: 

( ) ( )
[ ] ( ) [ ] ( )

Re cos Im sin

Im sin Re cos
img img

cr

f f

M M

θ ϕ θ ϕ
σ

θ ϕ θ ϕ

⎡ ⎤ ⎡ ⎤+ − +⎣ ⎦ ⎣ ⎦=
+ − +

                      (21) 

where ( ) ( ) ( ) ( ) ( ) ( )
0

'
0 0 0 0 0 0 0 0dimg y x d d y x df b ib z z b ib z z z⎡ ⎤ ⎡ ⎤= + Φ +Φ + − Φ +Ψ⎣ ⎦⎣ ⎦  
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− − −
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∑ ∑  
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2 2
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a j ij z b j ij z
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b ib

c j ij d z j ij

−
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−

⎡ ⎤+ + + − + − − −
⎢ ⎥= +
⎢ ⎥+ − − − − +⎣ ⎦

⎡ ⎤− + + − − + +
+ − ⎢ ⎥

+ − + − − −⎢ ⎥⎣ ⎦

 

 
4. Condition for dislocation emission 

The critical stress required to emit the dislocation from the surface of the nanovoid can be 
determined accurately and explicitly given by Eq. (21). In this section considerable attention has be 
paid to elaborating the influence of the nanovoid size, the surface effect, nanovoid content and 
uniform distribution density of neighboring nanovoids in the effective medium on the critical 
condition required for dislocation emission from nanovoid surface. In this paper, we suppose that 
the normalized critical stress for the edge dislocation emitted from nanovoid surface by the shear 
modulus of the matrix 0 1cr crσ σ μ= , the intrinsic lengths of the nanovoid surface 0

1 1α μ μ= , 0
1 1β λ μ=  

and 0
1 1δ τ μ= , the ratio of the shear modulus of the matrix and the effective medium 2 1a μ μ= , the 

radius of the nanovoid 1 zb R b= , the relative spacing between neighboring nanovoids or uniform 
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distribution density of neighboring nanovoids 2 1c R R= . Former studies have indicated that the 
surface properties can be either positive or negative, depending upon the material type and the 
surface crystallographic orientation. According to their results, the absolute values of intrinsic 
lengthsα , β and δ are nearly 1A

o
 [15]. In addition, let 1 2 0.25υ υ= = . The present study focuses 

exclusively on the effect of nanovoid content and uniform distribution density of neighboring 
nanovoids in the effective medium on the critical condition for splitting of dislocation from 
nanovoid surface, providing a remote equal biaxial loading.  

Fig. 2 shows the critical stress to induce dislocation emission from the nanovoid surface as a 
function of emission angle θ  with different ratios of the shear modulus of the matrix and the 
effective medium 2 1a μ μ= and surface elasticity. One should notice that, when nanovoid size b  is 
fixed, the smaller the chosen ratio of the shear modulus a  is, the larger nanovoid volume fraction 
the nanoporous materials contain. The figure presents the critical stress required to emit dislocation 
decreases, while relative most probable critical angle for dislocation emission increases as the ratio 
of the shear modulus decreases. That is to say, when nanovoid size is fixed, the larger nanovoid 
volume fraction in the nanoporous materials makes the dislocation emission take place more easily, 
and relative most probable critical emission angle more pronouncedly depart from the direction 45o . 
They mean that the distinct softening behavior can be happened and the interaction among 
neighboring nanovoids becomes important as nanovoid volume fraction increases. Therefore, it can 
significantly enhance capability of dislocation emission from nanovoid surface, favor the nanovoid 
growth, and then result in decreased ductility of the nanoporous materials. So it is well shown that 
the ductility of the material depresses with increasing nanosize void volume fraction and the 
porosity would evidently affect the ductility of structural materials, in agreement with the analysis 
by Tvergaard and Hutchinson [16]. We have observed a strong influence of surface effect on critical 
condition for dislocation emission. The positive surface elasticity increases the critical stress and the 
relative most probable critical angle for dislocation emission, while the negative surface elasticity 
reduces them. And the larger positive value of surface elasticity makes the dislocation emission 
from nanovoid take place more difficultly.  
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0.10 a=0.95,α=β=0.05
a=0.95,α=β=0.1
a=0.95,α=β=-0.05
a=0.7,α=β=0.05
a=0.7,α=β=-0.05

a=1,α=β=0
a=0.95,α=β=0
a=0.85,α=β=0
a=0.7,α=β=0

σ
cr
0

θ
 

Fig. 2 Dependences of normalized critical stress 0crσ  on emission angle θ  with different ratios of 
the shear modulus of the matrix and the effective medium 2 1a μ μ= and surface elasticity for 0 zbρ = , 

0ε = , 1 1j = , 2 3 0j j= = , 8b = , 1.5c = , 0δ = . 
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Fig.3 shows normalized critical stress for dislocation emission to take place as a function of 

emission angle θ  with different nanovoid sizes and surface residual stresses. When the nanovoid 
volume fraction is given, if the nanovoid size decreases, there must be larger number of same-size 
neighboring nanovoids. The figure shows the critical stress and relative most probable critical angle 
for dislocation emission decrease as the nanovoid size increases. That is to say, when the nanovoid 
volume fraction is fixed, the larger nanovoid size in the nanoporous materials makes the dislocation 
emission take place more easily, relative most probable critical emission angle less pronouncedly 
depart from the direction 45o . In other words, the dependence of critical stress on the neighboring 
number of nanovoids under the same void volume fraction can evidently be observed. Given the 
same void volume fraction, improved critical stress is accompanied with an increase in the 
neighboring number of nanovoids. The larger neighboring number of nanovoids under the same 
void volume fraction has a greater role in the critical stress required for dislocation emission. This is 
because the load-carrying capacity and the stress resistivity of materials can be enhanced by 
redistributing a large void into multiple small ones at nanoscale. These results are reasonable 
agreement with that of molecular dynamics simulations by Mi et al. [17]. As well-evident from the 
Fig. 3, we know that the negative surface residual stress would increase the critical stress, while the 
positive one reduces it. It means that the nanovoid surface characterized by the positive surface 
residual stress clearly promotes dislocation emission and lessens the ductility of the nanoporous 
materials. The larger the positive surface residual stress is, the more easily the dislocation emitted 
from nanovoid surface is.  
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Fig. 3 Dependences of normalized critical stress 0crσ on emission angleθ with different nanovoid 

sizes and surface residual stresses for 0 zbρ = , 0ε = , 1 1j = , 2 3 0j j= = , 0.9a = , 1.5c = , 0α β= = . 
 

In this case in Fig. 4, namely 0.9a = and 8b = , it means that for given void volume fraction and 
nanovoid size, c  characterizes the spacing of neighboring nanovoids or the uniform distribution 
density of the nanovoids. The smaller physical quantity c defines the smaller neighboring spacing or 
the denser distribution of the nanovoids under the same void volume fraction and nanovoid size. As 
is seen from Fig. 4, the critical stress decreases clearly, while the relative most probable critical 
angle for dislocation emission increases as the physical quantity c decreases. That is, the initial void 
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volume fraction and nanovoid size remain constant, the distinct softening behavior can be happened 
and then significantly promotes capability of dislocation emission from nanovoid surface in the 
nanoporous materials with improving the uniform distribution density of the neighboring nanovoids. 
In other words, increasing nanovoid spacing can impede the nanovoid growth and increase ductility. 
These conclusions are further confirmed by the earlier experiment from Dubensky and Koss [18], 
and the finite element analysis from Gao et al. [19]. It is also visibly indicates that the larger the 
negative surface residual stress is, the harder the dislocation emitted from nanovoid surface 
becomes. These observations demonstrate that the density of nanovoid concentration and the 
surface residual stress have a significant effect on determining the deformation behavior of ductile 
materials. 
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Fig. 4 Dependences of normalized critical stress 0crσ  on emission angle θ  with different uniform 

distribution densities of the neighboring nanovoids and surface residual stresses for 
0 zbρ = , 0ε = , 1 1j = , 2 3 0j j= = , 0.9a = , 8b = , 0α β= = . 

 
5. Conclusions 

In conclusion, when nanovoid size is fixed, the larger nanovoid volume fraction in the 
nanoporous materials makes the dislocation emission take place more easily, relative most 
probable critical emission angle more pronouncedly depart from the direction 45o . Under the 
condition of constant void volume fraction, the larger the neighboring number of voids is, the 
higher the critical stress becomes. For given void volume fraction and nanovoid size, the distinct 
softening behavior can be happened and then significantly promotes capability of dislocation 
emission from nanovoid surface in the nanoporous materials with improving the uniform 
distribution density of the neighboring nanovoids. 
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Abstract The relationship between the ultrastructure of human enamel and its mechanical behaviour is 
studied in this paper. Two synchrotron X-ray diffraction techniques, wide and small angle X-ray scattering 
(WAXS/SAXS) were used in combination to obtain multi-scale quantitative information about the response 
of human enamel to in situ uniaxial compressive loading. The interpretation of WAXS data gives elastic 
lattice strains within the hydroxyapatite (HAp) crystals, the stiff reinforcing phase in human enamel. The 
apparent modulus was determined linking the external load and the internal HAp strain. SAXS interpretation, 
allows the quantification of the nano-scale HAp crystallite distribution within human enamel. A multi-scale 
Eshelby equivalent inclusion model of the enamel was proposed that represents the hierarchical mineralized 
tissue as a two-level composite: micro-level model with rod embedded in the homogenised enamel material, 
and nano-level model with HAp crystallites embedded in the rod. Satisfactory agreement was achieved 
between model and experiment, suggesting that the new multi-scale approach accurately reflects the 
structure and mechanics of human enamel, and may help guide new biomimetic designs. 
 
Keywords Enamel, WAXS/SAXS, Eshelby model, Mechanical properties 
 
1. Introduction 
 
Enamel, a highly mineralized substance, is a hard and brittle material that covers the crown portion 
of teeth. It is predominately composed of inorganic hydroxyapatite (HAp) crystals and organic 
collagen [1]. While at the macro-scale the enamel can be thought of as a continuum, at the 
microstructural level some notable features are present, in particular, aligned long prisms (or rods) 
with a keyhole-shaped cross-section, and with the top oriented toward the crown of the tooth [2]. 
Further, at the nano-scale level, needle-like HAp crystals are found with several tens of nanometers 
in thickness [3]. 
 
Understanding the effects of microstructural features of enamel on the performance of human teeth 
requires the understanding of how the mechanical properties are related to the complex hierarchical 
structure. Over half a century, studies have been conducted on the macro-scale mechanical 
properties of enamel [4]. While an increasing number of publications describe microstructural 
effects [5], relatively few studies have focused on the influence of the nano-scale structure [6]. 
There appears to be a demand for further investigation across the scales using advanced techniques 
and models to establish a solid basis to understand the hierarchical structure-property relationship.  
 
One suitable method to study this is small angle X-ray scattering (SAXS), an advanced 
non-destructive technique used to reveal information about nano-scale structure and orientation in 
crystalline and amorphous materials [7]. Another X-ray technique, wide angle X-ray scattering 
(WAXS), is used to study crystal lattices and their deformation behaviour, e.g. the elastic properties 
of composites [8,9]. WAXS has been applied only recently to the study of mineralized biological 
composites, such as bones and bovine teeth [10-13], but few studies have been devoted to study 
human enamel [14]. Therefore, for the present study a combined SAXS/WAXS setup with in situ 
compressive loading of human enamel samples was selected. It is hoped that the results obtained 
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here will be helpful to understand the internal architecture and hierarchical properties of human 
dental tissues. 
 
Quite a few models of composites have been proposed to describe the interaction of different phases, 
including bounding principles of Voigt and Reuss, as well as Jones and BW models [15,16]. One 
widely accepted model, also used in this study, is the Eshelby inclusion model, often used to 
describe the structure-property relationship of materials like composites [17,18]. Recently, it has 
been applied in the research of dentine [19,20], and has been proven to be useful to predict the 
elastic response of dentine. However, this Eshelby approach has not been used to describe human 
enamel.  
 
In this paper, the elastic lattice strain, orientation and degree of alignment of HAp crystals within a 
human enamel sample under compressive loading were measured by the combined in situ 
synchrotron X-ray techniques (WAXS and SAXS). The multi-scale Eshelby model was developed 
to reflect the hierarchical structure of enamel, and to predict the elastic response to mechanical 
loading. The model was validated by comparison with experimental data.  
 
2. Method and Materials 
 
2.1. Sample preparation 
 
A freshly extracted sound human third molar (ethical approval obtained from the National Research 
Ethics Committee; NHS-REC reference 09.H0405.33/Consortium R&D No.1465) was washed and 
mechanically cleaned in distilled water to eliminate residues and kept in a -20°C freezer for a 
maximum of 14 days before the experiment. The tooth was rehydrated using distilled water and 
2mm thick enamel disks were cut just below the enamel-cement line using a low speed diamond 
saw (Isomet Buehler Ltd., Lake Bluff, Illinois, USA). The disks were further cut into smaller bars 
and polished using a series of polishing papers to produce a 2×2×2mm cube of enamel. The sample 
was kept for 5 days in distilled water in a commercial fridge at 4°C until the experiment was 
undertaken. 
 
2.2. In-situ scattering measurements 

 
Figure 1. In situ loading of enamel under simultaneous WAXS/SAXS experimental set-up 

 
The experiment was performed on the B16 beamline at Diamond Light Source (DLS, Oxford, UK).  
A schematic diagram of the experimental set-up is shown in Fig. 1. The cubic sample of human 
enamel was slowly deformed along x-direction in the laboratory coordinate system (Fig. 1) under 
compressive loading at a displacement rate of 0.2 mm/min until failure, using a remotely operated 
and monitored compression rig (Deben, Suffolk, UK) with a 5KN calibrated load cell.  
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The monochromatic X-ray beam at the photon energy of 17.99keV was used and collimated to the 
spot size of 0.5× 0.5mm2. The beam was incident at the sample perpendicular to its loading 
direction. Two separate WAXS and SAXS detectors were alternately setup to collect the patterns at 
consecutive loading increments downstream of the beam. WAXS patterns were recorded using a 
Photonic Science Image Star 9000 detector (Photonic Science Ltd., UK) with a sample-to-camera 
distance of 128.72mm. Further downstream, a Pilatus 300K detector (Dectris, Baden, Switzerland) 
was positioned at a distance of 4358.47mm to collect SAXS patterns. In order to record both WAXS 
and SAXS patterns at each scanning location, the WAXS detector was translated laterally to expose 
the SAXS detector after each WAXS exposure. A lightly compacted disk of standard silicon powder 
and a dry chicken collagen sample inserted close to the sample position were used as calibration 
standards, and to determine the sample-to-detector distance to good precision.  
 
2.3. Scattering data analysis 
 
2.3.1. WAXS data analysis 
 
WAXS data can be interpreted in terms of the shift of the diffraction peak obtained from a cluster of 
HAp crystals, so that the average micro-strain (lattice strain) in the crystals can be deduced [8,9]. 
The typical WAXS pattern of HAp is shown in Fig. 2 (only the (002) peak is selected for 
interpretation). The apparent elastic lattice strain of the HAp phase was computed by observing the 
changes in the interplanar spacing between the lattice planes [21]:

 

                               

0
002 002

0
002

d d
d

ε −
=                                          (1)

      
 

where 002d is the deformed d-spacing and 
0
002d is the reference strain-free value. In detail, 2D 

diffraction images were firstly pre-processed using Fit2D [22]. The (002) peak of interest from each 
pattern was “caked” (i.e. binned in the radial-azimuthal coordinates) within a range of 20o in the 
loading direction (Fig. 2a). Subsequently the 1D radial plot of intensity within each sector was fitted 
with Gaussian to obtain the peak centre position. As the load increase, the peak centre position shift 
with respect to the strain-free reference point allowed the calculation of HAp elastic lattice strain. In 
addition, the structural orientation angle was determined from the strain-free sample by 
azimuthal-radial “caking” of the (002) peak over the entire range of 360o, and fitting the azimuthal 
centre position of the pronounced peaks [23]. 
 
2.3.2. SAXS data analysis  
 
For SAXS data analysis, the pattern from the strain-free sample was taken as reference. Due to the 
dense distribution of crystals in enamel, the electron density changes that occur in the gaps between 
crystalline particles gives rise to the scattering signal [24]. It is also understood that the orientation 
of the gaps between rods roughly coincides with the orientation of the crystals within the rod [19]. 
Thus, the information from gap scattering can be used to deduce the orientation and degree of 
alignment (percentage of aligned particles) of HAp crystals. To quantify it, the 2D SAXS patterns 
were processed by integrating over the entire relevant range of scattering vector q, resulting in a 
function ( )I ϕ  of the azimuthal angleϕ  [25,26]. The predominant orientation 0ϕ  of the mineral 
crystals is determined by the position of the two peaks in the plot of ( )I ϕ . Further, the degree of 
alignment ρ can be calculated by the ratio of the two areas under the curve of ( )I ϕ : 
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oriented

total

A
A

ρ =                                    (2)
      

 

where totalA  is the total area below the curve, and orientedA  refers to the area above the constant 
background level umorientedA . Thus, the value of ρ  ranges from 0 to 1, with 0ρ =  indicating no 
predominant orientation within the plane of the section, while 1ρ =  indicates a perfect alignment 
of all crystals [25,26].   

              
Figure 2. Representative WAXS and SAXS patterns of enamel 

 
3. Model formulation 
 
Human enamel has a hierarchical two-level composite structure, where the first level is represented 
by the keyhole-like rod and the second level by the bunch of HAp crystals within one rod [27]. Fig. 
3a shows the keyhole-like microstructure of enamel, modified from Habelitz [28], and demonstrates 
how the HAp crystals are distributed within the rod in 3D. Fig. 3b-d provide schematic illustration 
of the geometric model derived from the enamel structure, where the first level regards the whole 
enamel sample as composed of aligned rods within a collagen matrix phase (Fig. 3b), and the 
second level considers the rod as a composite in detail, consisting of partially aligned HAp crystals 
and a collagen matrix. Both levels are non-dilute systems with a number of inhomogeneous 
inclusions. For simplicity, both rod and HAp crystals are assumed to be of needle shape (Fig. 3b-d).  

 
3.1. First level model: multiple aligned rod inclusions within enamel 
 
The purpose of the first-level model is to establish the relationship between the externally measured 
stress Aσ and the stress in the rod inclusions inclusion rodσ σ= . According to the Eshelby model 
derivation [29], the stress in the inclusion can be expressed as 

[ ]{ }{ }11 1
1 1 1 1 1 1 1 1(1 ) ( ) ( ) ( )inclusion T A

matrix rod matrix matrix rod matrixT f C C S f S I C C C T Cσ σ
− − −= − − − − − − −  

or, simplified 
1

1
inclusion AKσ σ=                         (3) 

where 1f is the volume fraction of rod inclusion, 1S  the Eshelby tensor for a cylinder corresponding 
to the rod shape, 1matrixC  and rodC  are the stiffness of collagen matrix and rod, respectively, and T 
is the tensor transformation (rotation) matrix that depends on the Euler angles giving the orientation 
of the rods with respect to the fixed laboratory system. In the present model this was fixed, as it was 
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assumed that the rods were all aligned with the loading direction.  

 
Figure 3. Schematic diagrams of hieratical enamel structure and multi-scale Eshelby model.  

 
To determine the stress within the inclusion, knowledge of the rod stiffness matrix is required. The 
rod is regarded as a composite consisting of the same volume fraction of collagen and mineral 
crystals as the whole enamel. The stiffness of the rod rodC can thus be determined and is given as:  

( ) ( ){ } ( )
11

1 1
2 2 _ 2 2 2 2 2 2 2rod matrix matrix matrix matrix matrixHAp HAp

C C f C C S f S I C C C C
−−

− −⎧ ⎫⎡ ⎤= − − − − + −⎨ ⎬⎣ ⎦⎩ ⎭     
(4) 

 
3.2. Second level model: HAp inclusion within one rod 
 
The purpose of the second-level model is to establish the relationship between the external stress 
and the average strain in the HAp crystals in a rod: 

HApε  ( 1 H Apinclusion Kσ ε= ). Here the stress 
within the rod inclusion 1inclusionσ  found from the first-level model serves as the external stress in 
the second-level model. The overall stiffness of the rod rodC   is required to link the average strain in 
the HAp crystals with the external stress obtained in the first-level model. A single HAp crystal can 
be regarded as a single inhomogeneity with needle-like shape, and thus the corresponding Eshelby 
tensor 2S  should again be that for the cylinder. The alignment of HAp crystals within the rod is 
also partial, so that the real value of the apparent stiffness K is given by a combination of the values 
for two separate cases, namely, that of fully random distribution, and perfect alignment.  
 
3.2.1 Multiple perfectly aligned HAp crystals 
 
Supposing the alignment direction of HAp crystals is described by the transformation matrix T, the 
measured crystal strain corresponds to the mean strain value for all the crystals within the 
considered gauge volume. The relationship between the average HAp strain and the external load 
(rod stress from the first-level model) can be established as follows: 
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( ){ } 11 11 1 1
2 2 2 2 2( )HAp T T inclusion

matrix matrixaligned HAp
I C C S f S I I T T Cε σ

−− −− − − −⎧ ⎫
= − ⎡ − − ⎤ − +⎨ ⎬⎣ ⎦
⎩ ⎭  

or, simplified 
1 HApinclusion

aligned aligned
Kσ ε=

               (5)          
where HAp

C   and 2S   are the average elastic stiffness tensor and Eshelby tensor of HAp crystals 
within gauge volume [30], 2f   the volume fraction of HAp with respect to the entire rod, and 

2matrixC   is the stiffness tensor of collagen. Since all the crystals are perfectly aligned, the average 
value of HAp

C   and 2S   can be represented by the single crystal values 2 2,HApHAp
C C S S= = . Note 

that different orientation angles would lead to different values of HAp

aligned
ε . 

 
3.2.2 Multiple randomly distributed HAp crystals 
 
The relationship between the average HAp lattice strain and rod stress is independent of the 
transformation matrix in Eq. 5 in the case of an isotropic cluster with randomly distributed crystals. 
The relationship becomes 

( ){ } 11 11 1 1
2 2 2 2 2( )HAp inclusion

matrix matrixrandom HAp
I C C S f S I I I Cε σ

−− −− −⎧ ⎫
= − ⎡ − − ⎤ − +⎨ ⎬⎣ ⎦
⎩ ⎭  

or, simplified 1 HApinclusion
random random

Kσ ε=
                (6) 

Note that in contrast with the case of perfectly aligned crystals, the average value of 2S  no longer 
equals the single crystal value 2S . Instead, it must be obtained by the volume average over all the 
crystals.  
 
3.2.3 Multiple HAp inclusions with partial orientation 
 
For the partially aligned HAp distribution (Fig. 3d), _

HAp
partial alignedK  is given by the mixtures between 

randomK
 and alignedK : 

                _ (1 )HAp
partial aligned aligned random aligned alignedK f K f K= − +                       (7) 

where alignedf   is the volume fraction of the  aligned crystals with respect to all HAp crystals, i.e. the 
degree of alignment of crystals revealed by SAXS. Thus, the relationship between external stress (in 
rod) and average internal HAp lattice strain becomes 

1
_

HApinclusion HAp
partial alignedKσ ε=

                                                         
(8) 

Further, the relationship between HAp strain and the externally applied stress can be established by 
combining Eq. 3 and Eq.8. 

1 1 1
1 1 _

HAp HApA inclusion HAp
partial alignedK K K Kσ σ ε ε− −= = =

           (9) 
 

4. Experimental results and model evaluation 

4.1. Nano-scale HAp distribution and the mechanical response of enamel 

The apparent radial shifts of the (002) peak centre position obtained from the WAXS pattern (Fig. 
2a) were measured under compressive loading applied on the longitudinal direction with respect to 
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the rods. Fig. 4a shows the experimental results of the applied stress vs. HAp lattice strain, 
indicating the expected linear relationship. The ratio of the stress and the average HAp lattice strain 
gives the apparent modulus [31]. The preferential orientation of HAp crystals obtained by WAXS 
pattern analysis is shown to be roughly perpendicular to the arc, while that obtained by SAXS 
pattern is shown to be roughly along the short axis of the elliptical SAXS pattern (Fig. 2). The 
detailed values from experiment and model are listed in Table 1. 

4.2. Evaluation and testing of multi-scale Eshelby model 

In the model, the material properties and other parameters were derived from the literature, and 
refined by fitting with the experimental data. The average mineral concentration (HAp volume 
fraction) has been reported to be ~95% in each level of enamel, so that the overall volume fraction 
of HAp could be close to 85%, which is consistent with [6]. In general, Young’s modulus of 1GPa 
for collagen is found in the literature, without taking into account the viscoelasticity or 
viscoplasticity [19,20]. Polycrystalline HAp is considered to be transversely isotropic with five 
independent elastic constants [32]. To describe the shape of the rod and of the HAp crystallites for 
each level, the Eshelby tensor for the cylinder was used. It was assumed that the lengths of 
ellisptical axes a1 and a2 within the transverse cross-section were the same, a1/a2=1). The apparent 
modulus K was calculated based on the different preferred orientation angles of the HAp crystals 
obtained by both SAXS and WAXS. All the parameters refined to obtain the best fit are listed in 
Table 1. A comparison of the experimental results and the model evaluation is plotted in Fig. 4. 
Good agreement is observed. 
 

Table 1 Experimental results from SAXS/WAXS, and the refined structural parameters of the enamel used in the 
two-level Eshelby model 

Parameter               Enamel 

     Orientation (from SAXS)  174° 

Orientation (from WAXS) 14° 

Degree of alignment 0.6 

K_exp.  124.3 GPa 

1 2f f=  96% 

1m atixC  Em=1GPa, vm=0.3 

2m atixC  Em=1GPa, vm=0.3 

HApC  
Exx=140GPa, Gxy= Gxz=39.6GPa  

vxy= vxz =0.3, vyz=0.2 
Eyy= Ezz=114.3GPa  

1 2cylinder cylinderS S=   1 2/ 1a a =  

K_model (from SAXS)  122.9 GPa 

K_model (from WAXS)  120.4 Gpa 
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Figure 4. Comparison of the experimental data (markers) and modeling results for applied compressive stress vs. elastic 

lattice strain for HAp crystals. 
 
5. Discussion & Conclusion 
 
The agreement of the apparent modulus K results calculated using the HAp preferred orientation 
angles determined by SAXS and WAXS suggests that the SAXS patterns arising from gap 
scattering can be used to deduce the HAp orientation distribution, i.e. the gaps are almost parallel to 
HAp crystals inside the rod. Further validation can be demonstrated by examining in more detail the 
effect of crystal orientation on the apparent modulus. A 3D model of perfectly aligned crystals 
inside a rod is established (Fig. 5a) with the angle ϕ describing the rotation of the alignment 
direction around the global z axis. When all HAp crystals are aligned along the global x-direction, 
ϕ equals to 0°. By changing the perfect alignment direction (changing the transformation matrix in 
Eq. 5), the variation of alignedK  obtained in the loading direction can be calculated (Fig. 5b). From 
Fig. 5b, the corresponding results using the real orientation angles found in the experiment (174° 
from SAXS and 14° from WAXS) are found to be _aligned SAXSK = 133.19GPa 
and _aligned WAXSK = 128.25 GPa, i.e. closely similar values. Meanwhile, due to the high degree of 
alignment of HAp crystals in the enamel, the value of the overall apparent modulus _

HAp
partial alignedK  lies 

close to the value alignedK . The enamel displays strong microscopic elastic anisotropy. It is 
interesting to note that the stiffest orientation is, as expected, around 0° with respect to the loading 
direction. However, the most compliant orientation observed is not at 90°, i.e. perpendicular to the 
loading direction, but rather around 50° or 130°. 
 
In this study, the longitudinal apparent Young’s modulus of human enamel was measured during in 
situ elastic compression by the combination of synchrotron WAXS and SAXS for the first time. 
This provides access to the information on both the structural and mechanical aspects of the sample 
and allows us to make further progress compared to previous studies that only used WAXS [11,14]. 
A multi-scale Eshelby inclusion model was established to estimate the elastic material properties of 
the enamel in terms of its constituents, considering it as a two-level composite. Good agreement 
with the experimental data was obtained, indicating an improvement of the earlier proposed 
composite model [15,16] The model offers a powerful tool for the evaluation of the apparent 
modulus of enamel-like composites, and helps understand the relationship between the external load 
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and the internal HAp strain. It also helps understanding of the mechanical properties of hierarchical 
biomaterials.  

 
Figure 5. (a) A simple 3D example of aligned HAp crystals (alignment angle φ=0° is shown). (b) alignedK  variation 

with respect to the alignment angle (0°-180°). 
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Abstract.  Many works have attempted to estimate the fracture toughness of enamel by indentation 

techniques. Most of these works have in common the use of equations whose success in determining the 

actual value of fracture toughness depends on the particular three-dimensional pattern of cracks. Although 

microscopic techniques are usually employed, only a superficial image of the cracks is provided, and no 

information about the propagation within the enamel is given. Therefore, there is some uncertainty about the 

applicability of this type of equations. More recently, an alternative methodology based on an energetic 

approach has been developed to estimate the fracture toughness by depth sensing indentation that is not so 

affected by the cracks pattern generated. 

 

In this work, the energetic approach to indentation fracture toughness of bovine enamel is presented and 

compared with those toughness values obtained using the most common expressions reported in the 

literature. The results showed that some modifications in the energetic methodology should be performed in 

order to apply it successfully.  

 

Keywords indentation fracture toughness, enamel  

 

1. Introduction 

Enamel is the hardest and stiffest tissue of mammals. It forms the outer layer of the tooth and shows 
a characteristic hierarchical microstructure. At large scale, the enamel consists of rods encapsulated 
by thin protein rich sheaths that are arranged parallel in a direction perpendicular to the 
dentino-enamel junction (DEJ) from dentin to the outer enamel surface [1]. The enamel 
microstructure of all mammals appears to be very similar on a histochemical and anatomic basis [2]. 

Numerous methods have been employed to experimentally measure the fracture toughness (KC) of 
the enamel. The determination of KC by indentation technique is based on measuring the size of 
cracks induced in a material during indentation. Several expressions are available to determine KC 
by this technique, depending on the indenter geometry and crack morphology. One of the most 
widely used expressions for radial cracks is the relationship proposed by Lawn, Evans and Marshall 
[3]: 
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Figure 1. a) Palmqvist cracks configuration; b) crack parameters for Vickers indenter; c) crack parameters for 

Berkovich indenter. 

where P is the maximum indentation load, c is the crack length (Fig. 1), E is the elastic modulus and 
H is the hardness. The parameters k and n are empirical constants equal to 0.016 ±0.004 and 0.5, 
respectively. Other studies [4] determined k = 0.0098 and n = 3/2. 

For Palmqvist cracks configuration, where the cracked areas are represented by semicircles of 
diameter equal to the crack length measured from an impression corner (Fig. 1a), many expressions 
have been developed to calculate KC. Niihara et al. [5] proposed the following expression: 
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where a is the half-diagonal of the indentation impression, l is the crack length and k was 
determined as 0.0089 (Fig. 1b). 

Laugier [6] proposed an alternative expression for Palmqvist cracks: 
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where xV was determined as 0.015. 

However, the applicability of these equations encounters three basic difficulties. First, all these 
equations are semi-empirical as there is no theoretical basis behind these expressions. Second, it is 
necessary to obtain a particular pattern of cracks (Fig. 1a) and to know the morphology of the 
cracks in the plane parallel to the loading direction in order to implement the Eqs. (1)-(3). Third, all 
these equations were developed for ceramic materials and for the symmetrical Vickers indentations 
(Fig. 1b). Therefore, they are not valid for the asymmetrical Berkovich indentations. Some efforts 
have been made to obtain similar equations to those described above but properly modified for 
Berkovich indentations [7] (Fig. 1c). Combining the model proposed by Laugier [6] and the 
Ouchterlony´s radial cracking modification factors [8], fracture toughness can be determined 
according to Eq. (4). 
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Other alternative method to determine the fracture toughness consists on calculating the energy 
released during cracking, as a measure of the fracture toughness (Li et al. 1997) [9]. This method is 
based on the formation of a constant force step during the application of indentation load. This force 
step is associated with the sudden formation and propagation of cracks. The step length depends on 
how much the indenter and cracks suddenly advance into the material. This energetic method 
calculates the fracture toughness comparing the area limiting by the load-displacement curve with 
crack generation and the hypothetical one if cracking does not occur (Fig. 2). If the Mode I fracture 
is assumed, the threshold stress intensity required for the fracture can be written as: 
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where KIC is the indentation fracture toughness of the material, ∆U is the strain energy obtained 
from the area between extrapolated load-displacement curve and the step of experimental one (Fig. 
2), E is the elastic modulus, ν is the Poisson´s ratio and A represents the cracked area. 

Figure 2. Strain energy obtained from the area between extrapolated load-displacement curve and the step of 

experimental one. 

This method can be used even when a particular cracks pattern is not obtained. However, a constant 
load step during the loading branch is necessary in order to apply the Eq. (5). Additionally, a good 
estimation of cracked area is essential to obtain reliable results. 

Therefore, the aim of this study was to evaluate the reliability of the energetic methodology using 
depth sensing indentation technique to estimate the indentation fracture toughness of bovine dental 
enamel. These values were compared with those traditionally obtained by applying the 
semi-empirical equations based in a specific pattern of cracks, Eqs. (1)-(4). 

 
2. Experimental procedure 

Eight incisors were extracted from bovines of two years old. The teeth were cleaned and stored in 
artificial saliva prior to the tests. The labial surfaces of the specimens were polished using a 
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mechanical grinder (Labopol-5, Struers, Copenhagen, Denmark) with polishing cloths with alumina 
suspension slurry of 3 µm and OP-A (Struers, Copenhagen, Denmark). Afterwards, the specimens 
were kept fully hydrated in artificial saliva at room temperature before the indentation tests. 

Hardness and elastic modulus of bovine enamel surfaces were studied by nanoindentation 
(Nanoindenter XP-MTS System Corporation) using a Berkovich indenter with a tip radius of 100 
nm. Before each batch tests, the Berkovich diamond indenter was calibrated on a standard fused 
silica specimen. 

A Continuous Stiffness Measurement module (CSM) was chosen. This method consists of applying 
multiple unloading cycles of very small displacement during the loading process. The Oliver-Pharr 
methodology [10] was applied on each of these partial unloading cycles, providing values of elastic 
modulus, E, and hardness, H, as a continuous function of load or penetration depth. A maximum 
penetration depth of 300 nm was fixed for all indentation tests. Three rows of 20 indentations were 
done on each sample. Each indentation was separated 100 µm to each other. During the loading 
branch, continuous loading-unloading cycles with amplitude of 2 nm and a frequency of 45 Hz were 
superimposed. 

Additionally, 5 indentations were done on each sample using the CSM module up to a maximum 
penetration depth of 2000 nm. This penetration depth was sufficient to generate a characteristic 
pattern of cracks, which extended from the corners of the Berkovich imprint and propagated along 
the enamel microstructure. After the indentation tests, the residual imprints were observed by 
Scanning Electron Microscopy (SEM) under low vacuum condition and taking care that the samples 
remained inside the microscope the shortest time in order to prevent an excessive dehydration and 
consequently, the cracks propagation due to residual stresses. 

 
3. Results 

Figure. 3 shows two SEM images of typical residual imprints from depth sensing indentations at 
different maximum penetration depths and their corresponding contact stiffness versus contact 
depth curves: 300 nm (Fig. 3a) and 2000 nm (Fig. 3b). Indentations at maximum penetration depth 
of 300 nm were characterized by the absence of cracks in the edges of the residual imprint (Fig. 3a). 
Additionally, the contact stiffness, S, showed a linear trend with the square root of the contact area, 
A, between the indenter and the material surface (Fig. 3a), as predict the theoretical relation 
between them [10]. By contrast, the indentations obtained for a maximum penetration depth of 2000 
nm were characterized by the presence of radial cracks from the edges of the residual imprints (Fig. 
3b). All residual imprints showed a similar superficial cracks pattern, consequently, the 
semi-empirical equations described in the introduction section could be applied. In addition, in 
these indentation tests, the cracks deflected during their propagation through the enamel 
microstructure. It was also noted that the contact stiffness lost its linear dependency with the square 
root of contact area (Fig. 3b), coinciding with the formation and propagation of cracks during the 
indentation process. 
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Figure 3. Typical pattern of cracks obtained from nanoindentations carried out at different maximum 

penetration depths: a) 300 nm; (b) 2000 nm. Their corresponding indentation contact stiffness versus squared 

root of the contact area plots were put over each image. 

3.1. Mechanical properties: elastic modulus, hardness and fracture toughness. 

Table 1 summarizes the hardness and elastic modulus of bovine enamel obtained from indentation 
tests at maximum penetration depth of 300 nm, where the loading did not cause the initiation of 
cracks. The values obtained in this study were very similar to those reported in preview works 
[11-13]. 

Data in Table 1 also include the fracture toughness of enamel according to the equations previously 
described (see Eqs. (1-5)). 

It is noteworthy that, in all cases, there was not any constant load step. Therefore, it was not 
possible to apply the energetic methodology as described in the introduction section. 

 

Elastic modulus , E (GPa) 92 ±6 Oliver-Pharr [10] 

Hardness, H (GPa) 4.7 ±0.3 Oliver-Pharr [10] 

Indentation fracture 

toughness, KC )m(MPa  

0.39 ±0.14 Eq (1) [3] 

0.5 ±0.2 Eq (2) [5] 

0.6 ±0.2 Eq (3) [6] 

0.7 ±0.2 Eq (4) [8] 

2.5 ±0.7 Eq (9) 

 

Table 1. Experimental results of elastic modulus, E, hardness, H and indentation fracture toughness, KC.  
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4. Discussion 
 
There is some scatter in the literature about the actual fracture toughness of enamel [13]. Table 1 
shows the fracture toughness values obtained after applying the semi-empirical equations (1) to (4). 
These data were within the range of those reported by other authors. Hassan et al. (1981) [14] have 
reported values of human tooth enamel, using a Vickers indenter combined with a semi-empirical 
equation type 1 (Eq. (1)), in the range of 0.7 to 1.37 MPa·m1/2. Xu et al. (1998) [12] reported 
fracture toughness values of 0.84 MPa·m1/2 for labial human enamel also using a Vickers indenter 
with semi-empirical equation type 1 (Eq. (1)). Bajaj and Arola (2009) [15] reported fracture 
toughness values for human enamel that ranged from 1.79 MPa·m1/2 to 2.37 MPa·m1/2 obtained 
from R-curve analysis, and Baldassarri et al. (2008) [16] obtained values of 0.5 MPa·m1/2 and 1.3 
MPa·m1/2 for transversal and midsagital enamel orientation, respectively, using a Vickers indenter 
on rat tooth. Rasmussen and Patchin (1984) [17] used SEM fractography and work-of-fracture 
techniques to investigate the fracture properties of human enamel and dentin as a function of the 
temperature of an aqueous environment. In this work, the specimens were notched in order to give 
controlled fracture in one of two preferred directions, either "perpendicular" or "parallel" to the rods 
for enamel. They reported values of work-of-fracture for human enamel that range from 0.13 J/m2 
(fracture toughness of 1.09 MPa·m1/2) for parallel direction to 1.90-2.00 J/m2 (fracture toughness of 
4.18-4.29 MPa·m1/2) for perpendicular orientation, at room temperature. The experimental 
load-displacement curves did not show, in our case, a constant load step during the loading branch 
(Fig. 5). In order to apply an energetic approach, an alternative methodology had to be developed. 

The proposed procedure is based on the contact stiffness variation due to cracking during the 
indentation process. It should be noted that besides the cracking process, could also have other 
phenomena that may affect the contact stiffness, as quasi-plastic deformation phenomena associated 
with the movement of the water and protein phase due to the indentation. However, given the 
conditions under which the indentation tests were made, with high frequencies of the loading and 
unloading cycles (45 Hz), and small penetration depths in each cycle (2 nm), the contribution of 
these phenomena to the variation of the contact stiffness can be considered negligible. 

It is well known that the area under the load-displacement curve is the work performed by the 
indenter during elastic-plastic deformation. However, if cracking occurs, part of the elastic energy 
stored will be released to create new crack surfaces. This will be reflected as a change in the contact 
stiffness and, consequently, the relationship between contact stiffness, S, and the squared root of the 
contact area, A, will not be linear as the contact theory predicts [10]: 

π

A
E2S r ⋅⋅=           (6) 

where Er is the reduced elastic modulus. For Berkovich indenters, the contact area is obtained from 
the following equation: 

K+⋅+⋅+⋅+⋅=
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where hp is the contact depth and Ci are fitting constants obtained from calibration on fused silica. 

As Fig. 3 showed, in a typical curve of contact stiffness versus squared root of the contact area, the 
tendency should be linear according to Eq. (6); however, the linearity only remains during the initial 
stage, before cracking occurs. 

It is possible to identify in the S-A1/2 curve a critical point associated with the onset of cracking (S*, 
A1/2 *). To do this, successive linear fits were made until a minimum regression coefficient of 0.99 
was reached. 

According to the Oliver-Pharr methodology [10], it is possible to calculate the load and penetration 
depth values corresponding to the critical point associated with the cracking initiation, P* and h*. 

For values (P, h) lower than the critical point, the indentation process took place without cracking. 
For higher values, the indentation process was characterized by the nucleation and propagation of 
cracks. The load-penetration depth curve for values lower than the critical one was extrapolated 

according to the Kick's law [18], 2hCP ⋅= , to the maximum penetration depth of 2000 nm, 

obtaining a hypothetical curve characteristic of a non cracking process. Fig. 4 shows a comparative 
example between the experimental indentation curve, with cracking and the hypothetical 
indentation curve without cracking. 

Now, it is possible to apply the energetic methodology through Eq. (5) with the consideration that 
the strain energy associated to the cracking process, ∆U, could be obtained from the difference 
between the hypothetical and experimental indentation curves up to the maximum penetration depth, 
when the maximum crack length was reached. The indentation fracture toughness values so 
obtained are included in Table 2.  

Figure 4. Indentation load versus penetration depth of experimental and hypothetical indentation curve. 
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5. Conclusions 

In this work, an energetic methodology, adapted to depth sensing indentation, has been developed to 
determine the enamel fracture toughness. The method is based on the contact stiffness variation due 
to the cracking process. The values obtained using this methodology, were compared with those 
provided by traditional equations based on a particular crack pattern. The results obtained were in 
agreement with those reported by other authors that use traditional tests to evaluate the fracture 
toughness of the enamel. 
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Abstract This paper aims to compare the effectiveness of two medical treatments in healing an induced 
pseudoarthrosis (bone fracture without direct contact thus driving a callus formation) on the right femurs of 
Sprague Dawley laboratory rats. To further understand and quantify the mechanical effects of each treatment, 
the bone mechanical properties were analysed in terms of the following parameters: hardness and elastic 
modulus using ultra-micro indentation tests, and maximum force, energy absorbed up to maximum force and 
rigidity using four point bending tests. 
 
To assess the effectiveness of the treatments in terms of mechanical performance, the results were compared 
against a control group and a regular bone fracture (direct contact between broken bone parts without a gap). 
Both treatments were successful in restoring properties similar to the control group in terms of overall 
hardness (in both cortical and trabecular bone tissues) and rigidity. However, one of them appears to provide 
higher values of maximum force, energy absorbed and bone hardness. 
 
The results provide information that can be extrapolated to further understand the treatment of human bone 
fractures in terms of mechanical properties. The data enables the comparison of the outcomes that both 
treatments have on the biomechanical functioning of bone fractures. 
 
Keywords pseudoarthrosis, four point bending test, ultra-micro indentation test, osseous callus 
 
1. Introduction 
 
Since the 1990s, several studies have been trying to transfer engineering methods to analyze 
biological materials [1-5]. This gave rise to one of the fundamental principles of biomechanics: the 
reaction of a tissue of an organism to stimuli, obeys the same laws that govern the behavior of 
typical “engineering” materials. Thus making applicable the methods used to measure engineering 
material properties to biological tissues, such as bones for example. In order to understand human 
bone tissues it is usual to study animal bones, as they provide an ideal biomechanical model due to 
their size and rudimentary functioning, simplifying the analysis of mechanical properties. 
 
This paper compares the effectiveness of two medical treatments, “A” and “B”, on a subtraction 
osteotomy of Sprague Dawley rat femurs against a control group and a normal fracture. The aim of 
the paper is to study the effect of “A” and “B” on the healing of a subtraction osteotomy, by 
applying methods used for calculating engineering material properties. This investigation is 
complemented with other studies about biological parameters which haven´t been finished yet; for 
this reason it is necessary to maintain the confidentiality of the name of the treatments considered 
until the whole study is completed. Results were acquired through 4 point bending tests on the bone 
sample shafts (diaphysis) and ultra-micro indentation tests on the bone sample extremities (lower 
and upper extremities). The 4PBTs provided maximum force, energy absorbed up to maximum 
force and rigidity. The UMI tests enabled the determination of the cortical and trabecular bone 
hardness and elastic modulus. The data were obtained by using the left and right femurs of twelve 
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rats, collected in three separate occurrences once every 12 weeks. Due to the biological nature of 
the material, variations in the results are substantial, even between samples that have undergone 
identical treatments. 
 
Assessing the effectiveness of “A” and “B” on the fracture healing of rat bones is important, as it 
supplies information on the viability of using such treatments for humans. Sprague Dawley rats 
were used because of their similarity to humans in reaction to diseases. This report provides the 
mechanical properties of the bones for each treatment. If a treatment is successful in providing the 
bone with feasible parameters, it can then be further investigated for potential human use. Although, 
this report is only a small step towards the process it helps to determine and document the outcomes, 
difficulties and considerations when using the treatments considered. 
 
2. Methodology 
 
2.1. Sample procurement 
 
To acquire the data for the study, 12 female Sprague-Dawley rats were raised in identical 
environmental conditions (diet, temperature and humidity). The rats were randomly divided into 4 
groups, to which were applied a specific medical treatment according to the weight of the animal. 
This study is divided into three phases, where each phase consists of 4 rats. The phases follow each 
other chronologically in 3-month intervals. The samples are thus harvested every 3 months. A rat 
provides two bone samples: its left and right femur, which is then prepared and conserved for 
biomechanical testing. The rats undergo a surgical procedure at approximately 6 months of age. The 
average age of a Sprague Dawley rat is around 2.5-3.5 years [6], at 6 months the animals have 
reached maturity. At the end of the 12-week treatment period, each rat was sacrificed for bone 
extraction. The samples of this study have been separated into four different groups: normal fracture, 
control group, “A” treatment and “B” treatment (Table 1). 
 

Table 1. Sample group characterization 
 

Sample Group Description Label Group Name 
Normal fracture with physiological serum F+S Normal fracture 
Subtraction osteotomy with physiological serum OS+S Control group 
Subtraction osteotomy with “B” treatment OS+B “B” treatment 
Subtraction osteotomy with “A” treatment OS+A “A” treatment 

 
The physiological serum acts as a placebo for the normal fracture and control group, whilst 
providing the animals with the required nutrients. The operation procedure was the same for the 
OS+S, OS+A and OS+B sample groups. The surgical procedure and theoretical bone healing 
progression has been summarized in the sketch of Figure 1. The operation of F+S samples was 
similar except that there was no bone subtraction and thus no gap, as it is a simple fracture. In the 
operation, the rat’s skin was incised and a 2 mm section from the centre of the femur was removed, 
(subtraction osteotomy). Once the gap was created a stainless steel screw (2mm x 24mm) was 
inserted in the lower extremity of the right femur to maintain the gap. To verify that the callus was 
developing correctly, the animals were monitored taking x-rays of the right femurs (Figure 2: 7 days 
after the operation, 6 weeks after start the treatment and 12 weeks prior to the slaughter). The 
pictures were analized to measure the gap size (in mm) and evolution throughout the treatment. In 
order to conduct the biomechanical tests on the bones, they were removed from the rats by surgical 
procedure carried out by medical personnel. The extracted bones were conserved to avoid their 
deterioration through drying, in a saline solution (HBSS) at 4ºC until they were tested. 
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Figure 1. Sketch of the fracture healing progress throughout the study [1] 

 

 
Figure 2. Gap measurement and scale verification 

 
2.2 Four Point Bending Test (4PBT) 
 
The bones were cleaned to remove any excess of cartilage or ligaments. Figure 3a shows the 
process by using a saw, a mechanical clamp and protective wrapping, to prevent any damage to the 
sample. Once the bone extremities had been removed (Figure 3b) they were conserved for UMI 
testing. 

a)   b)  
Figure 3. a) Removal of bone upper extremity during sample preparation and b) final aspect 

 
The samples were tested within 24 hours of the bone extraction to obtain the most accurate results 
possible. Before each test the bones were preheated to 37ºC in a saline solution to replicate the 
temperature in the bone’s usual environment. 4PBTs were carried out on the diaphysis (shaft of the 
bone) using an universal testing machine (0.5 class). The sample was placed within a methacrylate 
container, and a water bath was set to 37°C. A pump was then positioned so that the heated serum 
could flow around the sample, thus recreating the in vivo conditions. Figure 4a displays the main 
elements of the installation. 
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In biomechanics, 4PBTs are important as they allow the application of a bending load to a bone 
shaft sample, which is generally how mid-shaft femur fractures occur [7]. During the 4PBTs the 
loading force was exerted by a hydraulic piston, through two points namely two cylindrical steel 
rods. The sample received this load whilst being laid between two cylindrical rods at 15mm apart. 
The load rate was 10 mm/min until the two points of the hydraulic arm reached the centre of the 
sample surface. Figure 4b shows the hydraulic actuator before it has reached the sample. F 
represents the force exerted by the hydraulic arm. In a 4PBT bone samples act as beams, the upper 
part of the bone being in compression and the lower part in tension. During the tests, the 
force-displacement graphs were obtained by collecting the numerical data obtained from the 
machine. These graphs enabled the determination of three mechanical properties: maximum force 
(Fmax), energy absorbed up to the maximum force (Ea) and rigidity which are represented in the 
typical force-displacement curve obtained during a 4PBT shown in Figure 5. 
 

a)    b)  
Figure 4. a) Four point bending test setup and b) Detail of bone sample about to be loaded for a 4PBT 

 
Figure 5. Typical force-displacement curve of a 4PBT 

 
2.3 Ultra-Micro Indentation Test (UMI) 
 
The second experiment undertaken on the samples was the UMI test, enabling the extraction of 
hardness [8-9] and elastic modulus parameters from the samples. The cut bone extremities were 

Rigidity 
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embedded in a two-component acrylic (see Figure 6a) to provide the samples with a support that 
can then be used to polish the surface using an automatic grinder (see Figure 6b). The grinder holds 
down the sample, using suction cups, onto rotating (150 rpm) polishing plates to smooth the surface. 
The machine uses water as a lubricant. The polishing process is gradual being the carbide papers of 
the following grain sizes: 500, 1200, 2400 and 4000. Finally, a velvet disc was used to provide a 
smooth finish to the samples before they were tested (see Figure 6c). 

a)  b)  c)  

Figure 6. a) Embedding bone extremities in resin. b) polishing machine. c) polished bones 
 
Once the samples were polished, they were stored in a saline solution at 5°C to avoid the exposed 
polished surface from deteriorating. Prior to test the samples were preheated to 37°C in a controlled 
saline solution bath to recreate in vivo conditions. The UMI tests were carried out using a Shimadzu 
DUH-211 with a pyramidal Berkovich indenter tip (see Figure 7a and 7b). The test consists of two 
main phases, loading up to 150 mN and then discharging. Each phase is followed by a holding 
period: 10 seconds for the loading and 5 seconds for the discharge. The loading and unloading rate 
was 2,6648 mN/sec. On each sample, both the trabecular and cortical tissues were analyzed. For 
each area 14 indentations were made in order to obtain the hardness and elastic modulus. The 
hardness calculated is defined as the ratio between the force applied by the indenter and the area left 
after the indentation (see Figure 7c). 
 

a)  b)  c) 

d1

d2
d3

 
Figure 7. UMI test description. a) Machine. b) indenter tip geometry. c) projected area 

 
A typical UMI graph is shown in Figure 8. The loading and discharge phases are clearly visible and 
hf, hr, hs, hc and hm all represent specific indentation depths that occur during the test. The dashed 
line, with a slope S, is used to calculate the indentation elastic modulus. It intersects the x-axis at 
the depth hr. Once the data was collected it was analyzed using variety of statistical tools. 
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Figure 8. Typical UMI graph of force against indentation depth 

 
3. Results and Discussion 
 
3.1 Four Point Bending Tests 
 
3.1.1 Maximum Force 
 
Figure 9 shows the Fmax values obtained. Above each sample group is the average, followed by the 
standard deviation and its line of proportional length. For ease of comparison, the maximum forces 
of both left and right femur have been included on the figure. 

 
 

Figure 9. Bar chart displaying maximum force values and variation for each treatment 
 

The relationship between the gap size and Fmax confirms the effectiveness of “B” treatment over 
“A” treatment. Using the gap sizes (measured on the x-rays) and the Fmax values above, the 
relationship between the gap size and Fmax can be plotted using power trend lines (Figure 10). 

F+S      OS+S    OS+A   OS+B 
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º 
Figure 10. Relationship between Fmax and gap size 

 
In Figures 9 and 10, the patterns are clear in terms of the effectiveness of the treatments. Above a 
certain gap size (Figure 10) the “B” treatment is more effective than the “A” treatment; as for the 
same gap the samples require a higher Fmax. 
 
3.1.2 Energy Stored up to Maximum Force 
 
The energy absorbed up to the point of maximum force (Ea) can be seen in the bar chart of Figure 
11. Above each bar is the average energy absorbed and variation (standard deviation) represented 
numerically and by a line of proportional length.  

 

Figure 11. Energy absorbed up to maximum force 
3.1.3 Rigidity 
 
The rigidity of the samples obtained from the force-displacement curves are shown in the scatter 
point diagram of Figure 12. Both left and right femur data have been placed on the diagram to 
facilitate comparison. The average rigidity is indicated alongside the data points of each group. 

F+S 

OS+S 

OS+A 

OS+B 

F+S    OS+S   OS+A   OS+B 
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Figure 12. Scatter plot diagram of rigidity values for each sample 
 
The values obtained for rigidity vary substantially, although there does appear to be a trend. The 
pattern is more evident in the right femurs, where the effect is more acute due to the subtraction 
osteotomy. The rigidity of the normal fracture is considerably higher than that of the subtraction 
osteotomy for left and right femurs. These results are expected, as a normal fracture should be more 
rigid than a bone that has undergone a surgical procedure (subtraction osteotomy). 
 
3.2 Ultra-Micro Indentation Tests 
 
3.2.1 Cortical and Trabecular Hardness 
 
UMI tests were carried out to measure cortical and trabecular hardness. Both of the two types of 
tissue must be represented separately as they have different biological structure. To enable a clearer 
understanding Figure 13 shows the areas analyzed on the bones. There is a box plot diagram for 
each of the four groups, enabling a comparison of the data obtained for the same area of different 
samples. 
 

               
 

Figure 13. Diagram schematising the various areas used for hardness testing 
 
As an example Figure 14 presents the hardness of one area depicted in Figure 13. The boxes 
represent the interquartile ranges (25 and 75%), the horizontal line the median and the unfilled 
square the mean. The whiskers are outliers. Crosses indicate the minimum and maximum points. To 
compare the treatments to the control group a two-sample t-test was used. The null hypothesis of 
this test is that the means of the two groups compared are equal. Using a level of 0.05, if the p 
parameter is lower than 0.05, the two sample groups compared are significantly different. 

F+S  OS+S  OS+A   OS+B

Trabecular 

Cortical 
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Figure 14 - Cortical hardness for the lower extremities of left femurs. 

*p<0.01 for OS+S vs. F+S and OS+S vs. OS+B. **P~0.05 for OS+S vs. OS+A. 
 
3.2.2 Elastic Modulus 
 
The indentation elastic moduli of the left femurs are similar. Figure 15 shows the values of the right 
femurs and there is an obvious difference between the four groups. The cortical elastic modulus of 
the control group (OS+S) is lower than that of each of the treatments. In the operated bones the 
medical treatments increase the cortical elastic modulus to the values of a normal fracture. 

 

 
Figure 15 - Bar chart of indentation elastic modulus for right femurs 

 
4. Conclusions 
 

 Traditional techniques used to characterize the mechanical behavior of engineering materials 
can successfully be applied to biological materials. The methods used enable the comparison 
of the effects of the medical treatments on the mechanical properties of the material studied. 

F+S     OS+S     OS+A       OS+B 

F+S   OS+S OS+A    OS+B

C 

T 
C 

T 

C 

T 

C 

T 

C: Cortical 

T: Trabecular 
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 4PB tests results show that “B” treatment provides the highest results relating to callus 
resistance, toughness and rigidity. The relationship between the maximum force and the gap 
size for the right femurs also shows that B treatment is above that of the “A” treatment. 

 
Treatment Fmax (N) Ea (mJoule) Rigidity (N·mm-1) 

“A” (right femurs) 14 7 56 
“B” (right femurs) 76 18 94 

 
 UMI tests results show that cortical tissue is consistently harder than the trabecular bone. In 

both cases “B” treatment provides harder samples and is thus more effective.  
 

Treatment Cortical Hardness (GPa) Trabecular Hardness (GPa) 
“A” (right femurs) 0,61 ± 0,08 0,54 ± 0,05 
“B” (right femurs) 0,67 ± 0,1 0,57 ± 0,06 

 
“A” and “B” treatments provide, especially in the right operated femurs, an elastic modulus 
equal to that of a normal fracture. 
 

 Examining the bone fracture healing of rat femurs in a pseudoarthrosis model, “B” treatment 
provides pathological bones with more suitable biomechanical properties than “A” treatment. 
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Abstract The aim of the present research is to determine the influence of the calcification of human mitral 

valves on the mechanical properties of their marginal chordae tendineae. The study was performed on 

marginal chords obtained from thirteen human mitral valves, explanted at surgery, including six non-calcified, 

four moderately calcified and three strongly calcified valves. The mechanical response of the chords from the 

non-calcified and moderately calcified valves was determined by means of quasi-static tensile tests (the poor 

condition of the strongly calcified valves prevented them from being mechanically characterised). The 

material parameters that were obtained and analysed (the Young’s modulus, the secant modulus, the 

proportional limit stress, the ultimate strength, the strain at fracture and the density of energy stored up to 

maximum load) revealed noticeable differences in mechanical behaviour between the two groups of mitral 

chordae tendineae. Large scatter was obtained in all cases, nevertheless, considering the mean values, it was 

observed that the normal chords are between three and seven times stiffer or more resistant than the 

moderately calcified ones. On the contrary, the results obtained for the strain at fracture showed a rather 

different picture as, in this case, no significant differences were observed between the two families of chords. 

A scanning electron microscopy study was conducted in order to find out the relevant features of the calcium 

deposits present in the calcified chordae tendineae. In addition, the general aspects appreciated in the stress 

vs. strain curves were correlated with the collagen morphological evidences determined microscopically. 

Finally, the calcium content present in the three groups of chords was quantitatively determined through 

atomic absorption spectroscopy; then, the relation between the mechanical properties of normal and 

moderately calcified chords as a function of its calcium content was obtained. This analysis confirmed the 

existence of a strong correlation between calcium content and stiffness or resistance whereas the influence on 

the ductility seems to be negligible. 

 

Keywords mitral chordae tendineae, tensile test, calcium content, atomic absorption spectroscopy 

 

 

1. Introduction and scope of the research 
 

1.1. The mitral valve and the mitral chordae tendineae 

 

The mitral valve (MV) is composed of four elements (see Fig. 1 (a)): the valve annulus, the valve 

leaflets (anterior and posterior), the mitral chordae tendineae (MCT) and the papillary muscles [23, 

31, 13]. The MCT link the free edges and the ventricular surface of both leaflets of the MV to the 

papillary muscles, thus preventing the backflow of the blood into the left atrium during ventricular 

contraction. Several equivalent classifications for the MCT are proposed in the literature [13, 29, 12, 

26, 27, 3, 20, 31, 24]. In general, the MCTs are classified according to their insertion sites on the 

mitral leaflets. In this sense, the anterior leaflet includes: (i) marginal chordae and (ii) strut chordae. 

The posterior leaflet has: (i) marginal chordae; (ii) basal chordae and (iii) commissural chordae. In 

Fig. 1 (b), a typical layout of MCT is shown [24, 17, 16, 13, 22, 24]. 
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Fig. 1. Schematic drawing of the MV showing the valve leaflets, the papillary muscles and the MCT, (a), and 

schematic drawing of a MV as a continuous piece of tissue, (b). 

 

1.2. Mitral valve calcification 

 
Mitral regurgitation (MR) is the reflux of blood from the left ventricle into the left atrium during 

cardiac systole [4]. Carpentier et al. introduced a pathophysiologic classification of MR [2] based 

on the mitral leaflet motion. MR with normal motion is type I, with increased motion is type II and 

with restricted motion is type III. Heart valves are frequent locations of extensive calcium deposits, 

in particular because of rheumatic disease [19, 18, 6, 25]. 

 

1.3. Scope of the research 

 

In this experimental study, the biomechanical properties of normal and calcified human MCT were 

determined. The objectives of the study are threefold: (i) to characterise (by means of quasi-static 

tensile tests) the mechanical behaviour of normal and calcified MCT; (ii) to quantitatively 

determine (through atomic absorption spectroscopy, AAS) the amount of calcium present in MCT, 

correlating this content with their mechanical response; (iii) to describe (through scanning electron 

microscopy, SEM) the relevant features associated to the fracture process and to the calcium 

deposits in the MCT. In the past, several studies [12, 21, 8, 16, 14, 15, 28, 10] were carried out in 

order to characterise the mechanical response of MCT. Nevertheless, to the knowledge of the 

authors, no experimental data on calcified human MCT are currently available, the present work 

being, therefore, the first attempt to obtain this information. 

 

1.4. Material and methods 

 

After receiving the approval of the Ethics Committee of the Marqués de Valdecilla University 

Hospital (Santander, Spain), the surgeons participating in the research provided a set of 13 human 

MVs. They classified the available MVs into three different groups: (i) 6 were obtained from 

patients (4 men and 2 women, aged between 36 and 63) who required heart transplant and whose 

MVs were not affected by any disease. The functional marginal MCT excised from these MVs 

constitute the control group of this study; (ii) 4 moderately calcified MVs and, (iii) 3 strongly 

calcified MVs, were obtained from patients who required valve replacement (1 man and 3 women, 

aged between 48 and 74 for the moderately calcified; 2 men and 1 women, aged between 54 and 79 

for the strongly calcified Mvs). The overall appearance of the three kinds of mitral valves is shown 

in Fig. 2. The MVs provided by the surgeons were taken from the operating room to the mechanical 

laboratory in a portable refrigerator. The protocol proposed by Prot [22] was followed to preserve 

the integrity of the biological material. 
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Fig. 2. General aspect of the three kinds of MVs studied in this research: (a) a healthy MV, (b) a moderately 

calcified MV, (c) a strongly calcified MV 

 

2. Experimental techniques 
 

The MCT were excised from the MVs preserving part of the leaflets and the papillary muscle in 

order to facilitate the adhesion of the specimen to the set up designed to perform the tests. To avoid 

the slipping of the tissue from the clamps, and adequate set up was designed and fabricated. In all 

cases, calibrated photographs of the specimens were taken to determine the average cross-sectional 

area (A0) and the initial gauge length (L0) of the specimen [13]. The tensile tests were performed 

under displacement control conditions, applying a constant rate of 1 mm/min following the 

procedure described by Ritchie [24, 7]. The stress – strain curve of each test was obtained and the 

relevant mechanical parameters of the material were determined: the Young’s modulus (E), the 

secant modulus (Es), the proportional limit stress (σP), the ultimate strength (σR), the strain at 

fracture (εR) and the density of energy (energy per unit volume of the specimen) stored up to 

maximum load (Ea). To detect the calcium deposits in the MCT, some specimens were observed by 

means of SEM with a JEOL JSM 5800 scanning electron microscope. AAS technique was used to 

determine the concentration of calcium in some selected samples [9]. 

 

3. Experimental results 
 

3.1. Tensile tests 

 

The force vs. elongation curve represented in Fig. 3 (a) corresponds to a tensile test performed on 

one of the functional MCT analysed. The figure includes a text box with the geometric dimensions 

of the chord as well as some relevant points (A, B, C and D, represented as solid points). The stress 

vs. strain curve (engineering variables) is represented in Fig. 3 (b), where the most representative 

mechanical parameters are included (E, Es, σP, σR, εR and Ea). This example allows the general 

features of the mechanical response of the MCT to be appreciated:  

 

 
Fig. 3. Typical curve of mechanical behaviour of one of the MCT, showing the relevant features: (a) force vs. 

elongation; (b) stress vs. strain (engineering variables) 
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As stated above, one of the main aims of this research consists of comparing the mechanical 

response of normal and moderately calcified MCT. For this purpose, in Fig. 4, the average 

stress-strain curves of both families are shown, including the standard deviations. Moreover, each of 

the datasets was represented, see Fig. 5, using a box plot. 

 

 
Fig. 4. Average stress-strain curve for the normal, (a), and moderately calcified, (b), chordae, including the 

standard deviations 

 
Fig. 5. Box plots representing the mechanical parameters analysed for normal and moderately calcified MCT: 

(a) Young´s modulus; (b) secant modulus; (c) proportional limit stress; (d) tensile strength; (e) strain at 

fracture; (f) density of energy up to maximum load 
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3.2. SEM and EDS analysis 

 

In Fig. 6, a comparison between a normal chord (a), a moderately calcified one (b) -both previously 

tested up to fracture- and one MCT obtained from one of the strongly calcified MVs available for 

the research (c), are shown.  

 

 
Fig. 6. Comparison through SEM between: (a) a normal, (b) a moderately calcified and (c) a strongly 

calcified MCT. (d) General perspective of some surface calcium deposits; (e) detail of a deposit deeply 

rooted in the chord. 

 

3.3. Determination of the calcium content present in the chordae through atomic absorption 

spectroscopy 

 

The calcium content of several MCT was determined through AAS. Specifically, the material 

analysed consisted of: (i) 15 MCT obtained from the 6 normal MVs, (ii) 8 MCT obtained from the 4 

moderately calcified MVs and, (iii) 6 MCT obtained from the 3 strongly calcified MVs. The normal 

and moderately calcified chords were among those previously subjected to tensile tests (the two 

halves of each specimen were jointly analysed). The calcium content measured (expressed in terms 

of mg Ca / mg dry tissue) is represented in Fig. 7 (notice that a logarithm scale was used).  



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-6- 

 

 

Fig. 7. Values of the calcium content measured through AAS in functional, moderately calcified and strongly 

calcified MCT 

 

4. Discussion 

 
4.1. Tensile tests 

 

After carefully analysing the tensile curves, the following systematic characteristics were identified: 

i) The curves show a pronounced nonlinear behaviour in their initial region. For reduced loads, the 

collagen fibres are in relaxed conditions and appear wavy and crimped (Section 4.2 includes some 

additional microscopic information) [5, 22, 24]. ii) Next, a region of linear behaviour develops from 

point A to point B. The points included in this interval were used to obtain E, see Fig. 3 (b). From a 

microstructural point of view, the crimp patterns disappear and the collagen fibres are progressively 

straightened and aligned by the applied force. iii) From point B, the curve starts to bend until point 

C, where a sudden fracture takes place. The coordinates of point C correspond to εR and σR. iv) In 

general, irregularities consisting of partial unloads were observed in the experimental curves (see 

the arrows in Fig. 3 (a)).  

 

Taking into consideration the information gathered in Fig. 5, the following aspects can be drawn: i) 

A great difference between functional and moderately calcified MCT is appreciated when the 

mechanical parameters related with the stiffness (E, Es) or the resistance (σP, σR or Ea) are 

considered. Indeed, observing the mean values of these parameters reveals that, on average, the 

normal MCT are between three and seven times stiffer or more resistant than the moderately 

calcified chords. ii) Although there is not enough information available to conduct a statistical 

analysis of the distribution of minimum values, the results clearly suggest that these are noticeably 

lower for the moderately calcified chords than for the functional ones, whenever the stiffness or 

resistant parameters (E, Es, σP, σR or Ea) are being considered. iii) The results obtained for the strain 

at fracture, εR show a rather different picture: in this case, see Fig. 5 (e), no significant differences 

can be seen between normal and moderately calcified MCT. 

 

4.2. SEM and EDS analysis 

 

In Section 4.1, the relevant aspects of a typical stress vs. strain curve were described and explained 

because of the microstructural changes that take place as a MCT is stretched. In order to confirm the 

validity of the above mentioned explanations, several previously tested MCT were fixed in 3% 

glutaraldehyde, carefully opened in longitudinal direction with the help of a scalpel, and examined 

by SEM. In Fig. 8, a comparison between the arrangements of collagen fibres in a non-previously 

tested MCT (Fig. 8 (a)), and a MCT tested up to fracture (Fig. 8 (b)) is shown. In addition, several 

interrupted tests were conducted to examine the validity of the explanation of the sudden unloads 
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detected in the experimental curves. These tests consist of stretching some chords until the first 

unload occurs (therefore, before the final fracture); immediately after that, the test is stopped and 

the chord is longitudinally opened to be examined in the SEM. 

 

4.3. Determination of the calcium content present in the chordae through atomic absorption 

spectroscopy 

 

In Fig. 9, the relation between the mechanical properties of normal and moderately calcified MCT 

as a function of calcium content is represented (notice that a logarithm scale was used in all cases). 

The data included in each of the graphs were fitted through a potential law function (a linear fitting 

on a log-log scale) to show the trends of the different families of data. The equation of the fitting 

and the R-squared value are shown on a chart box. This set of figures serves to confirm some of the 

aspects reported previously in Section 1; thus, the influence of the calcium content is clear for the 

mechanical parameters E, Es, σP, σR and Ea. In contrast, the effect of the amount of calcium on the 

strain at fracture, εR, seems to be negligible. 

 

 
Fig. 8. SEM micrographs comparing the collagenous core of a non previously tested MCT, (a), with another 

chord tested up to fracture, (b). Picture (c) shows some micro-fractures detected in the collagen fibres of 

MCT previously subjected to interrupted tensile tests whereas in (d), the retraction of some broken fibres is 

appreciated (see the arrows). Micrograph (e) allows the detailed appearance of the fracture region of a MCT 

to be appreciated; the outer spongy layer of the chord is retracted (arrows) due to its higher elasticity. 
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Fig. 9. Graphs representing the influence of the calcium content on the mechanical parameters analysed for 

normal and moderately calcified MCT: (a) Young´s modulus; (b) secant modulus, (c) proportional limit stress; 

(d) tensile strength; (e) strain at fracture; (f) density of energy up to maximum load. 

 

5. Conclusions 
 

In general, although large scatter was systematically obtained, a great difference can be observed 

between functional and moderately calcified MCT when the mechanical parameters related with the 

stiffness (Young’s modulus, secant modulus) or the resistance (proportional limit stress, ultimate 

strength and density of energy stored up to maximum load) are considered. In contrast, no 

significant differences can be seen between normal and moderately calcified MCT when comparing 

the strain at fracture. The amount of calcium present in normal, moderately and strongly calcified 

chords was measured through AAS; noticeable differences in calcium content were detected 

between them, although large scatter was present in the results. This analysis allowed the 

correlation between the measured mechanical properties and the level of calcification of normal and 

moderately calcified chords to be established. Finally, the relevant features associated with the 

fracture process and the calcium deposits in the MCT were examined with the SEM. In this sense, 

the calcium deposits (presumably in the form of hydroxyapatite) present in the moderately and 

strongly calcified chords were observed; in this latter case, some deposits of deeply rooted 

substances were appreciated. Moreover, several previously tested MCT together with some chords 

subjected to interrupted tensile tests were opened and examined in the SEM. As a result, some 

explanatory mechanisms were proposed in order to justify the typical aspects observed in the stress 

vs. strain curves. 
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Abstract  In forensics, a challenge arises from relating observed evidence to the actual events. Specifically, 
in cranial wounds resulting from a gunshot, the study of backspatter patterns (material propagated opposite 
to the direction of the projectile) can provide information about the cause by linking material to the firearm, 
shooter or surrounding objects. Firstly, this study investigates the physics during backspatter from a high 
speed projectile impact by evaluating two skull simulant materials. Secondly, we evaluate the suitability of a 
mesh-free method called Smoothed Particle Hydrodynamics (SPH) to model the fracturing and splashing 
mechanism during backspatter. 
The study has shown that projectile impact causes fragmentation of material at the impact site, whilst 
transferring momentum to fragmented particles. The particles travel along the path of least resistance, 
leading to partial material movement in the reverse direction of the projectile causing backspatter. The 
amount of backspatter depends on the strain limit of each material and how rapidly the bullet hole closes. 
The path of resistance is dependent on the constitutive properties of the materials. MDF was found to be a 
better simulant for a human skull than polycarbonate as demonstrated by the backspatter pattern. SPH was a 
suitable numerical method for modeling the high speed impact fracture, fragmentation during backspatter. 
The simulation predictions agreed well to the experimental data of medium density fiberboard (MDF).  
 
Keywords  Backspatter, cranial injury, skull simulant, impact, SPH. 
 
1. Introduction 
 
Wound ballistics is the study of phenomena that arises when a projectile strikes and penetrates a 
human or animal [1]. Due to variability in biological wounds from projectiles, computational 
predictions are increasingly playing a role in drawing conclusions. One important feature of wound 
ballistics is ‘backspatter’, a term used to describe any tissue ejected from a gunshot entrance in the 
opposite direction to the line of fire [2, 3]. However, while well documented, backspatter mechanics 
is not fully understood and involves multiple factors including transfer of kinetic energy, rapid 
expansion of gas, and high deformation of biological material. 

Following a firearm discharge, “high velocity” blood spatter [4] is created and often characterised 
by a finely spattered pattern [2]. The spatter pattern is usually circular when the projectile is at right 
angles to the surface and a narrow elongated pattern forms when the projectile is at narrower angles 
[5]. These larger elongated patterns may be analysed to determine the angle of impact and origin [5, 
6]. The distance travelled by backspatter is reported as highly variable in the literature. For example, 
close gunshots to the head of live calves produced backspatter between 0-50 cm with a maximum 
distance of 119 cm [6]. A case study of an atypical gunshot wound by Verhoff and Karger [7] 
involved a suicide where extensive backspatter was observed to travel up to 4.6 m. Physical 
experiments from shots to a bloodied sponge covered in a rigid material resulted in backspatter 
travelling 30-60 cm [2, 4]. 

The biological contents of backspatter include brain tissue, bone fragments, skin tissue, adipose 
tissues and blood. Factors affecting the pattern include muzzle to target distance, calibre of firearm 
[2] and anatomical location with most studies focused on the cranium. 
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The significance of backspatter lies in crime scene reconstruction [2]. Specifically, backspatter 
travels opposite to the line of fire and can therefore be deposited on the firearm, the shooter and 
surrounding objects. Hence, factors such as weapon type, range of shot [3], blood stain patterns on 
the hands of victims proving suicides [5], and homicide information may be derived [8]. 

A key series of experiments by German pathologist Bernd Karger stands out as the most 
comprehensive study of backspatter [3, 6, 9]. Nine live New Jersey calves (5-6 months old) destined 
for slaughter were shot in the right temple 10 cm horizontally below the right eye. Key findings 
included that backspatter results varied with each shot despite a controlled environment but the 
pattern was a consistent fine mist with every shot immediately after bullet impact. Synthetic models 
[2, 4] consisting of blood soaked sponges encased in outer coatings produced more reproducible 
baskspatter patterns, were inexpensive and avoided ethical issues. There are several case studies [7, 
8, 10, 11] that describe backspatter in non-fatal human shootings, suicides, and homicides. These 
results can provide a specific situation to validate computational models.  

The three main mechanisms that are thought to contribute to backspatter include; (i) subcutaneous 
gas effects; (ii) temporary cavitation related to intracranial pressure; and (iii) tail splashing. In 
general, a combination of all three factors may cause backspatter. Subcutaneous gas effects result 
from pressurized gases during the muzzle discharge [12]. During close range shots the pressurised 
muzzle gases enter the wound produced by the bullet and become trapped in the subcutaneous space 
between the skin and skull. This causes ‘starburst or stellate’ entrance wounds in what is known as a 
‘blow-out’ effect where the skin mushrooms and a pocket is created under the skin [2, 9]. The hot, 
pressurised gases expand within this pocket space and create a backwards streaming of gas escaping 
ou oft the entrance wound. The accelerating force from the escaping gas drives blood and soft tissue 
opposite to the direction of fire [2, 4, 9]. 

Temporary cavitation related intracranial pressure occurs as a bullet passes through a medium 
creating a temporary cavity in its wake, a feature of all missile wounds [13]. In the case of a bullet 
wound to the head, a large temporary cavity would be created because of the low retentive forces of 
brain tissue [13]. The brain is contained within the rigid skull, and therefore as a temporary cavity 
expands a high pressure is created within the cranium. The high pressure within the cranium and the 
subsequent collapse of the temporary cavity creates a force to drive tissue and blood back out the 
entrance wound [7, 9]. Karger proposed that anatomical structures similar to liquid filled cavities 
provide the best conditions for temporary cavitation [14]. Fackler [15] believed that the collapse of 
a temporary cavity is the only mechanism that creates backspatter. 

The phenomenon of ‘tail-splash’ is the backwards streaming of destroyed material or fluid along the 
lateral surface of a high velocity bullet as it penetrates a dense medium [9, 13, 14]. Karger [14] 
suggested that ‘tail-splash’ occurs when a bullet penetrates the brain and lateral streaming of brain 
matter and blood occurs towards the line of fire. This is most closely related to the mechanism 
evaluated in this study. 

There have been numerous computational studies of high velocity impacts related to ballistics, but 
little research has been conducted related to backspatter. Finite element analysis (FEA) of ballistic 
helmet impacts and the effect on the human cranium [16, 17] stresses within the head and brain 
were used to evaluate the performance of a helmet. FEA studies have simulated particle projectiles 
in the opposite direction to the line of fire [18-20], which would appear to be backspatter. These are 
projectile impacts to human bones, namely the parietal bone of the skull [18] and the mandible (jaw) 
bone [19, 20]. The use of FEA provided good results when compared to experimental data with the 
relatively simple material models used. Backspatter or its significance was not the focus of those 
studies. A further FEA study to recreate the wounding that occurred in an actual death [21] 
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suggested that computer prediction is a useful tool for testing the physics of human ballistic 
wounding. Many of these studies used LS-DYNA software as the FEA solver [16, 17, 19, 20, 22], 
and Smooth Particle Hydrodynamics (SPH) [22, 23] was also shown to be useful.  

Physical experiments can play crucial roles and are essential to understand the complex 
mechanisms, characterise the associated material behaviour during backspatter, and validate the 
computational models. For example, the constitutive relations of biological materials, specifically 
under high strain rates, are often not known, and need to be determined experimentally. In relation 
to backspatter, the scope and extent of experiments with animals or animal parts are limited because 
of ethical and practical reasons. Hence there is an urgent need to develop alternative (simulant) 
material that will enable conducting large number of experiments to understand backspatter and its 
relationship to the actual events. The key criterion of simulant material is their properties either 
individually or in combination need to be close to the biological material (skull, tissue, fluid, etc) 
relevant to backspatter, and thus they are expected to demonstrate similar events under backspatter 
conditions. This study focuses on understanding the mechanisms of backspatter and evaluates two 
simulant materials for human skulls to rate their usefulness as a synthetic material for forensic 
investigations. Secondly, we evaluate the suitability of a mesh-free method called Smoothed 
Particle Hydrodynamics (SPH) to model the splashing mechanism during backspatter using a 
medium density fiberboard (MDF) panel, which is compared to the identical experiment. 

2. Approach and Methodology 
 
Ballistic experiments were conducted at The Royal New Zealand Police College shooting range in 
the presence of trained firearms experts. The experimental setup is shown in Fig. 1. In the first 
experiment a series of 100 × 100 mm2 panels made of Medium density fiberboard (MDF) and 
Polycarbonate (PC) materials were tested. MDF is made up of wood fibers combined with a resin, 
and made into panels by applying high pressure and temperature. Polycarbonate was also chosen as 
the material as it is not brittle and thus would not shatter as a result of projectile impact. 

 
Figure 1. Experimental setup: the physical model was placed on a Kevlar vest with halogen lighting and 

recorder using a high speed camera. 

The assembled physical models were attached to a Kevlar bullet proof vest on a dense foam testing 
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dummy. The vest and testing dummy was taped to a large flat board to support it and keep the 
midriff area of the dummy perpendicular to the ground. A table was placed in front of the dummy 
and the centre of the models taped to the vest 25 cm above the table surface. A 9 mm calibre 
handgun was used in the experiment with Magtech 9 mm luger centerfire full metal jacket 
ammunition. The models were shot from a distance of 1 m and fired from a position perpendicular 
to the model surface. The experiment was filmed with a SA1 high-speed digital video camera with a 
55 mm lens and capture rate of 16000 fps. The lighting was achieved with three 1000 W quartz 
halogen lamps. A large white plastic board was held by clamps behind the model. This board acted 
as a light reflector to increase the brightness and track the backspatter from the models. Large white 
sheets of blotch paper were attached for each experiment to the table in front of the models, the 
plastic board reflector, and the ground immediately around the setup. This was so the spattered 
particles could be observed and recorded. 

3. Computational Simulation 
 
Conventional FEA is not suitable for high impact fracture simulations due to a number of factors 
including capturing the natural crack initiation and propagation, separation of failed elements, 
maintaining the integrity of elements in highly non-linear deformations, and capturing highly 
fragmented filamentary crack paths [24]. Consequently, Smooth Particle Hydrodynamics (SPH) was 
adopted as a suitable method due its mesh free nature. SPH solves a system of partial differential 
equations with the domain discretised into a series of particles that represent specific material 
volumes. SPH modelling has been successfully applied to fluid flow problems in the past. More 
recently there has been a growing interest in modelling solid deformation problems with SPH 
[24-29]. SPH is ideally suited to modelling the backspatter from a projectile impact due to its 
proven ability in modelling fractured discrete structures and damage evolution.  

 
Figure 2. Computational simulation configuration (dimensions in mm, not drawn to scale) 

Table 1. Material properties for MDF and polycarbonate used in the computational model 
Material Density Shear 

Modulus 
Yield 
Stress 

Bulk 
Modulus 

Failure 
Strain 

Reference 

MDF 750 kg/m3 1357 MPa 42 MPa 2778 MPa 0.5% [30, 31] 
Polycarbonate 1190 

kg/m3 
785 MPa 62 MPa 3010 MPa 100% [32] 
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The computational model was setup as shown in Fig. 2. A panel of dimension 100 × 100 mm2 was 
rigidly fixed at its edges and is impacted by a projectile at its centre. The projectile/bullet shape was 
simplified as a cylinder, 9 mm in diameter and 9.5 mm long with a semi-hemisphere of radius 4.5 
mm at the end. The initial velocity of the bullet was set to 310 m/s. The computational model was 
simulated for 6 ms after the bullet impact. Both the panel and projectile were discretised with a 
particle spacing of 1 mm. A particle convergence (equivalent to mesh convergence in FEA) analysis 
using the von Mises stress showed that the stress varied by less than 2% with a change in model 
resolution from 1.25 to 1 mm particle spacing, establishing the resolution of 1 mm was sufficiently 
accurate. Depending on the thickness, the SPH panel was made up of between 61,206 - 71,407 
particles and the projectile contained 1,246 particles. The projectile was modelled as solid copper 
with a Johnson Cook plasticity model [33]. MDF and polycarbonate were modelled using the 
material properties in Table 1. The model was solved using the LS-DYNA SPH solver. 

4. Results 
 
4.1 High speed impact tests 
 
High speed photographs of a representative example of MDF and PC tested are given in the 
following section. The behaviour of the simulant materials and the associated advantages and 
disadvantages in relation to simulating backspatter are summarised in Table 2. For each material, 
two samples were tested, denoted by MDF1 and MDF2 for the Medium density fiberboard samples, 
and PC1 and PC2 for the Polycarbonate samples. 

Fig. 3 shows the fracture pattern for MDF panels. Small particles (1-2 mm in size) were observed to 
travel in the direction opposite to the line of fire for both tests. Particles emerged in a radial cone 
shape with most debris travelling in the upwards direction (Fig. 3c-d). Smaller particles travelled 
away from the model, whilst larger particles and fragments remained in the region of impact (Fig. 
3c). The time for the initial splashing backspatter to occur after bullet impact was 0.28 ms. The 
backspatter continued to expel from the hole for 6.35 ms. The size of the entrance hole was 9.0 mm 
with no evidence of radial cracking from the impact site. Large fragments of MDF fractured off 
leaving damage areas of around 15 mm in diameter at the exit site. Observation of the blotch paper 
revealed a majority of spattered material was located between 0.5 - 1 m from the model setup. 

Two plain 4.5 mm polycarbonate panels as the skull simulant were also tested with PC1 highlighted 
in Fig. 4. The projectile induced a concave bend in the entire panel. A local radial wave travelled 
outwards to the edges of the panel 0.19 ms after impact in both cases. Following this the entire 
panel vibrated sending ripples through the panel. No backspatter was observed for PC panels. The 
entrance hole was much larger for polycarbonate compared to that observed for MDF. 

(a) 0 ms (b) 0.25 ms (c) 1 ms (d) 4 ms 
Figure 3. Fracture pattern and backspatter due to projectile impact on MDF (MDF1) 
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Table 2. Advantages and disadvantages of materials as simulants for human skulls 
Material Advantages Disadvantages 

MDF as a 
skull/bone 
simulant 
 

MDF behaves in a brittle manner 
similar to human bones. MDF 
produces material backspatter under a 
high velocity projectile impact. Bone 
is known to produce similar 
backspatter [3, 34]. 

There was no fracture of MDF other 
than in the area immediately around 
projectile impact. Fracture lines and 
cracks are often seen to radiate out 
from the impact site of a projectile as 
happens in a skull/bone [35]. 

Polycarbonate 
as a 
skull/bone 
simulant 

There are limited advantages of 
polycarbonate as a bone simulant. 

Polycarbonate did not produce any 
material backspatter on impact, and 
there was no material fracture in the 
form of cracking. The ductile nature of 
polycarbonate makes it a poor 
simulant for bone. 

 

 
(a) 0 ms (b) 0.25 ms (c) 1 ms (d) 4 ms 

Figure 4. Deformation behaviour during projectile impact on polycarbonate (PC1) 

4.2 Computational SPH model of MDF panels 
Next we developed a computational model to simulate backspatter using the SPH method. To 
evaluate the suitability of SPH as an efficient method to capture the impact fracture, fragmentation, 
post-impact particulate ejection, we simulated the impact of a projectile into a 6 mm MDF panel. 
Fig. 5 shows the evolution of von Mises stress (left column) and plastic strain (right column) of the 
plate at various times after the projectile impact. Particle colouring represents a range of 0-20 MPa 
for von Mises stress and 0-0.5 (failure strain) for plastic strain. 

On impact (Fig. 5a) high impact stresses are generated around the projectile tip leading to fracture 
at the impact point (shown by red particle dispersion). The stressed zone expand radially but are not 
large enough to produce failure (only 4-12 MPa), and no plastic deformation is noticed outside the 
fracture site (Fig. 5b). The stress waves reach the plate boundaries, reflect and then dampen. Some 
fragmented particles at impact have now moved away from the impact site in the opposite direction 
of the projectile motion leading to backspatter (Fig. 5c-d). The majority of particles clump and fall 
at the impact site. Failure is only predicted at the impact site. 

The SPH model prediction was then compared against the equivalent MDF experiment. Fig. 6 
compares the fracture pattern and particle movements against the SPH prediction. Backspatter 
predictions at 1 and 4 ms show particle movement over a similar distance to the experiment. This 
means that the velocity of the particles would also be similar. The pattern of spray is also similar 
representing a 3D cone pattern. The predicted entrance site is also similar to that of the experiment 
and no fracture is observed away from the impact site in both modelling and experiment. 
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(a) 0.009 ms 

  
(b) 0.035 ms 

  
(c) 0.3 ms 

  
(d) 1.0 ms 

 
Figure 5. SPH simulation of projectile impact on MDF, left: coloured by von Mises stress (0 - 20 MPa), and 

right: coloured by plastic strain (0 - 0.006) 
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(a) 0.25 ms 

 
(b) 1 ms (c) 4 ms 

  
(d) 0.25 ms (e) 1 ms (f) 4 ms 

Figure 6. Comparison of experimental (a-c, physical model MDF-1) and computational (d-f) results of 
projectile impact on MDF (d-f: coloured by plastic strain, red=0.5%) 

5. Discussion and Conclusions 
 
The study has shown that projectile impact causes fragmentation of material at the impact site, 
whilst transferring momentum to fragmented particles. The particles travel along the path of least 
resistance, leading to partial material movement in the opposite direction of the projectile motion, 
which is known as backspatter. The amount of backspatter depends on the strain limit of each 
material and the closure time of the initial projectile hole.  

SPH was shown to be an ideal numerical method for handling the high impact fragmenting nature 
of the materials, and the predictions compared well to the experimental data of medium density 
fiberboard (MDF). Results were also noted to be highly dependent on the constitutive laws. 
Specifically, the MDF impact fracture results suggest that energy from the projectile causes material 
at the impact site to fail in a brittle manner with fracture into small particles. Momentum is 
transferred from the projectile to the particles with the majority of fragments travelling in the 
original projectile direction. However, for a proportion of the fragments the entrance site acts as the 
path of least resistance causing material movement axially backwards. This is similar to the 
tail-splashing mechanism that is postulated as a mechanism of backspatter from a cranial gunshot [9, 
13, 14]. The other potential skull simulant, polycarbonate, has a high failure strain and good impact 
resistance, compared to a real skull, leading to a lack of backspatter and no significant material 
fracture. Bullet impact in human bones is known to leave a clear hole and shows radial facture [35] 
suggesting that polycarbonate is not a suitable simulant for human bone or skull. 

This is the first study to use SPH to study backspatter in ballistic impacts. The SPH model 
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simulated the backspatter particle speed, timing and spray pattern consistent with the same 
experiment. 

Finally from the materials we tested, MDF was found to be best suited to simulating skull/bone. 
MDF is a better simulant material for skull than polycarbonate under high velocity projectile impact. 
MDF displays similar brittle properties to bone and produced backspatter. Polycarbonate was very 
ductile with limited material fracture thus was not a good simulant for bone. 

Future work will focus on extending the model to multiple layers and ductile materials. This can be 
extended to include biological material with an anatomically based human or porcine model. Other 
mechanisms such as intracranial overpressure and the subcutaneous gas effect have also been 
theorised. A computational model could be further extended to simulate these mechanisms of 
backspatter. This would create a more complete model of what happens in reality. This research is 
thus an important step towards creating a tool to help forensic scientists accurately recreate crime 
scenes and provide evidence that leads to justice in serious crime investigations. 
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Abstract  Conditioned Self-Avoiding Walk (CSAW) was first developed as a tool to simulate protein 
folding  Based on CSAW algorithm, All-atom Conditioned Self-Avoiding Walk  (AA-CSAW)  was 
developed around 2007. The polypeptide chain is simulated as effectively rigid cranks -Ca-CO-NH- units 
lined by covalent bonds. Bond lengths and bond angles are set as fixed optimal values. All-atom amino acid 
sidechain is attached to very Ca atom. The structure of polypeptide is fully described by backbone dihedral 
angles φ, ψ and the sidechain dihedral angles χ. A trial structure is randomly generated by pivoting the 
polypeptide chain and sidechains. In the pivot algorithm, the backbone dihedral angles φ, ψ for each residue 
are chosen according to probability distributions in Ramachandran plot. The dihedral angle distributions are 
improved by 3-residue fragment set investigation. The effective energy of protein structure is constructed by 
considering hydrophobic effect, desolvation effect and hydrogen bonding interaction. An appropriate three 
dimensional structure is accepted with a probability according to Metropolis scheme. In order to evaluate the 
accepted structures in Monte Carlo simulations, the ratio of secondary structure content to radius of gyration 
is introduced. CASP09 target example shows that AA-CSAW is an efficient and promising ab initio method. 
 
Keywords  protein folding simulation, self-avoiding walk, coarse-grained, sidechain atom 
 
1. Introduction 
 
In physiological conditions, globular protein folds from randomly coiled polypeptide chain into a 
characteristic three-dimensional structure in water solution. Protein folding is a stochastic process 
and there are huge amount of protein molecules in organism. The observable macroscopic 
properties have microscopic interpretations based on collective molecule behaviors. Meanwhile, 
individual protein molecule undergoes a Brownian motion and it’s hard to describe the movements 
of each molecule. In addition, protein structure is at the edge of thermo-equilibrium. Delicate 
balance between entropy-enthalpy exist throughout the folding process. We believe that statistical 
thermodynamics is a prior way for protein folding problem. 
Polypeptide chains in solutions incessantly change shape and position by thermal agitation. This 
Brownian motion can be characterized in more quantitative fashion by the use of phenomenological 
models. One such model is summarized by the Langevin equation of motion[1, 2]. Monte Carlo (MC) 
simulation samples typical configurations from a Boltzmann distribution determined by potential 
energy and temperature of the system. Monte Carlo method solves the stochastic models without 
consideration of the analytical representations of the system. It is clear that the Monte Carlo model 
does not represent the dynamic behavior of the real system directly. According to the ergodicity 
theorem, “time average” will converge to the “configuration average” in a large system. Estimations 
from MC simulations often correspond very well with those from MD simulations. 
In All-tom CSAW method[3]., we first set up an initial unfolded structure. Then the structure is 
pivoted by randomly choosing backbone dihedral angles ψφ,  and sidechain torsion angle χ .  
This candidate structure is checked by self-avoiding walk criteria to make sure that there are no 
atom overlaps. The structure energy is calculated for the pivoted peptide chain. A Metropolis 
scheme is used to determine if the new structure should be accepted. If accepted, this pivoted 
structure is saved and used as the starting point for the next loop. Otherwise, the structure is 
restored to the one before pivot. Then a new pivot is carried out in the next loop. 
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2. “Crank” model of Amino acid 

Amino acids are molecules containing an amine group, a carboxylic acid group and a side chain that 
varies between different amino acids. The amine and carboxylic acid groups of amino acids react to 
form amide bonds. One amino acid molecule can react with another and become joined through an 
amide linkage. This polymerization of amino acids yields the newly formed peptide bond and a 
molecule of water. 
The protein is a linear polymer of the 20 different kinds of amino acid, which are linked by peptide 
bonds. All of the 20 amino acids have in common a central carbon atom (Cα) to which are attached 
a hydrogen atom, an amino group, and a carboxyl group (COOH). What distinguishes one amino 
acid from another is the side chain attached to the Cα. The main-chain atoms are a carbon atom Cα, 
an NH group bound to Cα, and a carbonyl group C’=O, where the carbon atom C’ is attached to Cα. 
The basic repeating unit along the main chain is thus (NH- Cα-C’=O), which is the residue of the 
common parts of amino acids after peptide bonds have been formed. 

 
Figure 1. Crank chain model of protein backbone structure 

 
The peptide bond tend to be planar and the rigid peptide dihedral angle (the bond between C’ and N) 
is always close to 180 degrees (Figure 1). Here C’ indicate the carbon atom bonded to Cα. Because 
of the double-bond unrotatable feature of peptide bond, the atoms Cα-C’=O-N are constrained in a 
rigid plane, called peptide plane. There are obvious repeating patterns  -Cα-C'=N-Cα in protein 
backbone. The interlink within these atoms form a crank-shaped rigid body. Thus, we introduce a 
‘crank’ unit –Cα-C1=N- in CSAW. Crank is a simplification of amino acid residues. The Cα atom is 
located at origin point.  

3. Add sidechain atoms to residue 

What distinguish protein from common polymers are the diversity of residue sidechains. There are 
20 natural amino acid residues in protein. They can be classified into several groups, such as 
hydrophobic, charged, polar and so on. Some works show that hydrophobic/hydrophilic residue 
types are enough to create secondary structures (such as alpha helix). However, the importance of 
other subtle properties of amino acid sidechains are still underestimated. The delicate sidechain 
differences may shed light to the folding of native structure. 
As for coarse-grained model, all atom sidechains are substantially important. The single sphere 
sidechain model is good. But sometimes spurious overlaps happen when anisotropic residue 
sidechains come close to each other. In single ball sidechain model, many important dense 
configurations will be ignored, which prevent protein structure from search correct folding path in 
conformation space. Protein folding simulations of real proteins make demand of an all-atom 
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sidechain CSAW method. We developed the all-atom self-avoiding walk method as a coarse-grained 
ab initio protein folding simulation method with atom details[3]. 
Since crank model can provide atom locations for backbone atoms, the central problem is how to 
determine the sidechain atom coordinates if the atom coordinates are known for a backbone 
structure in arbitrary orientation. Thanks for the knowledge of amino acid structure, we have the 
atom coordinates for sidechain in some special orientation. As a consequence, we can determine the 
sidechain atom coordinates by matching amino acid to the backbone of a crank. 
As the structure of 20 amino acids are well determined by experiment observation, we have the 
atom coordinates for any type of residues, including backbone obs

BBX  and sidechain obs
SCX . The only 

problem is that the observed amino acid structure are usually not in the same orientation as in crank 
model. If the backbone parts N-Cα-C-O of observed amino acid structure overlap with crank model, 
it is obvious that the crank sidechain atom will be determined by obs

SC
crank
SC XX = . 

4. Pivot algorithm 

The protein chain is simulated by a series of cranks connected at Cα atom. The chain conformation 
will change when the torsion angle φ and ψ are modified. In order to create a new conformation in 
AA-CSAW, we pivot the chain at certain randomly selected Cα atom by changing φ and ψ to 
specified values (Figure 2). The crank chain pivot procedure can be summarized as following steps. 
1.  Start with initial chain.  
2.  Choose a crank randomly as pivot point and change the torsion angles  
3.  Rotate end portion about pivot point. 
4.  Check atom overlaps. If no overlap, accept and update chain conformation. 
5.  If overlap, go to 2. 

 
Figure 2. Pivot polypeptide chain by changing torsion angles 

5. Non-covalent Interactions and structure energy 

In AA-CSAW, we consider the most important non-covalent interactions in water solution, such as 
hydrophobic effect, hydrogen bonding.   
Hydrophobic residues, such as Alanine, Valine and Phenylalanine, tend to congregate in an aqueous 
(i.e. water) environment. The absence of hydrogen bonding between water and non-polar groups 
constitutes an important source of the protein stability in aqueous solution, known as hydrophobic 
effect. With the help of such effect, a hydrophobic core is usually formed in globular protein. The 
assembly of hydrophobic residues is thus considered as the driving force of the collapse of peptide 
chain[4]. 
Hydrophobicity is usually expressed as the Gibbs energies of transfer from water into the reference 
state. When globular protein fold from denature to native structure, hydrophobic residues come 
together and free energy decrease. The transfer hydrophobic amino acid residues from cyclohexane 
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into water is energetically costly. Thus the burial of hydrophobic sidechains in the folding reaction 
is energetically favorable. 
In order to model this folding process, energy decrease caused by hydrophobic residue aggregation 
is simulated by residue contact degree. The hydrophobicity of amino acids are represented by h . 
When h  is positive, the residue is hydrophobic. Otherwise, it is hydrophilic. Table 1 shows the 
hydropobic properties of 20 amino acids.  If residue m  has multiple contact neighbors, the 
hydrophobic energy variation is the summation of residue hydrophobicities. 

Table 1. Hydrophobicity of 20 amino acids 
Amino acid 3-letter codes 1-letter 

codes 
Hydropho
bicity 

Amino 
acid 

3-letter 
codes 

1-letter 
codes 

Hydropho
bicity 

Alanine  Ala A 0.05 Leucine        Leu L  0.15 
Arginine  Arg R  -0.42 Lysine         Lys K  -0.21 
Asparagine Asn N  -0.28 Methionine     Met M  0.04 
Aspartic Acid  Asp  D  -0.35 Phenylalanine  Phe F  0.06 
Cysteine       Cys C  0.01 Proline        Pro P   
Glutamic Acid  Glu E  -0.25 Serine         Ser S  -0.21 
Glutamine     Gln Q  -0.21 Threonine      Thr T  -0.15 
Glycine       Gly G  0.00 Tryptophan     Trp W  0.03 
Histidine      His H  -0.17 Tyrosine       Tyr Y  -0.03 
Isoleucine     Ile I  0.15 Valine  Val V  0.13 

Hydrophilicity at 25℃ is relative to glycine, and is based on the partitioning of a sidechain analogue between the two states [5-8]. 

 
Hydrogen bond (H-bond) contains both positive (H-donor) and negative (H-acceptor) partial 
charges. It represents a combination of covalent and electrostatic interactions, but the main 
component is the electrostatic attraction between hydrogen donor and acceptor. Hydrogen bonding 
interactions between backbone O atom and N-H atoms has different stabilities in different situations. 
The Gibbs energy contributions per hydrogen bond in the interior of proteins are estimated to be 
10-60 kJ/mol[5, 9, 10]. While the hydrogen bond interaction in protein structure is much weaker at the 
surface, where the relative permittivity of water is close to 80. 

6. Example of CASP09 target simulation 

Here we show the CASP09 target T619 (3NRW) as an folding simulation example. T619 has 111 
amino acids and is composed of five helices (Figure 3(A)). The initial structure is unfolded long 
chain. The final predicted 3-D structure by CSAW is shown in Figure 3(B). 
In addition to the final structure, we calculate many other important parameters for the whole 
folding process. The hydrophobic energy and hydrogen bond energy are shown in Figure 3(A). 
Although the electrostatic energy is not involved in current AA-CSAW as a driving force, we do 
calculate it for charged residues through Coulomb’s law. 
The interesting features of energy curves are (1) Hydrophobic (hp) energy decreases fast within first 
300 steps. Then hp curve fluctuates around a stable value. This indicates a fast structure collapse in 
the very early folding stage. Afterwards the hydrophobic residue clusters do not grow greatly. (2) 
Hydrogen bond (hb) energy curve descends continuously during the whole folding process. The 
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decrease trend implies a sustained hydrogen bond formation (see Figure 3(B)), which is an indicator 
of increasing secondary structure. (3) The cross of hp and hb energy curves show that hydrophobic 
effect dominate the early folding stage and the hydrogen bonding interaction controls the following 
stage after a transition state around step 3500. 

 
Figure 2. Native and predicted structure of target T619 

 
Figure 3. Simulation results for 10001 steps of target T619. (A) Hydrophobic (hp) energy, hydrogen bond (hb) 

energy, electrostatic (ele) energy and total energy. (B) Number of hydrogen bond. (C) Predicted structure 
radius of gyration and RMSD. (D)Structure evaluation parameter 

The radius of gyration (Rg) and RMSD curves show obvious stages during the folding process. (1) 
Before update step 300, there is a fast collapse of Rg. This is a reasonable result from fast 
mainchain collapse driven by hydrophobic effect. In this stage, protein backbone can pivot freely 
because of relatively less residue repulsive forces. As residues packing to each other, the 
hydrophobic cores are formed and there are many hydrogen bonds appear. Hydrophobic energy and 
hydrogen bonding energy have a sharp decrease during the first 300 steps, so as the number of 
hydrogen bonds in this fast collapse stage (Figure 3(B)). Considering definition of CSAW energy, 
protein backbone collapse fast to a globular structure containing may hydrophobic cores. This 
globular shaped structure becomes more stable with the help of hydrogen bonds. (2) From update 
step 300 to 2000, there is a slow packing process. Protein structure Rg decrease slowly from 30 Å to 
20 Å. The decrease of hydrophobic and hydrogen bonding energy also slows down. This means that 
it become difficult for protein to find a ‘comfortable’ structure with lower energy. 
As the hydrophobic residue cluster grow to a certain size, the increase of hydrophobic effect will 
slow down. This is caused by the dewetting effect near large hydrophobic cluster surface. On the 
contrary, hydrogen bonding interaction keep increasing as more H-bond appear. Hydrogen bond 
energy take the place of hydrophobic energy. Since hydrophobic effect cannot hold the globular 
structure as tight as before, protein has more chance to expand in volume and accommodate more 
hydrogen bonds. Consequently, the radius of gyrations show large fluctuation after step 2000. 
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Large Rg fluctuation makes protein structure much more flexible, which provides a better way to 
search native structure in conformation space. Figure 3(D) shows that the structure become better 
and better after the turning point around step 2000. Whenever the control of hydrophobic effect 
relaxes, the structure optimization speeds up. Thus, a modifiable hydrophobic effect, which is the 
true physical picture in protein folding, is much reasonable than a constant one. 

7. Conclusions 

The newly developed AA-CSAW method integrates both coarse-grained crank backbone model and 
rotatable sidechain atoms to improve protein structure prediction. The deep physical understandings 
of noncovalent interactions lead to incorporation of solvent effect in hydrophobic and hydrogen 
bond energy calculation. To our best knowledge, this is the first time to propose such improved 
algorithm in coarse-grained ab initio method. The cluster-size dependent hydrophobic effect makes 
the structure much more flexible. Thus, the hydrophobic and hydrogen bonding interactions are 
well balanced as two stages in folding process. CASP09 target example shows that the AA-CSAW 
method is now ready to simulate some real and large structures. 
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Abstract   

The electronic control technology for mobility and domotics control (home automation systems) can be a 
great help to people with spinal injuries who have major limitations in the mobility and in the use of devices 
for normal life activity. The design of different type of technologies to provide to the patient aids is able to 
increase his quality of life. 

A spinal cord injury (SCI) is typically defined as damage or trauma to the spinal cord that in turn results in a 
loss or impaired function resulting in reduced mobility or feeling. 

Typical common causes of damage to the spinal cord are trauma or disease. The resulting damage to the 
spinal cord is known as a lesion, and the paralysis is known as quadriplegia or quadraplegia / tetraplegia if 
the injury is in the cervical (neck) region, or as paraplegia if the injury is in the thoracic, lumbar or sacral 
region. 

Equipment manufacturers say that designing applications for users with disabilities is not cost-effective. 
Most of these systems are designed for users who are not disabled; therefore, systems that address disabled 
users need special interfaces in order to be accessible. 

In this paper we present a method for developing an electric and mechanical prototype for quadriplegic 
people provided that they can perform specific grade of mobility. Using an infrared technique, computer 
vision technology and mechanical design, users can perform some activities for improve his quality of live 
and give some grade of independence. 

Keywords Electric chair, quadriplegic, spinal injure  
 
1. Introduction 

1.1 Complete and Incomplete Spinal Cord Injury 

There are typically two types of lesions associated with a spinal cord injury, these are known as a 
complete spinal cord injury and an incomplete spinal cord injury. Both of this level can be partial 
solve whit the design proposed in this research.  
 
A complete type of injury means the person is completely paralyzed below their lesion; this type of 
injury is most concerned with the research. There are no possibility or therapy and it is necessary a 
technological solution for the patient mobility.  
 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-2- 
 

Whereas an incomplete injury, means only part of the spinal cord is damaged. A person with an 
incomplete injury may have sensation below their lesion but no movement, or vice versa. There are 
many types in incomplete spinal cord injuries, and no two are the same. 
 
Incomplete spinal cord injury can be solving whit the technology used for people with complete 
paralyses with some simple modifications. 

 
 

Figure 1.  Spinal Cord Injury level 
 
Quadriplegia is caused by damage to the cervical spinal cord segments at levels C1-D8. Damage to 
the spinal cord is usually secondary to an injury to the spinal vertebrae in the cervical section of the 
spinal column. The injury to the structure of the spinal cord is known as a lesion and may result in 
the loss of partial or total function in all four limbs, meaning the arms and the legs. Because the 
damage produces loss of control in four limbs, the research proposes the use of the jam and head 
movements to control the mobility and domotic operation (figure 1.) 

Typical causes of quadriplegia from damage to the spinal cord are trauma (such as car crash, fall or 
sports injury), disease (such as transverse myelitis or polio) or congenital disorders, such as 
muscular dystrophy. It is possible to injure the spinal cord without fracturing the spine, such as 
when a ruptured disc or bony spur on the vertebra protrudes into the spinal column. 

1.2  Symptoms of Quadriplegia  

Upon visual inspection of a quadriplegic patient, the first symptom of quadriplegia is impairment to 
the arms and legs.  

Quadriplegia is defined in different ways depending on the level of injury to the spinal cord. C1–C4 
usually affects arm sensation and movement more so than a C5–C7 injury; however, all 
quadriplegics have or have had some kind of finger dysfunction. That kind of injure do not permit 
the control with the limb, but with the only move part like head and jam.  
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A person with damage to the spinal cord at the cervical spinal cord segment C1 (the highest cervical 
vertebra, at the base of the skull) will probably lose function from the neck down and require 
permanent assist. In order to provide some degrade of freedom, the design of control technology 
and special interface are the goal of the research 

A person with a C8 spinal cord injury may lose function from the chest down, but still retain use of 
the arms and much of the hands. In this case the design of technology could be less efficient and 
with different interface.   

The degree of the injury to the cellular structures of the spinal cord is very important. A complete 
severing of the spinal cord will result in complete loss of function from that spinal segment down. A 
partial severing or even bruising or swelling of the spinal cord results in varying degrees of mixed 
function and paralysis.  

The prototype proposed is thinking in the high level of quadriplegia. The other type of injure can be 
solve whit very simple modifications.   

1.3 ASIA impairment scale 

Spinal cord injuries are classified by the American Spinal Injury Association (ASIA) classification. 
The ASIA scale grades patients based on their functional impairment as a result of the injury, 
grading a patient from A to D  

A Complete No motor or sensory function is preserved in the sacral segments S4–S5. 

B Incomplete 
Sensory but not motor function is preserved below the neurological level and 
includes the sacral segments S4–S5. 

C Incomplete 
Incomplete: motor function is preserved below the neurological level, and more 
than half of key muscles below the neurological level have a muscle grade less 
than 3. 

D Incomplete 
Incomplete: motor function is preserved below the neurological level, and at least 
half of key muscles below the neurological level have a muscle grade of 3 or more.

E Normal  

1.4  Spinal Shock Overview 

Spinal shock following a spinal cord injury is a specific term that relates to the loss of all 
neurological activity below the level of injury. This loss of neurological activity includes loss of 
motor, sensory, reflex and autonomic function.[7-8].  

1.5  Spinal Cord Injury Levels 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-4- 
 

Spinal cord injury levels are used to explain the different severities of paralysis, following an injury 
to the spinal cord. Generally, the higher the level of injury to the spinal cord, the greater the degree 
of paralysis will result.  

1.6 Functionality of C1, C2, C3 Quadriplegic 

1.6.1 Mobility & Movement 

Limited head and neck movements can be done depending on muscle strength. The research 
prototype include an oral mouse to solve this problem  

1.6.2 Complete paralysis of arms, body and legs. 

Sympathetic nervous system will be compromised possibility of Autonomic Dysreflexia. Electric 
wheelchair may possibly be controlled by either neck an oral movement controller; this will vary 
depending on dexterity. Complete assistance required during mealtimes.  

1.6.3 Personal Care 

Complete personal assistance is required. The person will need assistance with washing, dressing, 
and assistance with bowel and bladder management. The prototype can free a personal care for 
mobility and house interface control. 

1.6.4 Domestic Care 

Complete domestic care is required, such as household cleaning, washing of clothes and kitchen 
duties, preparation of meals and general household duties. Again, the prototype can free a personal 
care for mobility and house interface control. 

1.6.5 Communication 

A computer may be operated using head movement recognition, mouth stick recognition. Telephone 
can be used using oral mouse recognition and headset. 

1.6.6 Environmental Control 

The system designed permitting remote control of electronic devices in the immediate surroundings. 
A person can independently turn lights, radio, and television on and off, answer or initiate phone 
calls, and unlock a door. Essentially any aspect of the environment can be controlled depending 
upon the system's complexity.  

A hardware and software system, allowing the user programmed or spontaneous control over 
remote, electrically operated appliances.  

The prototype is special technology equipment providing disabled access of the physical 
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environment like automatic door openers, environmental control units and modular unit for electric 
wheel chair control and control units for other assistive technologies [9]. 

2. Designing of technology and interfaces for quadriplegic people  

Paralysis is broadly characterized by the loss of muscle control, power and movement to one or 
more parts of the body. Quadriplegic is a person with damage to the spinal cord at a high level, 
resulting in sensory and motor function impairment in all four limbs and the trunk. It is caused by 
damage to the brain or the spinal cord at a high level C1 - C8 - in particular, spinal cord injuries 
secondary to an injury to the cervical spine. The persons develop a dependency that limits his 
possibilities and his quality of life. Independence in his daily activities improves notably his 
autoesteem and liberates his family of an additional responsibility. 
 
Using the knowledge and experience on rehabilitation technology, the research group began 
thinking of developing new products for people with quadriplegia due to spinal cord injury or other 
causes. The basic needs are the locomotion, activation of devices as light, television, doors remote 
control or communications. The present project intends to identify the basic needs of quadriplegic 
people and the possible solutions using technology of infrared tracking and new design of oral 
mouse. Diagrams of the Different path result of the jam movements, used for oral mouse design. 
(Figure 2-5) 
 

 
 

Figure 2. Fontal and lateral movements 
 

 
 

Figure 3.  Upper path 
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Figure 4.  Lowewr path 
 

 
 

Figure 5. Fontal and horizontal plane path 
 
Quadriplegia is a disorder where an individual loses the use of all four limbs: legs and arms, as well 
as other parts of their body. In some cases the individual may still have partial movement in one 
limb or several parts of their body. One of the aims of the project is to provide an opportunity for 
persons with paraplegia seeking to re-establish themselves in community living. The persons with 
limitations in his members develop dependency from other people, for his primary needs of 
movement and common and daily activities. This dependency deteriorates his life quality and of the 
person dedicated to his care. For this limitation, the autoesteem of the person with limitations is low, 
creating psychological and physical problems that can be solved partially by means of some type of 
technology. 
 

 

Figure 6. Traditional Electric chair 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-7- 
 

 
 
Living with and managing quadriplegia is difficult, but not impossible. Those suffering from the 
condition need to be prepared to make changes in their life and their home. We have an opportunity 
to help on this process. The devices designed have to take special characteristics like low cost, 
control with movement of the head, in some cases with finger activation, good accuracy and easily 
to maneuver. The basic idea of the project consists of develop an infrared tracking device that 
allows the devices activation by means of the movement of the head to quadriplegic people [1].  
 
In some cases the affected person has the possibility of basic finger movement that allows 
activating the devices like a switch or the activation by means of a trackball. It will be studied and 
will leave the use possibility of the two devices depending on the injury type and the mobility 
possibilities [3]. The development of this device improves the quality of life of the affected people 
and opens new alternatives for handling different activities in this kind of persons [2]. They hope to 
use these signals to guide motorized assistance mechanisms that restore mobility in a specific area. 
The involved costs are low, the operation capacity is simple and his development is possible. The 
prototype include an infrared tracking system, a computer that processes the signal from the system 
and a display with the chosen options, a power system for the relay control and a digital system that 
is the interface with the power unit [4].(figure 7.) 
 
The main objective is to determine the needs of the people with limitations of mobility and to 
propose solutions with devices bases on infrared tracking and oral mouse. 
 

 

 
 

Figure 7. Electronic control prototype 
 
Technology of electric wheelchair control (figure 6.) and domotics systems can really change the 
life to the people with spinal injuries; especially in the cases of major limitations in the use of the 
upper limbs. In order to provide an electronic device or system, with the purpose to increase the 
quality of life and opportunities for participation and inclusion, it is necessary that this process 
follows a well-established methodology and a multidisciplinary approach (mechanical and electric 
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science). Our procedure consists of some phases: 1) Analysis of user needs. At this stage we 
consider the type of disability 2) Finding aid. We consider the cost, service and facilities, 3) 
customization of the device. 4) Design of the technology. 
 
The specific objectives are: 
 

• To determine the primary needs of persons with limitations of movement 
• To study the possible solutions to obtain a certain percentage of independence 
• To use technology of infrared tracking to supply part of the needs of mobility and devices 

control. 
• To escalate the project to different grades of incapability (small movements of hand, total 

immobility of members...) 
• To realize a prototype that allows a person with a certain grade of incapability, to be able to 

have high level of independence with the control of some devices and mobility in a specific 
area. 

• A person using the final project  to control a wheelchair, for example, only has to move 
your head about going straight ahead or turning left and the chair follows their command. 
However, they do not have to worry about colliding with obstacles because the wheelchair 
itself monitors and reacts to its environment. 

3. Methodological Approach 

• Bibliographical review. Allows knowing the current advances in the devices control for 
quadriplegic systems. It allows the comparison of alternative systems as control with EEG. It 
allows the review of current technologies in infrared systems. 

• Surveys in the health sector. It allows understanding the specific needs in persons with these 
limitations. It allows validating the proposal and to determine if there are improves in the 
model. 

• Prototype preparation and simulation. 
• Prototype test with quadriplegic people and improvement of the model. 
• Final prototype development 
• Technical test and prototype improvement, we have done is combine the intelligence of the 

person with the artificial intelligence of the device. 
• Field test 
• Model improvement 
• Final prototype development 

 
4. Conclusion 

 
The final prototype improves the quality of life of quadriplegic people. The prototype must have the 
possibility of allowing the control of electrical wheel chairs, of some devices connected to a 
wireless control system, only by means of the movement of the head. 
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We hope that the solution should be practical, easy use and should not generate very high costs, as 
well as safety and immunity to the noise. These characteristics allow that the system should be 
robust characteristics and easy to reproduce. The persons who have this system must have the 
possibility of easy movement in a specific area by means of the movement of some part of the body 
that still has control. 
 
The system has the capacity to adjust itself to the characteristics of each individual driver, and 
thereby is able to improve the efficiency with which it senses the driver's commands. 
 
People, for example, do not consciously send commands to every muscle in each leg in order to 
walk and do not think where to step to avoid an. Similarly, a wheelchair-bound user of the project 
simply has to send the signal to go in a certain direction and the chair figures out how to get there. 
 
A person using the final project  to control a wheelchair, for example, only has to move your head 
about going straight ahead or turning left and the chair follows their command. However, they do 
not have to worry about colliding with obstacles because the wheelchair itself monitors and reacts 
to its environment.[5] 
 
The fact that is an infrared system allows being immune to electrical noise, as generated by the 
electric chairs and allows low costs and easy design of engineering. These characteristics are 
desirable to reduce costs and to make the project possible. 
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Abstract  As the key component of SOFC (solid oxide fuel cell), a theoretical framework has been 
built to illustrate the coupling effect between oxygen vacancy concentration and stress field in early 
works. Here, the coupling theory is expanded and more affecting factors are taken into 
consideration. An electrolyte membrane with a macro crack is studied by a modified multi-scale 
method under fully coupling effect. It can be observed that the crack propagates with the increase of 
remote loadings, and the fracture mode is brittle fracture. The local stress concentration at the crack 
tip influences significantly the electromechanical fields and the fracture toughness of the 
stoichiometric sample (Ce0.8Gd0.2O1.9) may be reduced from 0.9493MPa•m1/2 of uncoupled value to 
0.5142MPa•m1/2. It can be concluded that the coupling effect is important for the electrolyte in the 
working environment; especially in the case of the existence of a crack. 
 
Keywords: electrolyte membrane, mechanical-electrochemical coupling, multi-scale simuation, fracture 
toughness 
 
1. Introduction 
As an energy conversion device, solid oxide fuel cell (SOFC) can generate high efficiency electric 
power without environment pollution[1], and it has attracted more and more attention for its 
excellent property. Meanwhile, as the core component, considerable researches have been 
completed to study the performance of the electrolyte[2].  
The GDC (Gadolinium (Gd2O3) doped ceria (CeO2)) is regarded as a promising candidate 
electrolyte material for its higher ionic conductivity[3]. When two cerium ions (Ce4+) are replaced by 
gadolinium ions (Gd3+), an oxygen vacancy is generated to maintain electrical neutrality. And 
oxygen ions can transport through the electrolyte at high temperature. In the working environment, 
the effects of temperature and stress are inevitable, the electrolyte actually works in a complicated 
coupling field[4-6]. 
In the present work, a modified multi-scale method is introduced and applied to simulate the 
electrolyte with a crack under the full coupling effect. Based on the simulation results, the reasons 
and the process of the electrolyte failure can be further revealed. 
2. Framework of the coupling effect 
2.1. The stress-induced diffusion potential 
When the electrolyte (GDC) is at low oxygen partial pressure, extra oxygen vacancies are generated 
owing to reduction reaction, and the elastic constants of the material can be assumed a function of 
the vacancy concentration: 

 ( )0
ijkl ijkl ijklC C C d

α
α αρ ρα

ρ ρ
=

= + ∂ ∂∑  (1) 
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where, αρ is the molar fraction of defect α , and 0
ijklC is the elastic constant of stoichiometric 

material ( )0
α αρ ρ= . For isotropic material, there are only two independent parameters: E , v . 

 ( ) ( )( )( )(1 )(1 2 ) 2 1ijkl ij kl ik jl il jkC Ev v v E vδ δ δ δ δ δ= + ++ − +  (2) 

Here, αη , Eαη  and vαη  are introduced for convenience: 

 ( ) ( ) ( )0 0 0 3 , ,  E vdV V d dE E d dv v dα αα α αη η ηρ ρ ρ= = =  (3) 

where, 0V , 0E  and 0v  are volume, Young’s modulus and Poisson’s ratio of the stoichiometric 
material. The real Young’s modulus and Poisson’s ratio are: 

 0 1 EE E α α
α

η ρ= + Δ⎛ ⎞
⎜ ⎟
⎝ ⎠

∑  (4) 

 0 1 vv v α α
α

η ρ= + Δ⎛ ⎞
⎜ ⎟
⎝ ⎠

∑  (5) 

In the next, η∑ , E∑  and v∑ are introduced to represent α α
α

η ρΔ∑ , Eα α
α

η ρΔ∑ and vα α
α

η ρΔ∑ . 

By using these symbols, formula (2) can be rewritten as: 

 ( ) ( )
0 0 0

0
0 0 0 2

1
1 (1 )(1 2 )ijkl ijkl ij kl

v E v
C C E v v

v v v
δ δ= + − +

+ + −

⎛ ⎞
⎜ ⎟
⎝ ⎠
∑ ∑ ∑  (6) 

where 

 ( )( )( ) ( )( )( )0 0 0 0 0 0 01 1 2 2 1ijkl ij kl ik jl il jkC E v v v E vδ δ δ δ δ δ= + − + + +  (7) 

Based on formula (6), the constitutive relation can be defined: 

 

( )

( ) ( )

( )( )

*

0
0 0 0 0

0

0 0

0

     = 1 1 2 1
1

        +
1 2

E
ij ijkl kl ijkl kl kl

kk ij ij ij

kk ij

C C

v
K E v v v v

v

K v
v

v

σ ε ε ε

ε δ ε ηδ

ε η δ

= = −

+ − + − − +
+

−
−

⎛ ⎞ ⎡ ⎤⎜ ⎟ ⎣ ⎦⎝ ⎠
∑ ∑ ∑

∑ ∑

 (8) 

where *
ij ijα α

α

ε η ρ δ= Δ∑ is the eigenstrain caused by non-stoichiometry effect, αη  is called 

coefficient of compositional expansion (CCE), and ( )0 0 0 0/ (1 )(1 2 )K E v v= + − . 

The full diffusion potential for isotropic material can be described[7-8]: 
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Because the Poisson’s ratio has less affected by oxygen vacancy, vη can be set zero. Once Vτ  is 

obtained, it can be plugged into diffusion and mechanical equations[8]. The distribution of oxygen 
vacancy and stress field under coupling effect can be calculated.  

In the present work, the electrolyte is 0.8 0.2 1.9Ce Gd O (20GDC), the corresponding non-stoichiometry 

chemical formula is 0.8 0.2 1.9Ce Gd O δ−  (δ represents the VρΔ  in formula (8)). The parameters in the 

coupling theory can be calculated by molecular dynamics simulations: 0 236.036GPaE = , 
0 0.267v = , 0.0728η = , 0.9571Eη = − [9]. 

2.2. The coupling effect of the planar electrolyte 
In this section, a planar electrolyte is selected to study the coupling effect, as shown in Fig.1. 

   
Figure 1. Schematic of electrolyte membrane 

The thickness of the membrane is h , and it is completely fixed along y and z directions. The 
displacement boundary conditions are: 

 1 2 3( ),  0u u x u u= = =  (10) 

where, /x x h= , and the range of values allowed for it is 0 1: . The strain tensors are: 

 1 1 11 1( ) ( )ij i jx du x dxε δ δ=  (11) 

Stress tensor can be obtained: 

 ( ) ( ) ( ) ( )( )0 0 0 0 0
11 1 11 1 1( ) (1 ) ( ) 1 1 ( ) 1 1 c

Vx K v x v v x v vσ ε η ρ ε= − − + − Δ − + −  (12) 

 ( ) ( )( )0
22 1 33 1 11 1 1

0 0 0 0( ) ( ) ( ) ( )1 1 c
Vx x Kv x xv v v vσ σ ε η ρ ε= = − Δ −+ +  (13) 

where 0 (1 )EK K αη ρ= + Δ , and cε represents constant strain. Here, pressure is low and no shearing 

strain exists, so 11σ  can be assumed zero. According to formula (12), 11 1( )xε can be obtained: 

 ( ) ( ) ( ) ( )11 1
0 0 0 0

1( ) 1 1 1 1 ( )c Vx v v v v xε ε η ρ= + − + + − Δ  (14) 

Then, the stress tensors can be rewritten as: 

 ( )22 33 1 1( ) 1 ( )c
V E VEE x xσ σ η ρ ε η ρη η= = − Δ + + Δ  (15) 
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where 0 0/ (1 )E E v= − . Bringing formula (15) into (9), we can obtain: 

 ( ) ( ){ }2 3

1 0 1 1 2 1 3 1( ) ( ) ( ) ( )V V V Vx E P P x P x P xτ ρ ρ ρ= + Δ + Δ + Δ  (16) 

where: 

 
( )

2 2 2
0 1

2 3
2 3

2 3 ( ) ( ) 2 (1 3 ) (3 2)

6 3 3

,

,

c c c c c c
E E

c
E E E

P P

P P

ηε η ε η ε η ε ηη ε ε

η η ε η η η η

= + + = + + +

= + + =

⎧⎪
⎨
⎪⎩

 (17) 

Besides, the oxygen partial pressure is ( ) ( )( )2 2O O
log P 0 / P 1 20x x= = = − , and the chemical 

boundary conditions can be obtained based on experimental datas[10]: ( 0) 0.1407xδ = = , 

( 1) 0xδ = = .Until now, all necessary parameters are obtained: 0 236.036GPaE = , 

(0) 0.1407VρΔ = , 0 0.1ρ = , 0.0728η = , 0.9571Eη = − , 0 0.267v = . 

3. Description of the multi-scale method 
Here, the multi-scale method is defined a combined method of MD simulation with finite element 
method (FEM). As illustrated in Fig.2.(1), the center-cracked specimen can be decomposed into 
three parts: in the far field, it is governed by the linear elastic fracture mechanics, at the crack tip, 
the region is modeled by MD simulation, and the between is called transition region[11]. 

  
(1)                                 (2) 

Figure 2. Illustration of the multi-scale model 
As seen in Fig.2.(2), an intemediate model is introduced, its size is far smaller than the initial model. 

During the calculation process, the stress intensity factor (SIF) IK  of the initial model is 

calculated firstly by FEM. Then the external load 2σ for the intermediate model can be computed 

with the same IK . For the intermediate model, the element size around crack tip is controlled as 

the same as the lattice constant of CeO2, as seen in Fig.2.(2) (c). After the second FEM calculation 
is completed, the displacements of boundary nodes can be obtained. And then, these displacements 
are applied to the MD model as boundary conditions for MD simulation. In MD simulation, NPT 
ensemble is selected, temperature is controlled at 1100K, time step is 1fs (1e-15s), and the in-home 
potential is used[9]. 
4. Simulated results and discussion 
The electrolyte membrane with a crack is presented in Fig.3.(a), the length of the crack is 0.04mm, 
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with the thickness of membrane is 2mm. When the model is loaded, the vacancy concentration near 
crack tip will be influenced significantly by the high stress field, the interesting phenomenon is 
called local stress effect. 

  
(a)                    (b) 

Figure 3. (a) Cross-section of the electrolyte membrane with crack  
(b) Distribution of concentration of oxygen vacancy when no local stress effect is considered 

Because the stress field is just affected by oxygen vacancy, so only oxygen vacancy is considered 
here for studying the local stress effect. For comparison, the coupling field without local stress 
effect is investigated firstly. The diffusion equation of oxygen vacancy is[8]: 

 ( ) ( )mJ D V D RTρ ρ τ= − ∇ − ∇  (18) 

Based on the deduction in section 2.2, the diffusion potential τ can be described as: 

 ( )3 3 2 3 2 23 3 2E EE E E Eτ η η ρ η η η ρ η ρ= Δ + + Δ + Δ  (19) 

Where, ( )0 01E E ν= − . Equation (19) is plugged into equation (18), the diffusion equation can be 

obtained: 

 
( ){ }

( )

3 2 2 3 3
0

2 3 2
0

ˆ 9 2 6 18

2 3

m
E E E

m
E

Vd dJ E E E E
dx RT dx
EV d
RT dx

ρρ ρη η ρ η η η η η ρ ρ

ρ ρη η η ρ η

= − − + + −

⎡ ⎤+ + −⎣ ⎦

 (20) 

where, ( )Ĵ Jh D= , x x h= , h  is the thickness of the membrane. The implicit solution can be 

given out by integrating the equation with chemical boundary conditions: 

 4 3 22.8751 6.8512 1.1028 0.6189 0.4431 0xρ ρ ρ ρ+ − − + − =  (21) 

The numerical solution can be calculated by programing the equation, the result is shown in 
Fig.3.(b). 
In order to study the local stress effect, the stress field of the crack-tip (where 0θ = ) is applied to 

the region around the crack tip directly. After the external stress ( cσ ) is applied, the stress tensor 

near the crack tip ( 0θ = ) can be described as: 
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Where, x is normalized. Similarly, τ  can be deduced according to formula (9): 

 

( )

( )

( )

3 3 2 2 2

2 2

2

13 3 3
1

3 3 13 2
1

1 3 2

E E E c

E
c c E

E c c

vE E
v

v E
E v

E

τ η η ρ η η η η η σ ρ

ηη σ ησ η η η ρ

η η σ ησ

3 −⎡ ⎤= Δ + + + Δ⎢ ⎥−⎣ ⎦
−⎡ ⎤+ + + + Δ⎢ ⎥−⎣ ⎦

+ + −

 (23) 

For convenience, 
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Formula (24) is plugged into equation (18), we can obtain: 

 
( ) ( ){ }

{ }

2 2
0 0 0

3 2

ˆ 3 2 6 3 2

1

mVd dJ A B A A B C
dx RT dx

dA B C
dx

ρρ ρρ ρ ρ ρ ρ

ρρ ρ ρ

= − − + − + − +

′ ′ ′= − + + +

 (25) 

where,  

 ( ) ( ) ( ) ( ) ( )2
0 0 03 , 2 6 , 3 2m m mA V RT A B B A V RT C A B C V RTρ ρ ρ′ ′ ′= = − = − +  (26) 

By integrating equation (25), the implicit solution can be obtained: 

 4 3 2 ˆ3 4 6 12 12 MA B C Jρ ρ ρ ρ′ ′ ′+ + + = − +  (27) 

where M  is a arbitrary constant generated during integration. 

 
Figure 4. Distribution of concentration of oxygen vacancy  

near crack tip when stress field of crack tip is applied 
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As for 2c IK xσ π= , singularity exists at 0x = . In order to obtain vacancy concentration at 

crack tip, the IK  is given firstly, and the effective scope of the local stress effect is seted as 1.5a , 

where 0.02mma =  is half the length of the crack. Then the value at 1.5x a=  is calculated, as 
seen in Fig.4, the value is compared to the corresponding value in Fig.3, it can be found that the 
difference between the two results is no more than 1%. So the value at 1.5x a=  is selected as the 
initial value for the calculation. Then the value at crack tip can be calculated through multiple 
numerical iteration. The results are plotted in Fig.4. According to the results, it can be observed that 

the range of values of ( 0)xρ ≈  is 0.75 1.2: , the range of δ  is 0.65 1.1: ( ( ) 00xρ ρ≈ − ). 

Based on the chemical formula of non-stoichiometric GDC ( 4 3 3 2
0.8 0.2 1.9Ce Ce Gd Ox x δ
+ + + −
− − ), it can be 

concluded that the value of δ at crack tip is 0.4 when the local stress effect is considered. The 

corresponding chemical formula of GDC is 3+ 3+ 2-
0.8 0.2 1.5Ce Gd O . After the multi-scale simulations is 

completed, the fracture toughness is 0.5142MPa m . Compared to the fracture toughness of 

Ce0.8Gd0.2O1.9 (20GDC) ( 0.9493MPa m ), it is reduced by 45.83%. So, in the process of 

production and application of the material, the local stress effect should be specially focused. 
5. Conclusion 
In the work, the coupling theory of the electrolyte in the working environment is presented. In order 
to study the local stress effect, the electrolyte membrane with crack is selected, and the mechanical 
behavior of the membrane is studied by using a multi-scale method. According to the simulated 
results, it can be found that when micro crack exists in the electrolyte membrane, the stress at crack 
tip is much bigger, and the concentration of oxygen vacancy at crack tip is severely affected. Based 

on the simulated results, the fracture toughness of the model is decreased to 0.5142MPa m  when 

the local stress effect is considered in the working condition, it is reduced by 45.83% compared to 

the uncoupled value ( 0.9493MPa m ). So, in the process of production and application of the 

material, the local stress effect should be specially focused. 
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Abstract The continuous increase in the demand for highly aesthetic and natural-appearing dental 
restorations and the development of strong ceramic materials has led to the adoption of sintered ceramics as 
new load-bearing components used in dental prosthetics. Zirconia is one of the most attractive restorative 
materials due to its advantageous mechanical properties and biocompatibility. Veneering porcelains are used 
to coat the surface of zirconia to enhance the aesthetic appearance of prostheses. Nevertheless, 
porcelain-veneered zirconia restorations are prone to failure primarily by the fracture of the veneering layers. 
In this paper, the nature of the interfacial bonding and failure modes on samples of broken 
porcelain-veneered sintered zirconia restorations were studied using Environmental Scanning Electron 
Microscopy (ESEM) with Energy-Dispersive X-ray (EDX) analysis. Typical fractographic features were 
observed in broken porcelain-zirconia prosthesis. The chipping mode fractures in the veneering porcelain 
indicated the dominance of the cohesive fracture mode, in agreement with clinical experience reported in the 
literature. The crack initiation and propagation within the veneered porcelain layer was also observed and 
analyzed by a further examination of the fractographic features on both the prosthetic samples and the 
fractured surface of porcelain zirconia bars. The result indicates that the crack initiated at the location of 
maximum stress (point of occlusal contact). In addition, it is surmised that the fragility of the prosthesis may 
result from the high Vickers hardness and the associated low toughness of porcelain. 
 
Keywords zirconia-based dental prosthesis, interface bonding, failure mode, mechanical properties 
 
1. Introduction 
 
Recent decades witnessed a continuous and considerable increase in the demand for highly aesthetic 
and natural-appearing dental restorations. At the same time, development of strong engineering 
ceramic materials took place. The above trends led to the adoption of sintered ceramics as new 
load-bearing components used in dental prosthetics [1]. Zirconia is one of the most attractive 
restorative materials due to its advantageous mechanical properties, biocompatibility and aesthetic 
appearance. Veneering porcelains with mechanical properties inferior to zirconia are used to coat 
the surface of zirconia to enhance the natural appearance of prostheses [2-4]. Nevertheless, 
porcelain-veneered zirconia restorations are prone to failure primarily by the fracture of the 
veneering layers [5]. This has been the dominant clinically observed failure mode, also called 
chipping mode failure [5,6]. One measure of the liability of dental ceramics to failure is fracture 
toughness, defined as the critical stress intensity factor at which a crack starts to propagate, and 
used as a measure of the resistance to catastrophic failure [7-9]. Possible procedures used to 
enhance the fracture toughness of veneering ceramics, without compromising their hardness, are 
likely to help reduce the incidence of such failures in clinical practice.  
 
In this paper, the fractured surface of porcelain-veneered sintered zirconia prosthesis samples was 
examined under Environmental Scanning Electron Microscopy (ESEM) with Energy-Dispersive 
X-ray (EDX) analysis in order to identify the crack initiation sites and the propagation direction 
based on the observed fractographic features [10]. To validate further, the observed crack initiation 
features, some specially fabricated samples in the form of zirconia-porcelain bars were broken by 
three-point bending, and the fracture surfaces examined under ESEM. Vickers indentation was also 
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carried out in the attempt to explain the fragility of the porcelain. 
 
2. Experimental procedure 
 
Two samples (designated “prosthesis #1 and #2”) of porcelain-veneered sintered zirconia 
restorations were supplied for analytical examination as examples of clinical failure. Fig.1 
illustrates the failure mode primarily confined to the porcelain veneer and commonly referred to as 
“chipping”. Fig.1(a) shows the image of prosthesis #1 taken with the fractured unit when still 
mounted in the oral cavity (9, left maxillary central incisor), whilst Fig.1(b) shows a similar 
chipping failure in the veneering porcelain on the upper 1st molar. 
  

 
                       (a)                                     (b) 

Figure 1 Porcelain-veneered sintered zirconia restoration.  
(a) fractured unit mounted in the oral cavity; (b) chipping failure on the upper 1st molar. 

 
Energy-Dispersive X-ray (EDX) analysis is a technique for surface examination conducted within 
the Environmental Scanning Electron Microscopy (ESEM) vacuum chamber and allows the 
determination of specific elemental composition at high spatial resolution. ESEM with EDX 
analysis was firstly carried out on the prosthesis samples (Fig. 1) to investigate the nature of 
interfacial bonding and fracture features in order to identify the crack initiation sites and 
propagation directions. To investigate further the fracture mechanism and material properties, nine 
cylindrical porcelain-veneered zirconia bars were fabricated, three of which (designated “bar #1-#3”) 
were fractured by three-point bending. The fractured surfaces were studied by ESEM, while the 
other six bar samples (designated “Vickers #1-#6”) were indented by Vickers hardness testing 
machine. The corresponding Vickers hardness and toughness values were evaluated with the aid of 
ESEM imaging.  
 
3. ESEM characterization of prosthesis samples  
 
3.1. Interfacial bonding 
 
EDX is useful in determining elemental distribution of materials, and thus the mutual elemental 
diffusion can be identified. In the present study, EDX analysis was conducted on the broken 
surfaces within the region shown in Fig. 2(a). The results indicate that the porcelain region contains 
a high overall concentration of O and silicon (Si), due to the high silica (SiO2) content. Notably, 
there is evidence of not only Si diffusing into the Zr-rich domain (Si map), but also zirconium (Zr) 
diffusing into the Si-rich porcelain domain (Zr map). This evidence of mutual elemental diffusion of 
Zr and Si reveals the origins of the good mechanical bonding observed between zirconia ceramic 
copings and porcelain veneers [11-13]. It is also worth noting that the studies of fracture surfaces of 
the sample supplied failed to identify prominent cases of adhesive fracture localized along the 
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interface (that is marked with an arrow). The combination of these observations suggests that the 
interfacial bonding between zirconia and porcelain can be classified as strong. 
 

 
                       (a)                                     (b) 

Figure 2 ESEM image and corresponding elemental X-ray maps of the region of interfacial bonding 
 
3.2 Pre-existing defects 
 
The preparation procedure used for porcelain naturally leads to the formation of gas bubbles that 
persist as defects within the veneering layer. This may increase the likelihood of crack initiation at 
these positions under the applied mastication load, and may lead to chipping mode cracking in 
which the fracture propagates by connecting different defects. Fig. 3 illustrates the presence of the 
pre-existing pores of a range of sizes within prosthesis #1. The SEM image shown was collected 
from the occlusal-facing fracture surface remaining after chipping. The characteristic semi-spherical 
smooth dimples represent the remainder after the passage of a crack through pre-existing pores. The 
presence of both large pores (>20µm) and smaller pores (~10 µm) is noted. Therefore, it appears 
that some control over the pore size or the distribution of flaws within porcelain veneer after firing 
would be helpful in reducing the possibility of crack initiation. Since quality control over individual 
restorations appears to be prohibitively expensive, this would be probably best exercised through 
control of the thermal schedules and over the veneer shape and thickness. 
 

 
Figure 3 ESEM image of the porcelain fractured surface, showing presence of pre-existing pore defects  

 
3.3 Chipping mode fracture 
 
In most cases, the chippings were contained entirely within the porcelain layer and did not reach the 
interface with the zirconia core, i.e. the cohesive fracture mode was observed. However, it is 
conceivable that cracks initiated close to or at the veneering surface may propagate across the unit 
and through the interface to cause the final failure, in which case the adhesive mode of fracture 
would be observed. A micrograph of chipping mode failure observed is illustrated in Fig. 4(a). The 
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cohesive fracture through the porcelain layer is in agreement with literature that crack initiation 
within the veneered porcelain layer is the dominant failure mode for both metal coping and 
all-ceramic restorations [14]. Fig. 4(b) illustrates a region of oblique fracture in porcelain that 
propagated towards and along the interface of the underlying zirconia structure. Further 
confirmation was sought by EDX analysis. It is apparent that the top left region is Si-rich 
(porcelain), while the bottom right region is rich in zirconium (core). 
 

 
                 (a)                                          (b) 
Figure 4 Typical two fracture modes on the surface of restoration. (a) Overall micrograph of chipping failure; 

(b) An oblique fracture in porcelain that propagated towards and along the interface with the underlying 
zirconia core structure 

 
3.4 Crack initiation and propagation 
 
Fractographic analysis was used to determine the crack propagation direction and the crack 
initiation location by identifying certain common features, namely “wake hackle” and “arrest lines” 
(identified below in Fig. 5) [15,16]. These were found at the fractured surfaces within the samples 
investigated in this report, and were used to trace the crack propagation back to the fracture origin. 
Wake hackle is generally formed when a crack passes a discontinuity, e.g. void. It is associated with 
the high stress field experienced by the void as the crack propagates close to it. This usually causes 
crack re-initiation at a point that lies slightly above or below the major crack plane. However, the 
fastest moving major crack eventually catches up with this new propagating micro-crack, and the 
latter becomes incorporated in the master crack. Meanwhile, a tell-tale surface hollow or elevated 
region is left behind, which is referred to as the “wake hackle”, pointing in the direction of crack 
propagation. Arrest line is another indicator of the crack propagation direction. It is approximately 
perpendicular to the general direction of propagation. Since the growing crack expands in different 
directions during growth, the crack origin lies behind the concave side of the crack front. Hence, the 
fracture origin can be traced back to the approximate center of expanding arrest lines family 
observed at the fracture surface [17].  
 
Fig. 5 shows the surface of a porcelain-initiated fracture in the chipping on the surface of prosthesis 
#2, with crack initiated at defects in the veneer located at or close to the occlusal surface. The 
region indicated by the rectangular white box in Fig. 5(a) is shown at higher magnification in Fig. 
5(b), where the wake hackle and arrest line features are identified. Fractographic analysis shows 
that crack may progress from two origins (Fig. 5(a)) lying on the left of the picture, within the 
porcelain veneer layer and at or close to the surface. Hence we draw the conclusion that fracture 
initiated close or at the veneer surface, and propagated across the unit and through the interface to 
cause final failure. Meanwhile, material aspects (coefficients of thermal expansion, thermal 
conductivity mismatch, phase transformation [18,19]) of porcelain close to the surface may give 
rise to residual stresses throughout the restoration that likely to promote chipping. 
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                        (a)                                  (b) 

Figure 5 Fractographic features in porcelain layer of prosthesis #2. (a) Surface of a porcelain-initiated 
fracture in the chipping on the surface; (b) Higher magnification image of the highlighted (white dashed 

square) region in (a)  
 
In the case of prosthesis #1, considering the junction between the occlusal fractured surface and the 
lingual side of the restoration, we conclude that the crack initiation may have occurred at this 
junction and propagated from the junction to the occlusal surface, roughly from left to right in Fig. 
6. The short dashed arrows on the lingual side are considered as the candidate sites for crack 
initiation, and longer dashed arrows on the occlusal side indicate the putative crack propagation 
direction. Thus, the crack may initiate on the lingual side with a concentrated force perpendicular to 
the lingual side, which leads to the crack initiation and propagation on the cross section, i.e. 
occlusal side, and final breakage. It is worth noting the change of direction of the crack that is seen 
in Fig. 6. This is likely to indicate a transition from friction-assisted cone crack induced by the 
grinding contact at the porcelain surface, to faster pressure-induced tensile fracture mode that leads 
to the subsequently observed fracture [5]. 
 

 
Figure 6 Fractographic features in porcelain layer of prosthesis #1  

 
4. ESEM characterization of broken porcelain-zirconia bars  
 
4.1 Fractured surface after three-point bending 
 
To validate the above observations made on prostheses samples, three-point bending was carried out 
on three zirconia-porcelain bars and the fractured surface was examined by means of ESEM. A 
schematic diagram of the three-point bending experiment is shown in Fig. 7(a). As a brittle material, 
the porcelain fails most readily in tension. The crack is expected to initiate from the location of 
maximum tensile stress, i.e. the “top” position (marked with yellow circle in Fig. 7(a)). This was 
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verified by the detailed analysis of fractographic features shown in Figs. 7(b) and 7(c) (images of 
one representative sample) that indicate the crack propagation from “top” to “bottom” (marked with 
white dashed arrow Fig.7(b)), although the features were only visible on the “left” and “right” sides, 
or both sides of the cross section (marked with red circle in Fig. 7(a)) due to the breakaway of the 
porcelain on the “top” or “bottom” sides.  
 

 
Figure 7 Schematic representation of the three-point bending test and failure of the specimens 

 (a) three-point bending; (b) & (c) typical ESEM images of the fractured surfaces  
 
4.2 Vickers hardness and toughness evaluation 
 
Further evaluation of the mechanical properties of the veneering porcelain (hardness and fracture 
toughness) was carried out using Vickers indentation on six zirconia porcelain bar samples 
(designated “Vickers #1-#6”). The formulas used for the evaluation of Vickers hardness and 
toughness are [8,20,21]. 

                   
2

1.854F FH
A d

= =                                (1)
         

                      

0.5

1.50.016IC
E FK
H c

⎛ ⎞ ⎛ ⎞= ⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠

                           (2)
          

where F is the applied force on the diamond indenter (unit of N), A is the surface area of the 
resulting indentation (unit mm2), d the average length of the diagonal left by the indenter (the 
average of two diagonals d1 and d2) with the unit of mm, c the crack size measured from the center 
of the indentation (unit of mm), H is Vickers hardness (unit of GPa) and E is Young’s modulus (unit 

of GPa), and ICK  is the fracture toughness (unit of MPa/m1/2). For illustration, the indentation 

impression in sample Vickers #1 is shown in Fig. 8. The results of all six indented samples with 
loads of 10N and 50N are listed in Table 1.  
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Table 1 Hardness and toughness of the indented samples 
 

Sample Load 
 (N) 

d1  
(µm) 

d2 
(µm) 

d 
(µm) 

Vickers 
hardness 

(GPa) 

c 
(µm)

E 
(GPa) 

Toughness
(MPa/m1/2)

#1 10 45.96 47.35 46.66 8.516 71.88 65 0.725 
#2 10 41.95 44.35 43.15 9.957 56.60 65 0.960 
#3 10 39.92 44.66 42.29 10.367 49.62 65 1.146 
#4 50 98.68 70.70 84.69 12.925 178.5 65 0.752 
#5 50 98.31 104.5 101.405 9.015 182 65 0.875 
#6 50 122.1 125.0 123.55 6.073 194.3 65 0.966 

 
 

 
                      (a)                                      (b) 

Figure 8 Vickers hardness and toughness determination for specimen Vickers #1 (10N load)  
(a) measurement of the diagonal length; (b) measurement of the crack length 

 
In the results found in the literature, the average toughness of porcelain has been reported to lie in 
the range 1.5-2.1MPa/m1/2, and the hardness in the range 4-8GPa [7,9,20,21], the results 
demonstrate that the porcelain used in this experiment has a relatively high hardness, and 
accordingly a reduced level of toughness. This may be due to the inherent chemical formulation of 
the porcelain or its processing history. Notably, merely the presence of a population of voids is 
likely to result in reduced toughness, but may not lead to increased hardness observed in our 
experiments.  
 
5. Conclusion 
 
Conclusions are made based on the ESEM and EDX analyses conducted for this paper. The strength 
of the zirconia-porcelain interface is derived from the mutual diffusion of zirconium and silicon at 
the interface. Chipping mode fractures observed in the veneering porcelain indicate the dominance 
of the cohesive fracture. Adhesive fracture may only be observed in the case of crack travelling at a 
very shallow angle to the interface. Failure of all-ceramic zirconia-based restorations by porcelain 
veneer chipping is a complex process that depends on a large number of factors. Pre-existing 
defects in the porcelain veneer may promote chipping mode cracking and final failure. The results 
from fractured surface examination of the porcelain zirconia bars further confirm that in the real 
prosthesis the crack is likely to initiate at the position in lingual side with maximum stress. 
Moreover, great Vickers hardness and low toughness suggest the weakness of porcelain. Exercising 
control over these fabrications appears to be a critical requirement for clinical practice. 
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Abstract: In this work, we attempted to simulate the cracking process of ceramic beams subjected to 
quenching from different high temperatures to the ambient one. Based on a non-local damage theory and the 
linear fracture mechanics, a numerical model was established and implemented into a finite element code. 
This model is adjusted with two critical situations: it is equivalent to the maximum principal stress criterion 
when the specimen is subjected to uniform tensile stress and to the Griffith-Irwin criterion for the growth of a 
macro-crack. By using this numerical model, the initiation and propagation of cracks in quenched ceramic 
specimens were simulated. It was proved that the proposed damage model is capable to describe the detailed 
cracking process with high reliability comparing to the experimental results. Several typical characteristics in 
thermal shock failure such as the multi-cracking procedure, the hierarchical crack distribution, the distances 
between cracks etc. were faithfully described with high accuracy. 
 

Key words: Thermal shock; Crack patterns; Non-local fracture model; Numerical simulations; Ceramics 
 
1. Introduction 
 
Ceramic materials exhibit excellent high temperature mechanical properties, corrosion resistance, 
wear resistance, erosion resistance, oxidation resistance etc. However, they are in general quite 
vulnerable to thermal shock failure. In general, crack formation is considered as the major reason of 
failure in thermo-structural engineering. Understanding the mechanisms of cracking process in 
ceramics under thermal loads has been one of the most importance tasks in the research of this field. 
 
The earliest researches on fracture of ceramic materials underwent thermal shock by Kingery [1,2] 
and Hasselman [3]. Afterward, numerous theoretical and experimental studies on thermal shock 
failure of ceramics have been reported [4-15]. However, the crack pattern formation under thermal 
shock is quite a rapid and highly complicated process. This process is difficult to capture with 
available experimental techniques. Only final crack patterns can easily be observed. This is why 
direct numerical simulations are particularly interesting in reproducing the cracking process. As 
results, the failure mechanisms and the control parameters can be better understood. Unfortunately, 
the direct numerical simulations have rarely been reported in the literature so far due to the inherent 
complexities in multi-cracking modelling.     
 
In this work, a non-local failure criterion was used and implemented into a finite element code and 
then applied to simulate the crack evolution in ceramic materials subjected to thermal shock. The 
proposed fracture model is equivalent to the maximum principal stress criterion for a specimen 
under pure tensile loading, and to the Griffith-Irwin criterion for the crack propagation. 
Consequently, this non-local fracture model can both predict crack initiation as well as crack 
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growth. The numerical simulations successfully reproduce the cracking patterns in ceramic 
specimens after quenching. The periodical and hierarchical characteristics of the crack patterns are 
predicted with satisfactory accuracy. Moreover, the direct numerical simulations faithfully describe 
whole the cracking process, including the crack initiation, crack growth and crack arrest during 
quenching tests. By comparing to the previous experimental results, the accuracy and efficiency of 
the proposed model are examined and discussed. Finally, we give some concluding remarks and 
directions to follow in future works. 
 
2: Non-local damage model  
 
We first outline briefly the non-local fracture model proposed in Li et al. [16-17]. The basic idea of 

this model consists in replacing the local damage driving force, an effective stress eσ  for example, 

by its weighted average over a representative volume V [18]:  

where α is a weighting function. In the present work, a cone-shape function is adopted for 
simplicity: 

where yx −=r ; R is the radius of non-local action, representing a material characteristic length 
which defines the size of interaction zone in failure process.  
 
We assume reasonably that the failure in ceramic materials under uniform stress fields obeys the 
maximum principal stress criterion. However, it can not directly be utilized to predict crack growth 
due to the stress singularity near the crack tips. This shorthand can be overcome by a non-local 
formulation such like Eq. (1). Thus, the non-local maximum principal stress criterion can be written 
as follows: 

where D is the damage, cσ  is the ultimate stress of the material, 1
~σ  is the non-local first principal 

stress. We enforce the validity of criterion (3) in two special cases: First, it should be valid in the 
case of a uniform tensile load. It is clear that this condition is automatically satisfied since in this 

case, we have 11
~ σσ = . Second, it should be valid for the growth of a mode-I crack. To this end, we 

assume that the near-tip stress field is governed by the Williams asymptotic expansion [19]. 
Therefore, for a mode-I loaded crack, the non-local first principal stress near the crack tip writes, 
according to (1) and (2): 
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where IK is the stress intensity factor, r and θ are the polar coordinates with the origin at the crack 

tip. Under mode I loading, the maximum non-local principal stress is located at a point on the crack 

axis near the crack tip 0,0 == θrr due to the symmetry. We assume that 0r  is small such that the 

stress at its vicinity is still governed by the crack-tip asymptotic field. On the one hand, according to 

the damage criterion (3), the element at ( )0,0 == θrr  is broken when cσσ ≥1
~ .  On the other hand, 

from the Griffith-Irwin criterion of fracture [20-21], the crack grows when IcI KK ≥ , where IcK  is 

the critical stress intensity factor. This condition permits us to determine the non-local action radius 
R by resolving numerically the following equation: 

with 
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Thus, the non-local damage criterion (3) is exactly equivalent to Griffith-Irwin criterion when the 
non-local action radius R is determined by (5). Consequently, we can confirm that in the cases of 
uniform tensile loads and mode-I cracks, the fracture can exactly be predicted by using the criterion 
(3). From this point of view, the proposed non-local criterion can be used to predict the crack 
initiation as well as the crack propagation. In practice, we just need to find the point where the 
non-local principal stress is maximal: this point is broken when the non-local stress attaints the 
material strength.  
 
The proposed non-local fracture criterion was implemented into a finite element code. As the 
criterion (3) is an instantaneous damage model, an element is linearly elastic before its complete 
failure. Therefore, the crack propagation prediction is very similar to that adopted in the linear 
elastic fracture mechanics: A linear elastic calculation is first carried out for the cracked structure; 
then the crack propagation is determined according to a suitable criterion. This procedure is then 
repeated after each small crack progression in the structure. In the present work, the crack 
propagation is represented by successive eliminations of groups of damaged elements.  
 
3. Thermal shock problem 
 
The proposed non-local criterion was used to evaluate the cracking process in ceramic specimens 
under thermal shock. 
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3.1 Experiments 
Jiang et al. [14] carried out quenching experiments on ceramics plates from different temperatures. 
This experimental study will be used in the validation of the proposed model.  In Jiang et al. [14], 
99% Al2O3 powder was thermoformed into 50mm×10mm×1mm thin specimens. They were bound 
up with inconel wires and heated to a temperature T0 ranged from 300°C to 600°C. After that, the 
heated specimens were dropped into a water bath of T∞=20°C by free fall. Figure 1 shows the 
thermal shock crack patterns. From Figure 1, we can remark the following points: 

- The number of cracks increases as the initial temperature increases; 
- The lengths of the cracks increase as the initial temperature increases; 
- The crack spacing decreases as the initial temperature increases; 
- A tendency towards equal spacing between cracks can be observed; 
- The crack patterns exhibit a hierarchical structure. One can distinguish 2 classes’ cracks for 

quenching tests with T0=300°C, and 3 classes’ cracks for quenching tests with T0=350°C ~ 
600°C. However, the frontiers of the different classes are not always clear.  

 

  T0=300°C 

  T0=350°C 

  T0=400°C 

  T0=500°C 

  T0=600°C 
Figure 1: Crack patterns after quenching experiments 

 
3.2 Model  

By considering the symmetry of the specimen, a quart of it was meshed by using three-node plane 
stress elements. The side size of the elements is about d= 0.05mm, e.g. about a half of the non-local 
action radius R. When the failure criterion is fulfilled in an element, it will be eliminated from the 
model, together with its immediate neighbouring elements. The successive damaged spots form a 
damaged band with a width of about 0.12mm.  

 
3.3 Temperature and thermal stress fields 

The experimental conditions allow us to regard the temperature field as two-dimensional. Establish 
a Cartesian coordinate system Oxy with the origin at the centre of the specimen and x and y 
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coinciding with the specimen axes. Noting that during the process of water quenching, the water 
temperature holds at T∞=20°C in the bath. According to the thermal transfer calculation, the 
temperature distribution at any instant in the specimen writes: 

where t is the time, cka ρ= ; k, ρ, c are the thermal conductivity, density and specific heat, 

respectively; T0 is the initial temperature assumed to be uniform in the specimen; and 
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where L1 and L2 are respectively the semi-length and semi-width of the specimen; h is the 
convective heat transfer coefficient.  
 
3.4: Material parameters  
The ceramic specimens were assumed to be linearly elastic, homogeneous and isotropic. From 
available data, Young’s modulus E, Poisson’s ratio ν, the ultimate tensile stress σc, the density ρ [22], 
and the energy release rate G [23] of 99% Al2O3 ceramics are listed in Table 1. The critical stress 

intensity factor is deduced from GEKIc = . The non-local action radius deduced from (5) is 

R=0.1176mm. Conversely, the thermal parameters such like the thermal conductivity k, the specific 
heat c and the thermal expansion coefficient α are temperature-dependent [24-26]. Consequently, 
adopting constant values in the quenching simulations is an approximate and simplified assumption. 
The values used in the simulations are taken from [24-26] and also listed in Table 1. The available 
data [27-30] on the convective heat transfer coefficient h in thermal shock give scattering 
estimations (h ≈ 104~105W/(m2·K)). In this work, a constant value for h was used in all the 
simulations, its value was estimated such that the numerical results on average crack spacing at each 
quenching temperature approximately agree with the experimental measurement. The value used in 
the present work is h =50000W/(m2·K).   
 

Table 1: Mechanical and thermal parameters used in the simulations 
E(MPa) ν σc(MPa) ρ(kg/m3) 
370000 0.3 180 3980; 
G(J/m2) k(W/(m.K)) c(J/(kg.K)) α 

24.3 31 880 7.5×10-6 
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4. Results and discussions 
 
4.1: Direct comparison with the experiments 
Figure 2 illustrates the final crack patterns of the simulations for different initial quenching 
temperature. For comparison, the experimentally obtained crack patterns are also showed. Globally 
speaking, the simulations reproduce faithfully the crack patterns obtained from quenching tests. The 
resemblance between the numerical results and the real tests is obvious. Following remarks can be 
made: 

1. As in quenching tests, multi-cracking patterns are obtained; 
2. As in quenching tests, the cracks can be classified into 2 or 3 hierarchical levels; 
3. As in quenching tests, the tendency towards equal crack spacing is obvious. 

  

    
(a) T0=300°C                               (b)  T0=350°C 

  

   
(c) T0=400°C                               (d) T0=500°C 

 

  
              (e) T0=600°C 

Figure 2: Comparison between the crack patterns in numerical models and in real specimens 
 
4.2: Characteristic values of the crack patterns  
Statistically speaking, the principal features of the crack patterns can be brought out from numerical 
results. Table 2 shows the comparison between the experimental and numerical results on average 
crack spacing s observed at the specimen surfaces. From this comparison, we can see the numerical 
simulations are quite accurate, even by using constant material parameters. 

Table 2: Dimensionless average crack spacing s =s/L2 
300°C 350°C 400°C 500°C 600°C T0 

test simulation test simulation test Simulation test simulation test simulation
s  0.32 0.333 0.184 0.181 0.16 0.158 0.142 0.133 0.12 0.105 
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Although the morphologies are very similar between the experimental crack patterns and the 
numerical ones, the quantitative comparison on crack lengths p is not evident due to the data 
scattering of the experimental results. By assuming that each crack level obeys a Gaussian 
distribution, Jiang et al. [14] described the crack length distribution by a combined Gaussian 
function. This analysis allowed the classification of the cracks according to their length in a 
statistical manner. In Table 2, we list the average lengths of the longest cracks of the experimental 
and numerical crack patterns. The comparison shows a good agreement, even though the numerical 
simulations provide smaller crack lengths comparing to the experiments.  
The principal reason of this difference may be the blunt form of the crack tips in numerical models, 
in which the cracks were represented by damaged bands with a finite thickness.  
 

Table 3: Dimensionless crack length p =p/L2 
300°C 350°C 400°C 500°C 600°C T0 

test simulation Test simulation test simulation Test simulation test simulation
p  0.72 0.64 0.74 0.65 0.72 0.68 0.78 0.73 0.8 0.75 

 
4.3: Cracking process during the thermal shock 
 
Figure 3 shows the first crack initiations at the specimen surface. The distribution of the first 
principal stresses is also shown by means of a colouring map. From this image, we can observe that, 
at a critical time where the temperature gradient reaches a sufficiently high level, the first crack will 
appear at the location where the non-local first principal stress is maximal and fulfils the failure 
criterion (3). After that, the stresses are relaxed at this location, and the stress redistribution 
furnishes another location where the first principal stress is maximal. If the fracture criterion (3) is 
always fulfilled, a new crack onset takes place. Since the stress distribution is nearly uniform along 
the specimen surface, the first crack initiations are somewhat randomly located, depending only on 
the scattering of the numerical results. The following cracks will appear between the most distant 
cracks previously formed. This procedure will repeat until the temperature gradient is no longer 
capable to produce sufficient stress concentration to onset new cracks.  

 
Figure 3: First crack initiations 
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Figure 4 shows some different steps of the cracking process. The crack growth scheme can be 
summarized by observing these images. At the beginning, the thermal shock cracks initiate and 
propagate uniformly with approximately a nearly equal spacing (Fig. 4-a). At this step, the thermal 
shock cracks propagate simultaneously and very rapidly, then the propagation speed decreases 
gradually with release of the thermal stresses until the strain energy cannot support simultaneous 
propagation of all the cracks. Consequently, only a reduced number of cracks continue to propagate, 
whereas the other cracks stop. The crack spacing increases until 2 or 3 times larger than the 
previous one (Fig. 4-b). In the following steps, the crack growth may deviate and attempt to form 
equal crack spacing (Fig. 4-c). This procedure may repeat several times until the strain energy 
induced by thermal stresses cannot support propagation of any crack. The final simulation crack 
patterns (Fig. 4-d) are very similar to those observed in experimental results. This remark supports 
the cracking process above described.  
 
The colouring map represents the levels of first principal stresses (unity in MPa). From Figure 4, the 
locations of stress concentrations can clearly be observed. The competition amongst the stress 
concentrations at different locations leads to the formation of multi-crack failure patterns. The 
proposed damage model provides a natural manner in reproducing them. Comparing to the 
traditional treatment of fracture mechanics in which the crack growth conditions should be 
examined at each crack tip, the present method is much more simple and robust to deal with 
multi-cracking problems.    
 

 

 
Figure 4: Crack patterns at different times, T0=500°C 

 
5. Conclusions and future works 
 
In this work, a non-local failure model was described to predict crack initiation and crack growth in 
brittle materials and then implemented into a finite element code. This non-local fracture model was 
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successfully applied to simulating the crack evolution in ceramic materials subjected to thermal 
shock. From the results of the numerical simulations, the following conclusions can be formulated: 

1. The numerical simulations reproduced faithfully the crack patterns in ceramic specimens 
after quenching tests. The periodical and hierarchical characteristics of the crack patterns 
were accurately predicted; 

2. The parameters describing the crack patterns such as the average crack spacing and the 
crack lengths were correctly estimated from the numerical results; 

3. The numerical simulations allow a direct observation on crack initiation and growth in the 
specimens, which is quite a difficult task in experimental studies.  

4. The finite element implementation of the proposed non-local criterion allows accurate 
cracking simulations for real structures under thermal shock. The theoretical concept is 
clear and simple. The numerical model is robust, easy to apply to different engineering 
structures subjected to thermal shock. 
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Abstract  The purpose of this work is to evaluate the mechanical characteristics of sisal fiber reinforced 
cement mortar. The composite material was produced from a mixture of sand, cement and water in the 
proportions of 1:1:0.4, respectively. Sisal fibers, amounting to 3% of the weight of cement, were added to the 
mixture in two different lengths, namely 25 and 45 mm. Mechanical characterization of both the composite 
and the plain mortar was carried out by means of three point bend, compression and impact tests. Specimens 
containing parallel sided notches of different root radii were loaded in three point bending in an effort to 
determine the effect of the fibers on the fracture behavior of the material in the presence of discontinuities. 
The results obtained indicate that, while fiber reinforcement leads to a decrease in the ultimate compressive 
strength, J integral calculations at maximum load for the different notch root radii have indicated, 
particularly for the case of long fibers, a significant superiority of the reinforced material in comparison with 
the plain cement mortar, in consistence with the impact test data. 
 
Keywords  Composite material, Impact energy, Fracture initiation, J-integral 
 
1. Introduction 
 
It is well known that the presence of short randomly dispersed fibers in a cementitious matrix can 
result in an appreciable improvement in the mechanical behavior of the produced composite. This 
improvement is clearly manifested by the significant superiority of the composite´s toughness in 
comparison with that of the plain matrix. The increase in toughness, due to the incorporation of 
fibers, can be attributed, largely, to the fiber bridging mechanism, whereby the fibers take an active 
part in supporting tensile loading, in controlling matrix microcracking and in reducing the rate of 
crack propagation. The fiber reinforced concrete will, therefore, exhibit a pseudoductile behavior, 
maintaining considerable load carrying capacity after cracking of the matrix. 
 
Starting early seventies, a number of studies [1-4] have been made regarding the use of natural 
fibers, such as sisal and bamboo, as reinforcing elements in cement mortars and in concretes. The 
focus in these works has been on the evaluation of the mechanical properties of the resulting 
composites as a function of the characteristics of their constituents, and the results obtained have 
indicated the viability of using natural fibers as reinforcing agents in cementitious matrices. 
 
The present work was initiated with the purpose of evaluating the effect of sisal fibers on the 
compressive strength and fracture resistance of hardened cement mortar. Taking into account their 
potential use in structural applications, the evaluation of the notch sensitivity of sisal fiber 
reinforced mortar, in comparison with that of plain mortars, is considered to be an important 
undertaking. Accordingly, the J-integral approach was adopted and specimens containing deep 
notches of different root radii were cast in appropriate molds, cured and then loaded in three point 
bending. The J-integral values at maximum load were calculated and correlated with the notch root 
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radius, for both plain and reinforced mortars. Finally, the J-integral results are also correlated with 
the impact energy of unnotched prismatic bars having the Charpy dimensions.  
 
2. Materials and Experimental Procedure 
 
The mortar mixture used in the present study was composed of Portland cement PC 32, washed dry 
sand and tap water, in the proportions of 1:1: 0.4, respectively. The sand had fineness modulus of 
about 3.33, a maximum particle size of 2 mm and an apparent density of 1.6 g/cm3. 
 
As to the production of the reinforced mortar, sisal fibers, in an amount of 3% to the cement weight, 
were added to the mixture in two different lengths, namely 25 and 45 mm. The fibers had average 
mechanical properties of 670 MPa tensile strength, 4% elongation and 30 GPa elastic modulus. 
 
Compressive strength of the materials was determined making use of cylindrical specimens (50 mm 
in diameter and 100 mm in length) which were cast from the plain and reinforced mortar mixtures. 
The specimens were loaded at room temperature (23 ºC) in a universal testing machine with a 
cross-head speed of 10-5 m/s. 
 
In order to determine the load-displacement (P-δ) curves of the materials, notched prismatic 
specimens (50x50x300 mm) with 270 mm loading span were submitted to three point bending with 
a test speed of 2x10-5 m/s at room temperature. The specimens were cast from the plain and fiber 
reinforced mortar mixtures containing a 25 mm deep parallel sided notch with 0.5, 1, 1.5, 2 and 2.4 
mm root radius. Unnotched specimens with identical geometry were also tested in three point 
bending. 
 
Impact testing was carried out on unnotched prismatic specimens (10x10x50 mm), using a low 
capacity Charpy type impact machine appropriate for low toughness brittle materials.    
 
3. Results and Discussion 
 
3.1. Compressive Strength  
 
The tests pointed that the plain mortar specimens loaded in compression suffered a highly unstable 
mode of failure, whereas the fiber-reinforced mortars exhibited a more stable behavior, 
characterized by larger deformations with a gradual drop in the applied load. Table 1 presents the 
compressive strength calculated from the ultimate load. From this table it can be verified that the 
presence of sisal fibers has a deleterious influence on the strength level. Moreover, this influence 
turns out to be more significant for the long fibers in comparison with the shorter ones. This can be 
attributed to a decrease in the mortar’s density, associated with an increase in its porosity [5-6]. 
However, it should be mentioned that the specimen integrity was preserved over a wider 
deformation range in the presence of longer fibers.  
 

Table 1. Compressive strength of the plain and reinforced mortars 

Mortar Compressive Strength (MPa) 
plain 28 ± 1 

reinforced with 25 mm sisal fibers 25 ± 1 
reinforced with 45 mm sisal fibers 22 ± 1 
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3.2. Fracture Resistance 
 
The values of the maximum loads obtained during the bending tests according to the notch root 
radius (ρ) of the specimens are presented in Tables 2, 3 and 4 for the different types of mortars. In 
these tables, the maximum load corresponds to the average of three tests.  
 

Table 2. Maximum load to the notch root radius for the plain mortar  

ρ (mm) Maximum Load (N) 
unnotched 1539.1 ± 17.3 

0.5 359.1 ± 20.6 
1.0 368.5 ± 15.3 
1.5 391.9 ± 16.1 
2.0 397.1 ± 6.4 
2.4 437.2 ± 51.6 

 

Table 3. Maximum load to the notch root radius for mortar reinforced with 25 mm fibers 

ρ (mm) Maximum Load (N) 
unnotched 2195.2 ± 66.5 

0.5 801.0 ± 60.1 
1.0 845.9 ± 99.7 
1.5 858.4 ± 81.1 
2.0 992.1 ± 52.2 
2.4 1074.0 ± 83.9 

 

Table 4. Maximum load to the notch root radius for mortar reinforced with 45 mm fibers 

ρ (mm) Maximum Load (N) 
unnotched 2453.2 ± 47.0 

0.5 1014.8 ± 44.4 
1.0 1127.9 ± 26.7 
1.5 1190.6 ± 28.9 
2.0 1225.4 ± 35.2 
2.4 1494.9 ± 31.9 

 

The load carrying capacity of all mortars considered in the present study decreased with the 
presence of notches in the specimens. Concerning the notched bend specimens for all mortar 
conditions, the ultimate load was found to decrease as the notch became sharper. However, the 
incorporation of sisal fibers by the mortar was associated with an appreciable increase of the 
ultimate load during the tests, with the long fibers being more effective in promoting mortar 
resistance than the 25 mm fibers. 
 
The J-integral values at maximum load (Jm) were calculated from the integrated energy (U) under 
the load displacement curve, using the Rice estimation formula [7]. The variation of Jm with the 
notch root radius for the plain mortar is presented in Fig. 1.  
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Figure 1. Variation of J-integral at maximum load with the notch root radius for the plain mortar 

 

One may observe that the variation of Jm with ρ is in agreement with the effect normally detected 
for metallic and nonmetallic materials, where the J-integral value at fracture initiation varies 
linearly with the root radius. As fracture initiation in the plain mortar occurs essentially at the 
maximum load, Jm can, therefore, be considered a good estimate of the J-integral value 
corresponding to the event of failure initiation in the mortar. For small root radii (ρ ≤ 1.5 mm), 
though, Jm becomes independent of ρ, remaining at a constant level discriminated as JIc and 
considered as a material characteristic. The limiting root radius, which is equivalent approximately 
to 1.5 mm, is also considered a material constant of microstructural significance, apparently 
compatible with the fact that the sand, used as a constituent of the mortar mixture, had a maximum 
particle size of 2 mm. 
 
As to the reinforced mortars, the variation of Jm with the notch root radius is presented in Fig. 2, for 
both the 25 and 45 mm sisal fibers, in comparison with the Jm level of the plain mortar. In addition 
to the extremely beneficial effect of fibers on the mortar’s fracture resistance, the figure also 
indicates that a better fracture resistance of the mortar was associated with the use of 45 mm sisal 
fibers.  
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Figure 2. Variation of J-integral at maximum load with the notch root radius for the plain and reinforced 

mortars 
 

The impact energy results are presented in Table 5, for the three mortars conditions. The individual 
energy levels shown in the table correspond to the average of five tests with a standard deviation of 
about 12%.  
 

Table 5. Impact energy of the plain and reinforced mortars 

Mortar Impact Energy (J) 
plain 0.45 ± 0.05 

reinforced with 25 mm fibers 2.04 ± 0.22 
reinforced with 45 mm fibers 3.28 ± 0.35 

 

One can therefore conclude that the use of sisal fibers as a reinforcing element in mortar results in a 
considerable increase in the impact resistance and that such an increase is considerably more 
significant for the longer fibers. This beneficial influence is attributed to the fact that, even as the 
matrix cracks, the load carrying capacity is replenished by invoking fiber loading. This maintains 
the specimens’ integrity as they continue to deform and hence to absorb more energy. The 
superiority of long fibers in promoting impact resistance is related to the higher load carrying 
capacity, as well as deformability, of the mortars reinforced with such fibers.  
 
The correlation between the impact energy levels and J-integral results is presented in Fig. 3, 
whereby an essentially linear relationship is seen to exist between the two parameters.   
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Figure 3. Correlation between J-integral at maximum load and impact energy for the reinforced mortars with 

notch root radius of 0.5 and 2.4 mm 
 
4. Conclusions 
 
Regarding the study described herein, the evaluation of the effect of sisal fibers on the compressive 
strength and fracture resistance of hardened cement mortar, the following conclusions can be drawn: 
• The use of sisal fibers decreases the mortar’s compressive strength. However, the fiber-reinforced 

mortars exhibit retardation during the failure process, characterized by larger deformations and 
gradual drop in the applied load, when compared with the plain mortar.  

• The deleterious influence of sisal fibers on the compressive strength of reinforced mortar seems 
to be more significant for long fibers than for shorter ones. 

• The presence of sisal fibers in cement mortar considerably improves its fracture resistance. This 
improvement is manifested by an increase in the J-Integral values determined at maximum load in 
the presence of deep notches with different root radii. 

• Results of impact tests on unnotched specimens indicate a pronounced improvement in impact 
energy levels due to sisal fibers incorporated to cement mortar. 

• Longer sisal fibers are seen to be more effective than shorter ones in promoting fracture resistance 
of reinforced mortars.  
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Abstract  In this report, we investigate variation of stress distribution and intensity of stress singularity near 
the cross point of inclusion and free surface based on 3D element free Galerkin method (EFGM). We 
especially focus on influence of radius of curvature at vertex for stress singularity field. As for computational 
model, silicon and resin bonded structure is employed. 
 
Keywords  Stress distribution, Intensity of stress singularity, 3D EFGM, Radius of curvature at vertex 
 
1. Introduction 
 

Intensity of stress singularity near interface edge for bonded structures is investigated by a lot of 
researchers [1], [2]. Variation of intensity of stress singularity with respect to thickness of adhesive 
layer, interface width, slanted side surface have already investigated. As for the computational 
methods, the boundary element method (BEM) and the finite element method (FEM) are frequently 
used to compute stress distribution. In addition, the element free Galerkin method (EFGM) is also 
recently employed for stress analysis[3]. In this study, the EFGM is employed in stress analysis for 
bonded structures. In addition, eigen analysis based on the FEM is carried out to obtain order of 
stress singularity[4]. As the computational model, a structure made by resin with silicon plate 
inclusion is employed. We especially focus on influence of radius of curvature at vertex for stress 
singularity field in this study(See Fig.1).  
 

Contents of investigations 

1) Influence of radius of curvature for intensity of stress singularity
2) Influence of Young’s modulus of resin for intensity of stress singularity

Bonded structure model 
with radius of curvature at vertex of inclusion

Silicon

Resin

 
 

Figure 1. Image diagram of target model 
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2. Stress analysis by the EFGM and analysis of order of singularity by the FEM 
 

The characteristics of the EFGM is that the interpolation function at evaluation point is given by 
the information in the domain influence (See Fig 2.). Example of the interpolation function is 
written as Eq. (1). 
 

( ) ( ) ( ) ( ) ( ) ( ){ } { }uquququququ T
nn xxxxxx =++++= Λ332211 , (1) 

 
where q  indicates shape function, and n  indicates number of referred nodes in the domain 
influence. In addition, forth order spline function is employed as the weighting function in the 
EFGM. Procedure of discretization is same as the traditional FEM. Detail of discretization is shown 
in reference [3]. 
 

 
Figure 2. Domain influence 

 
In addition, if the order of singularity is expressed by λ , the stress distribution is written as 

11/1/1 −− ==∝ pp
ij rrr λσ . Here, p indicates characteristic root. Because the stress is expressed as 

gradient of the displacements iu , the relationship the displacements and distance r is given p
i ru ∝  

by  the integration of 1−∝ p
ij rσ . If displacements for each element are expressed by interpolation 

function shown in Eq. (2) and the interpolation function is substituted to equation of the principle of 
virtual work, a characteristic equation is finally derived as shown in Eq. (3). 
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[ ] [ ] [ ]( ){ } { }0xCBA =++ pp 2 ,                       (3) 

 
where iu is expressed by oi uu − , and iu and ou  represent spherical displacements at an arbitrary 
point in the spherical surface. In addition, ih indicates the shape function. In the Eq. (3), p  
indicates characteristic root and vector { }x  denotes superposed displacement vector in entire 
domain, and matrices [ ]A , [ ]B  and [ ]C  represent the coefficient matrices derived by finite 
element procedure. Detail of this formulation is shown in reference [4]. 
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3. Numerical experiments 
 
3.1. Variation of intensity of stress singularity K1φφ with respect to radius of curvature R 

 
In this study, a structure made by resin with silicon plate inclusion shown in Fig.3 is employed 

as a numerical model. Nodal distribution around target area and material properties are shown in 
Fig.4 and Tab.1. In case of computational model of R=0, order of stress singularity λ at vertex on 
silicon surface is obtained as 0.436. In this study, the radius of curvature R at vertex of silicon plate 
is changed as shown in Tab.2. 
   In case that tensile stress, 10MPa, is applied to top surface, stress distribution σφφ on surface in 
silicon plate with respect to angle φ is shown in Fig.5. It is seen that gradient of stress distribution 
σφφ is almost same for each angle φ. Next, comparison of stress distribution σφφ on silicon surface at 
angle direction φ=315° is carried out. The result is shown in Fig.6. It is found that stress value 
decreases with increasing the radius of curvature R and constant stress region of σφφ near point O, 
i.e., stress singularity disappearance region, increases with increasing the radius of curvature R. 
Here, in Fig. 6, solid line indicates fitting line by σφφ= K1φφr－0.436. In addition, relationship between 
intensity of stress singularity K1φφ and radius of curvature R is shown in Fig.7. From this result, it is 
found that intensity of stress singularity K1φφ almost linearly decreases with increasing the radius of 
curvature R.  

Silicon plate

Resin

Target area

10MPa

6mm

4mm

0.6mm

0.6mm

1.2mm

 
Figure 3.  Computational model 

 

r

φ

O
R

 
Figure 4.  Nodal distribution around target area 
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Table 1. Material properties 
 Silicon Resin 

Young’s modulus (GPa) 166 5.49 
Poisson’s ratio 0.26 0.32 

 
Table 2. Computational conditions 

Radius of curvature R (μm) 0.000 3.125 6.250 12.500 
Number of nodes 27,607 15,467 16,423 21,727 

 

 
 

Figure 5.  Variation of stress distribution σφφ on silicon surface 
with respect to angle φ (R=0mm) 

 

 
Figure 6.  Variation of stress distribution σφφ on silicon surface at angle direction φ =315° 

with respect to radius of curvature R 
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Figure 7.  Relationship between intensity of stress singularity K1φφ and radius of curvature R 
 

 
3.2. Variation of intensity of stress singularity K1φφ with respect to Young’s modulus of resin 
 

Next, in case of computational model, R=3.125μm, relationship between stress distribution and 
Young’s modulus of resin is investigated. In this section, Young’s modulus of silicon and resin are 
expressed by E1 and E2. First of all, order of singularity λ is listed in Tab.3. It is seen that order of 
singularity λ gradually decreases with increasing Young’s modulus of resin E2. Fig.8 shows variation 
of stress distribution σφφ on silicon surface at angle direction, φ =315°, with respect to Young’s 
modulus of resin E2. It is found that value of stress σφφ decreases with increasing Young’s modulus 
of resin E2. In addition, variation of intensity of stress singularity K1φφ with respect to Young’s 
modulus of resin E2 is shown in Fig.9. It is seen that intensity of stress singularity K1φφ decreases 
with increasing Young’s modulus of resin E2. 
 

Table 3. Order of singularity λ (In case of R=0 model) 
Young’s modulus of resin E2 

(GPa) 
0.10 0.50 1.00 5.49 10.00 

Order of singularity λ 0.545 0.437  0.429 0.436  0.384 
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Figure 8.  Variation of stress distribution σφφ on silicon surface at angle direction φ =－45° 
with respect to Young’s modulus of resin 

 

 
 

Figure 9.  Variation of intensity of stress singularity K1φφ  
with respect to Young’s modulus of resin E2 

 
4. Conclusins 
 

In this study, we investigated about the relationship between intensity of singularity K1θθ and 
radius of curvature R for computational model of a structure made by resin with silicon plate 
inclusion. As numerical methods, the EFGM is applied to stress analysis, and the finite element 
eigen analysis is applied to obtain order of singularity at vertex on silicon surface. Conclusions in 
this study are shown below. 
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Examinations for change of radius of curvature around singularity point 
・ Stress value σφφ decreases with increasing the radius of curvature R. 
・ Constant stress region of σφφ near point O, i.e., stress singularity disappearance region, increases 

with increasing the radius of curvature R. 
・ Intensity of stress singularity K1φφ almost linearly decreases with increasing the radius of 

curvature R.  
 
Examinations for change of Young’s modulus of resin in case of R=3.125μm model 
・ Value of stress σφφ decreases with increasing Young’s modulus of resin E2. 
・ Intensity of stress singularity K1φφ decreases with increasing Young’s modulus of resin E2. 
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Abstract Erosive wear, which is a complex material damage process caused by particle impacting on the 
surface of equipments, has been a major concern in oil & gas industry. In this work, we employ 
three-dimensional finite element (FE) method to investigate the erosion process under multiple particle 
impacts with both spherical and irregular non-spherical particles. We take into account both elastic-plastic 
material behaviors, which is described by Johnson-Cook visco-plastic model, and material removal, 
which is governed by the Johnson-Cook failure model. The relationships between the erosion rate and the 
particle velocity and impact angle are obtained and compared with published data. The implications of the 
current simulation results are also discussed.  
 
Keywords Erosion rate, Solid particle impact, Finite element analysis (FEA), Failure 
 
1. Introduction 
 
Erosion wear, which arises from solid particle impacting, is one of the major failure modes that 
cause offshore structure damage. Erosion is found in a wide range of equipments in offshore 
industry, in which solid particles are entrained into fluid flow in the operating process, such as gas 
turbine, oil & gas pipeline, drilling platforms, etc [1]. This damage mode affects not only operating 
process, but also safety and economics as well. Therefore, it is necessary to find a good predictive 
method to accurately predict the erosion rate for offshore equipment. 
The erosion mechanism is different in ductile and brittle materials. A number of studies have been 
performed to reveal the erosion mechanisms of ductile and brittle materials [2-6]. It is now known 
that brittle materials erode by cracking and chipping, while ductile materials erode by a sequence of 
micro-cutting, forging and fracture, etc [7]. Hence, erosion rate and mechanism are highly 
dependent on material types. 
So far, several experimental methods have been developed to determine the eroded volume of a 
material. However, the experimental data found in the literature often refer to a particular material 
without specifying their properties and operating conditions. Therefore, the experimental erosion 
rate for the same material reported by different authors can differ greatly [8]. 
Numerical simulations, such as the Finite Element Method (FEM), have also been used to 
characterize erosion wear. Previously, 2D models were mainly used to investigate the influencing 
parameters of erosion wear. However, 2D simulation cannot correctly consider the effects of 
multi-particle erosion. Hence, 3D FEM models have been often used to study the erosion process. 
For example, Alman et al. [9] studied erosion behavior of both brittle and ductile materials, and 
concluded that the impact angle is important for erosion mechanism: A ductile material exhibits the 
maximum erosion rate at an impact angle of about 20-40°, while a brittle material shows the 
maximum erosion rate at an impact angle of 90°. ElTobgy et al. [6] studied erosion wear process 
using multiple impacts with perfect spherical particles, and pointed out that single-particle impact is 
insufficient, and three or more particles are needed to simulate the erosion process. Subsequently, 
Wang et al. [7] performed finite element simulations on erosion wear with 100 sphere particles and 
analyzed the erosion rate of both ductile and brittle materials, and compared their simulation results 
with that using other computational models. 
In this study, we perform three-dimensional FEM simulations using the Johnson-Cook models to 
study the erosion rate for multiple impacts with both spherical and non-spherical solid particles on a 
deformable substrate. The main objective is to analyze the erosion rate of different particles with 
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different impact angles and velocities, and compare the present simulation results with that using 
other computational and theoretical models. 
 
2. Modeling 
 
2.1. Material model 
 
2.1.1 General property 
 
The erosion process has been studied widely using numerical approaches such as finite element 
method. One key point in simulation is the choice of material model considering strain, strain rate 
and temperature. To study erosion process, a model must have three important components: 
elasticity, plasticity, damage initiation and damage growth. In this study, the substrate material is 
Ti-6Al-4V, and elastic response of the material is assumed to be linear and defined by elastic 
modulus and Poisson’s ratio. Thermal response is ignored because of transient process. 
 
2.1.2. Plasticity model 
 
The Johnson-Cook visco-plastic model (J-C) is used in this study [10, 11]. In this model, flow stress 
σ depends on equivalent plastic strain (ε), equivalent plastic strain rate (ε), and temperature. The 
model can be expressed as follows: 

σ A Bε 1 C ln 1 T∗ ,     (1) 

where , ,  and  are material constants,  is strain hardening exponent, ε ε⁄  is the 
normalized equivalent plastic strain rate (typically normalized by a strain rate of 1.0 s-1), and T∗ is 
the homologous temperature which is defined as: 

T∗ ,         (2) 

where T	 is the current temperature, T  is the reference temperature, T  is the melting 
temperature of material. The model assumes that strength is isotropic. 
 
2.1.3. Failure model 
 
Johnson-Cook failure model is applied for the ductile failure criterion [10, 11], in which the 
equivalent plastic strain at the onset of damage, ̅ , is assumed to be a function of stress triaxiality 
( ), strain rate (ε∗) and temperature. Johnson-Cook damage model is expressed in term of the 
failure strain as follows: 

̅ 1 ln ∗ 1 ∗ ,      (3) 

where 	are material constants,  is the pressure stress (positive in tension), q is the 
von-Mises stress, and ∗	is the homologous temperature. 
In the explicit finite element method, the overall damage variable  captures the combined effects 
of all active damage mechanisms, and is computed in terms of the individual damage variables. The 
damage parameter  is defined as: 

∑          (4) 

In each finite element, ∑Δε  is calculated, and the damage parameter  for element  is 
subsequently calculated during each time step. When the damage parameter  reaches the value of 
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1, the element 	is assumed to have failed and removed from the model instantly [7]. 
 
2.1.4. Equation of state 
 
When a ductile material is impacted by erodent particles at a considerably high speed, the 
Grüneisen equation of state (EOS) [7] is used to simulate the shockwave effects for ductile material. 
The shockwave velocity υ  is much higher than the elastic-plastic wave or material velocity. 
Across the shock wave, a discontinuity takes place in material properties. The cubic shock velocity 
υ  and material particle velocity υ  obey the following relation: 

υ C Sυ           (5) 
 

Table 1. Material constants of Ti-6Al-4V 
Material properties Symbol Ti–6Al–4V 
Density  (kg/m3) 4428 
Elastic modulus E (GPa) 113.8 
Poisson’s ratio  0.31 
J-C yield strength A (MPa) 1098 
J-C hardening coefficient B (MPa) 1092 
J-C strain hardening exponent n 0.93 
J-C strain rate constant C 0.014 
J-C softening exponent m 1.1 
Melting temperature Tm (K) 1878 
J-C damage constant d1 0.09 
J-C damage constant d2 0.27 
J-C damage constant d3 0.48 
J-C damage constant d4 0.014 
J-C damage constant d5 3.87 
Elastic bulk wave velocity C0 (km/s) 5.13 
Slope in  vs.  diagram S 1.028 
Grüneisen coefficient  1.23 

 
where  is the elastic bulk wave velocity. For compressed materials ( 0), the pressure is 
defined as follows: 

/ / ,       (6) 

For expanded materials ( 0), the pressure is defined as follows: 
E         (7) 

where  is the Grüneisen gamma,  is the first-order volume correction to , and /
1,  is for current density, and  is initial density. The material constants for Ti-6Al-4V are 
listed in Table 1.Table 1 [6]. 
 
2.2. FE model 
 
The erosion wear process is simulated using a commercial finite element solver, ABAQUS/Explicit 
(Version 6.11-2). The analysis is performed using Lagrangian formulation. In previous study, 
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ElTobgy et al. [6] reported that single particle impact is insufficient to simulate the erosion process, 
three and more particles are needed to analyze multiple particle interactions. In this study, 5 
particles are used to ensure the accuracy of the model. In general, the erosion rate (%) is used to 
describe the erosion wear performance of the substrate material. Our objective is to analyze the 
material erosion rate under various processing conditions. The erosion rate is defined as [7]: 

	 	 	 	 	 	

	 	
     (8) 

 
2.2.1. Impact particle 
 
Two kinds of impact particle are used in the present simulation study, that is, spherical and irregular 
non-spherical particles. The purpose is to consider the effect of particle shape on material removal 
mechanism. The impacting material is steel with a density of 7800 kg/m3. In the finite element 
model, the impact particle material is modeled as a rigid body. The element for the impact particle is 
3-node and 4-node bilinear quadrilateral rigid elements (R3D3 and R3D4). 
 
2.2.2. Impact substrate 
 
The substrate is modeled as a deformable elastic plastic material, and the eight-node brick 
hexahedral element with reduced integration and hourglass control (C3D8R) is used to mesh the 
substrate. The accuracy of the material removal prediction is tested with different grid sizes for 
convergence test. In this study, mesh size is chosen to ensure neither time-consuming nor leading to 
unreasonable discrepancy. Figures 1 and 2 show the FE model of spherical and irregular particles. 
General contact is defined between the impacting particles and substrate material. The contact 
property is assumed to follow coulomb friction, and the friction coefficient between impact particle 
and substrate is assumed to be 0.2 [12], the boundary condition is applied to ensure that the 
substrate is fixed for bottom plane and the particles rotation are constrained in all three directions. 
 

    
Figure 1. Spherical particle FE model   Figure 2. Irregular particle FE model 

 

When particles impact the substrate, some of impacts, depending on the impact velocity and angle, 
will only deform the material surface without causing material removal, leading to the hardening of 
substrate material. In the previous attempts of erosion wear process simulation, most of them do not 
consider such hardening effect. In practice, the influence of multi-particle impacts is obvious in 
erosion process since the impact contact may change after multiple impacts. Therefore, although 
ideal cases, in which particle impacts with the same velocity and angle are employed, it is still 
necessary to adopt the multiple particle impact model. Figure 3 shows the material removal after 
each spherical particle impact. It clearly shows that the material removal increases with increasing 
impact times under the same impact condition. 
ElTobgy et al. [6] showed that the erosion rate is affected by a number of system parameters, such 
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as particle velocity and impact angle, etc. Here we would like to calculate the erosion rates for 
various cases with a velocity range of 70-130m/s (10m/s interval) and an angle range of 20-75°. In 
addition, ElTobgy et al. [6] also pointed out that the sphere sizes have no obvious influence on 
erosion rate. Therefore in the present paper, we fix the sphere size, that is, the volume of the 
irregular impact particle is chosen to have the same volume as the spherical one with a diameter of 
1mm. The same velocity and angle ranges for both spherical and irregular particles are used in the 
present study. The detailed analysis will be presented in the next section. 
 

 
          (a) after 1st Sphere    (b) after 2nd Sphere    (c) after 3rd Sphere 

 
                (d) after 4th Sphere     (e) after 5th Sphere 

Figure 3. Material removal for 5 particle impacts sequentially (velocity =100m/s, angle = 30°) 
 
3. Results and discussion 
 
3.1. Effect of impact velocity on erosion rate 
 
To calculate the erosion rate, we perform FE simulations on the impact of spherical particles at an 
impact angle of 45° and different velocities using the same substrate and impacting material. Table 
2 shows the cumulative mass loss of substrate material after each sphere impact. It is seen that when 
the velocity is low, no material removal occurs or mass loss is relatively small. When the impact 
velocity is high, however, more mass loss occurs and in some cases, the penetration occurs after 
several particle impacts. 
 

Table 2. Cumulative mass loss of the substrate material (10-6kg) 
Angle Velocity (m/s) 1st Sphere 2nd Sphere 3rd Sphere 4th Sphere 5th Sphere 

45° 70 0 0 0 1.10E-03 6.70E-03 
 80 0 0 5.60E-03 2.66E-02 5.37E-02 
 90 0 3.90E-03 3.10E-02 7.20E-02 1.16E-01 
 100 0 1.44E-02 6.53E-02 1.20E-01 1.78E-01 
 110 5.00E-04 3.60E-02 9.96E-02 1.68E-01 penetration
 120 5.50E-03 5.86E-02 1.44E-01 penetration  
 130 1.55E-02 9.91E-02 2.08E-01 penetration  
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Figure 4 shows cumulative mass loss of the substrate material after 5 sphere particle impacts. It is 
seen that the material removal is very small after the first impact and then increases with the 
number of impacts. In some cases, impact particles are able to penetrate into the substrate, which is 
not included in the cumulative mass loss. 
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Figure 4. Variation of cumulative substrate mass loss 

 
As defined in the above section, erosion rate is the ratio of the cumulative mass loss of the substrate 
and the weight of impact particles. The relationship between erosion rate and impact velocity was 
proposed following a power law function from publications [13 - 16], that is, 

	 		 ∝ 			         (9) 
However, the exponent value n differs with different literatures. Finnie [13] proposed the exponent 
of 2 and Hashish [14] gave a value of 2.5, respectively. Scheldon et al. [15] experimentally obtained 
an exponent value in the range of 2-3, while Yerramareddy et al. [16] reported a value of 2.35 for 
Ti-6Al-4V. In general, the exponent value n is in the range of 2.0 - 2.7. For metallic material, the 
value is in the range of 2.0 - 2.5 [6, 7]. 
Figure 5 shows the relation of erosion rate with the impact velocities in log - log scale. The slope of 
linear fitting curve gives an exponent value  equal to 2.22 for Ti-6Al-4V, which is in accordance 
with the range reported by other researchers [13-16]. In addition, ElTobgy et al. [6] explained the 
reason for the relation between velocity and erosion rate in terms of energy aspect. 
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Figure 5. Erosion rate vs. velocity in log-log scale 

 
Similarly, the relations between erosion rate and impact velocity have also been analyzed with 
irregular non-spherical particles. Figure 6 shows erosion rate and velocity relationship in log-log 
scale. The exponent value provided by the slope of linear fitting curve is 2.40, which is also in the 
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reported range [13-16]. However, the simulated exponent for irregular particles is higher than that 
for spherical particles. It can be explained from energy conversion. It is known that the kinetic 
energy is transformed into strain energy during impact. In this irregular non-spherical impact case, 
more kinetic energy is transformed into strain energy, resulting in more wear damage. Hence, at the 
same velocity, the erosion rate of the substrate material under irregular particle impacting is higher 
than that under spherical particle impacting. It will be interesting to investigate material removal 
with different particle geometries (cubic, tetrahedron, pentahedron, etc) in the future work, and 
study the relationship between erosion rate and geometry. 
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Figure 6. Erosion rate vs. velocity in Log-Log scale 

 
3.2. Effect of impact Angle on erosion rate 
 
Impact angle is also an important parameter influencing solid particle erosion. It was reported that 
the maximum erosion rate angle is a function of substrate material and is independent of erodent 
material properties [17]. Figures 7 and 8 show the relation between erosion rate and impact angle at 
velocities of 100m/s and 80m/s, respectively. Clearly, at the two different impact velocities, the two 
patterns are very similar, with the maximum erosion rate for both cases occurring at angle of 40-45°. 
ElTobgy et al. [6] obtained peak erosion rate at a 40° angle for Ti-6Al-4V, Wang et al. [7] reported 
maximum erosion rate at about 30° for the same substrate material, while Yerramareddy et al. [16] 
experimentally determined the maximum erosion rate occurs at an angle of 35-40°. Hence, the 
ranges of maximum erosion rate predicted from our finite element model are close to that from 
these literature data. 
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4. Conclusions  
 
We have performed FE simulations to study the erosion rate of a deformable substrate under 
multiple impacts using both spherical and irregular non-spherical solid particles. The material 
model employed is Johnson-Cook visco-plastic model for plastic deformation and Johnson-Cook 
material failure criterion for material removal. A five-particle impact process is employed to analyze 
the erosion process. The relations between the erosion rate and the impact angle and velocity have 
been obtained and compared with literature data. It is found that the erosion rate and velocity obey a 
power law relation and the exponent value obtained from our finite element simulation is in 
accordance with the literature ones. The exponent for irregular particles is higher than that for 
regular sphere particles. The impact angle for the maximum erosion rate predicted from our finite 
element simulation is in the range of 40-45°. This range agrees well with the published data. 
Interesting future research works include the establishment of the relation between material removal 
and particle geometry and the application of the model to study the erosion processes in complex 
offshore structures. 
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Abstract Crack layer (CL) model is applied for modeling of brittle fracture of engineering thermoplastics. It 

specifically used in polyethylene structures, where a process zone (PZ) formed in front of crack is a narrow 

wage-type layer consisting of drawn fibers and membranes. To model CL requires an evaluation of stress 

intensity factors (SIF) and crack opening displacements (COD) within the crack and PZ domains. This paper 

is aimed to construct SIF and COD formulas for three specific geometries: a semi-infinite crack in an infinite 

solid; a single-edge notched specimen, standard Pennsylvania notch test (PENT, ASTM F 1473) and a new 

stiff constant-K (SCK) specimen. The approximate SIF and COD formulas are expressed as superposition of 

two elastic solutions one due to remote load and another associated with closing forces. The paper presents 

the computational technique in details. The approximate expressions of SIF and COD are used to present the 

method of computation the shape and the size of PZ, as well as the crack and PZ driving forces. The CL 

parameters then are used in simulation of CL growth and prediction of the lifetime of engineering structures 

made of thermoplastics. 

 

Keywords  Crack layer model, slow crack growth, process zone, Green’s function 

 

1. Introduction 
 

In continuum mechanics, a crack is conventionally considered as an ideal cut in an elastic, 

elasto-plastic or visco-elasto-plastic medium. The concept of surface (fracture) energy associated 

with crack faces introduced by Griffith [1] was the first important step in thermodynamics of brittle 

failure. Barenblatt [2, 3] proposed a simple model of cohesive forces acting along the crack surfaces 

in a vicinity of crack tip. A year later Dugdale [4] independently developed a similar model for 

plastic deformation along an extension of crack-cut. Mathematically the two models turn to be 

identical and are commonly referred to as the Dugdale-Barenblatt (D-B) Model (also known as 

Cohesive Zone Model). The essential assumption of D-B model is that the stress singularity at the 

crack tip vanishes due to cohesive forces or plastic deformation at the crack front zone. Formally it 

expressed as zero stress intensity factor (SIF, K ), i.e., 0K  . However, the stress singularity results 

from two basic assumptions of linear elastic fracture mechanics: 1) linear elastic stress-strain 

relations are maintained in near crack tip region without limitation; 2) the crack is ultimately sharp 

with zero curvature at the tip. In real engineering materials, however, neither of these two 

assumptions is correct. Indeed, 1) a damage in form of crazing, micro-cracking, shear-banding, 

cavitation etc. is formed in response to high stresses and the crack-damage interaction limits the 

stress level in the damage zone region; 2) large deformation of the crack front region results in the 

positive crack tip curvature, even when it could be zero before loading. It implies that the crack in 

engineering materials is commonly surrounded by a damage zone (generally called “process zone”) 

and the crack-damage interaction plays the major role in formation of stress field as well as in 

fracture propagation process. 

 

This leads to an alternative approach to studies of SCG known as Crack Layer (CL) model [5, 6]. 

CL model was originally proposed more than 3 decades ago and after that was further developed 

and applied for modeling various aspects of brittle fracture process [7-13]. In CL model the crack 

and the process zone, which usually precedes and surrounds the crack during fracture propagation 

in plastic components, considered as one thermodynamic system, Crack Layer. In HDPE, the 

process zone (PZ) is a thin wedge shape layer of cold drawn fibers and membranes. The stress and 

strain fields in CL model can be presented as a superposition of that in the specimen with cut off CL 
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subjected to an external load ( F
 or 

) and a thin wedge shape PZ domain with variable width 

0  of original material that undergoes cold drawing under a distributed closing tractions 
dr  as 

shown in Figure 1. 

 

Figure 1. Decomposition of Crack Layer Model. 

 

Accordingly, CL growth is decomposed into two closely coupled processes: 1) the PZ growth into 

the surrounding original material; 2) the crack penetration into the PZ [13]. 

 

The thermodynamic forces for such elementary processes are conventionally presented as the 

derivatives from Gibbs potential of the system with respect to the corresponding CL geometrical 

parameters such as the crack and the PZ lengths. Performing the calculations one can show that the 

thermodynamic force driving PZ growth 
PZX  is expressed as [13]: 

 
2 PZ

PZ trtot

PZ

K V
X

E



  

 
, (1) 

where totK  is the total SIF presented as the sum of SIF due to remote load   and SIF due to 

traction dr  along the PZ boundary; E  plane strain Young’s modulus; 
tr  the specific energy 

of transformation, i.e., the work required to transform a unit mass of original material into an equal 

mass of oriented unstressed state plus the difference of strain energy densities in the original and 

drawn states; 
PZV  PZ volume; and PZ  process zone size. 

 

Similarly, the crack driving thermodynamic force 
crX  has the following form [13], 

 1 2CR crX J   , (2) 

where 1

crJ  is the energy release rate due to crack extension into the PZ, when PZ is stationary, and 

2  is surface (fracture) energy per unit length. 

 

A stationary CL configuration takes place, when the thermodynamic forces are not positive, i.e., 

0PZX   and 0CRX  . The equilibrium is achieved, when the both forces equal zero. At a small 

deviation from equilibrium, a thermodynamic system has a tendency to return to the equilibrium 

state. However, fracture is an essentially irreversible process: there is no “healing”, when the PZ 

fibers are broken, or PZ advances into the original material via cavitation followed by cold drawing 

of the material between the cavities and formation of membranes and fibers. Thus, when CL departs 

from one stationary state, it moves into next stationary configuration. Such process of crack layer 

propagation continues by crack and process zone assisting mutual growth. The described CL 

propagation is formalized in the following system of coupled ordinary differential equations with 

respect to the crack length ( cr ) and the PZ size ( pz ): 
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1

2

, 0, 0, 0

, 0, 0, 0

CR CR CR

cr cr

PZ PZ PZ

pz pz

k X if X and if X

k X if X and if X

    


   

, (3) 

where 
1k , and 

2k  are the kinetic coefficients, which are evaluated experimentally. 

 

Evaluation of CL driving forces requires a computation of SIF and crack opening displacement 

(COD). In this paper we present a semi-analytical method of SIF and COD computations. The 

method is illustrated by solution for three geometries: a semi-infinite crack in an infinite solid; a 

single-edge notched specimen, standard PENT specimen (ASTM F 1473) and a stiff constant-K 

(SCK) specimen. The approximate formulas for SIF and COD are expressed as superposition of two 

elastic solutions for the listed above samples due to: 1) remote load 
 or F

 ; and 2) closing 

force 
dr . The close form solution for a semi-infinite crack in an infinite homogeneous and linear 

elastic solid is used as the basic expression. The solution for any finite specimen geometry is 

constructed by introducing a geometry correction factor to the basic expression. The Green’s 

functions technique is effectively used to construct analytical expressions for SIF and COD. Then, 

the approximate expressions for SIF and COD are employed in computations of the CL driving 

forces and simulations of the slow fracture propagation process in HDPE [8, 13]. 

 

2. Semi-Infinite Crack in an Infinite Plate 

 
2.1. SIF Formula 

 

The decomposition shown in Fig. 1 is first applied to the semi-infinite crack in an infinite 

homogeneous and linear elastic solid subjected to a distributed load 
 over L  and a crack 

closing load dr  on PZ (see Figure 2 below). L  is the length of CL, which is the summ of actual 

crack length cr  and PZ size pz , i.e., cr pzL   . The SIF Green’s function for the 

semi-infinite crack is well known: 

  
2SIFG x
x

 , (4) 

where the origin of the coordinates is placed at the crack tip. 

 

 
Figure 2. Decomposition of the problem of a semi-infinite crack in an infinite plate subjected to a distributed 

load  and a closing force dr  on PZ. 

 

For the boundary conditions and loading shown in Figure 2 a and b, SIFs are readily obtained by 

the standard application of Green’s function: 

Boundary Condition a:       
0

2 2
( )

L

SIF

I

L
K K G x dx


 




      ; (5) 
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Boundary Condition b:       
0

2 2
( )

pz

dr pzSIF

dr I dr drK K G x dx


 


    . (6) 

By applying the superposition to stress filed, the total SIF for the semi-infinite crack loaded as 

shown on the left side of Figure 2 is: 

  2 2
tot dr dr pzK K K L 


      . (7) 

2.2. COD Formula 

 

The COD (x) is convenient to express in the following integral form using an axillary fictitious 

force Q (x) perpendicular crack face [14]: 

 
0 1

2
( ) ( , ) ( , )

'

L

I I

Q

x K K Q d
E

    



   . (8) 

We select the origin of coordinate at the beginning of distributed load
, i.e., on the distance L 

from the crack tip (see Figure 2a). For calculations of COD   due to distributed load two cases 

should be considered: Case I: 0 x L  , x L   and Case II: 0x  , 0 L  . 

 

In the Case I, 

    
1

2
, ( , ) ( , )

'

L

I I Q
x

x K K Q d
E

       
    (9) 

Substituting Eqs. 4 and 5 into Eq. 9, one can find the COD formula. It is noted that x  in Eq. 4 

should be replaced by x   due to the change of the origin. Finally, the COD is:  

Case I:  
8

,
'

L

x

x d
E x


  

 


 


 ; and Case II:  

0

8
,

'

L

x d
E x


  

 


 


  (10) 

Performing the integration in (10), and shifting the origin to the crack tip one finds the COD:   

  
 48

, ln , 0
L x x L

x Lx x
E E x L


  

 


 

 
   

  
. (11) 

The reduction of COD due to the closing force dr  is determined by the same procedure. It takes 

form:  

  
 48

, ln , 0
pzdr pzdr

dr dr pz

pz

xx
x x x

E E x


  

 


   

  
. (12) 

The analytical expression for total COD for the semi-infinite crack loaded as shown in Fig.2 is:  

 

 
 

 

48
( , ) ( , ) ln

48
ln

tot dr

pzdr pzdr
pz

pz

L x x L
x x x Lx

E E x L

xx
x

E E x


    

 



 




 
   

  


 

  

. (13) 

Figure 3 shows an example of COD profile for normalized stress 0.4dr     and CL sizes
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0.1pz pz cr  . Clearly the COD formula captures the beak-type opening at the tip of the crack. 

 
Figure 3. A COD in the crack – load configuration shown in Figure 2 left. Dashed line is COD due to �̅� =

0.4; the negative COD is the closure due to drawing stress ℓ̅𝑝𝑧 = 0.1. 

 

3. Single Edge Notch Specimen 
 

The PENT is a standard test widely used for evaluation of the slow crack growth (SCG) resistance 

of polyethylene (PE) pipes. In PENT the failure time is recorded and used to rank various PE with 

respect to SCG resistance.  

 

3.1. SIF Formula 

 

A single edge notch (SEN) specimen is used in PENT. The specimen is subjected to a constant load 

( 2.4MPa  ) and undergoes creep until failure. A closing load dr  is applied on the PZ that is 

in front of actual crack. The SIF due to   is determined in the following way [14]: 

   1( / )IK K L F L W       . (14) 

where, L  is CL length ( cr pzL   ) in mm , W  the width of the specimen in mm . The 

correction factor  1F L W  with better than 0.5% accuracy can be found in [14]. 

 

Similarly the SIF Green’s function for SEN specimen is ( x is counted from the edge) is: 

  2

2
,SIF

SENG F x L L W
L

  , (15) 

with the correction factor  2F L W given in [14]. Thus,  2

2
,

cr

L

dr
drK F x L L W dx

a




   and by 

superposition one readily finds the total SIF expression in terms of known correction factors: 

  1 2

2
( / ) ,

cr

L

dr
totK L F L W F x L L W dx

L


 


    . (16) 

 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-6- 

 

3.2. COD Formula 

 

The COD depends on the crack size cr , the PZ size pz , the width of the specimen W , and the 

load. It is convenient to normalize the crack size and PZ size as follows cr cr W  and 

pz pz cr . The COD for PENT specimen has been evaluated numerically using FRANC2D. The 

calculation has been carried on a series of PENT specimen configurations with 0.35, 0.45, 0.55cr  . 

For each
cr

, the normalized PZ size varies 0.1, 0.2, 0.3, 0.4pz  . By comparing the numerical 

results with COD for the semi-infinite crack, we obtain the COD expression for the PENT. Here 

“comparison” means the first term on the right hand side of semi-infinite crack solution (Eq. 11) is 

replaced by the Williams expansion [15]  1 2 3 2 5 2 ...ax bx cx   , x  is the distance measured 

from the tip of the PZ, and the higher order term are ignored. The difference is represented by 

Diff  throughout the paper. The coefficients a , b , and c  are determined for each combination 

of cr  and pz  by least squares fitting. Analytical expressions for three coefficients are provided 

by fitting the numerical results. 

 

Hence, the normalized COD due to the remote load   is the sum of Diff  and the second term 

in the right hand side of the semi-infinite crack solution (Eq. 11): 

    2
18 1

( , ) 1 ln
2 1

pz pz

cr pz pz

pz pz

xW
x x a bx cx x

E x


  




 

  
       

   
 

. (17) 

 

The same procedure is applied to the COD due to dr , except that the second term on the right 

hand of Eq. 12 instead of Eq. 11 is used. It leads to the following expressed: 

    28 1 1
( , ) 1 ln

2 1

dr
dr dr cr pz

W x
x x a b x c x x

E x


  



 
        

   

. (18) 

The total opening tot  is: tot dr    . 

 

4. Constant-K Specimen 

 
Equation of SCG is commonly formulated as a functional relation between crack growth rate and 

SIF that usually depends on the remote load, crack and PZ lengths (CL size) as well as specimen 

geometry. Thus, one needs to monitor crack and PZ lengths in real time to formulate CL growth 

equations. It is technically challenging to monitor CL dimensions in SCG process in not transparent 

materials. A specimen for which SIF does not depend on crack length allows one to reconstruct the 

SCG rate ~ SIF relations without monitoring the process. Tapered Double Cantilever Beam (TDCB) 

has long been used for crack growth studies in metals [16]. Unfortunately, in application to 

polymers, TDCB specimen displays a very large deformation that compromises the assumptions of 

linear elasticity. A stiff constant-K (SCK) specimen has been design for relatively soft materials 

[13]. It is stiffer than TDCB and a few other alternative specimen geometries examined. That was a 

reason for the name. The diameters and locations of holes are designed to maintain the constancy of 

SIF. The side grooves reduce the plane stress effect in the surface layers. 

 

4.1. SIF Formula 
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In SCK specimen, SIF due to remote load F  is independent on crack length in the crack size 

range 0.15 0.4cr W   and simply related to the applied load ( F , 0B , eB , and W  are 

specified in Figure 5): 

   6.56I

eff

F
K K F

B W


   . (19) 

           

The Green’s function for SIF due to self-equilibrated double forces applied to the crack faces in 

SCK specimen is obtained by introducing a correction factor to the Green’s function of semi-infinite 

crack in an infinite solid (
2semiG
x

 ): 

  
1 2 3 2

2

2
( , , )SCKG x L W x x

x L L

 


   . (20) 

where x  is the distance from the tip of crack layer (CL), L  is CL length ( cr pzL   )  

Thus, the SIF due to dr  is obtained by integrating the Green’s function over the PZ size and the 

total SIF totK  is obtained by tot drK K K  . 

 

4.2. COD Formula 

 

Based on numerical analysis of SCK specimens with different geometries ( pz L 0.1, 0.2, 0.25, 

0.3; and L W  0.2, 0.25, 0.3, 0.35), the COD   and dr  at a point x  due to the remote load 

F and dr  respectively can be presented in the following forms: 

   

2

2

0

8

e

F x x x

E L L LB B
   






 
   

  
 and 

2

2

8
' ' '

'

dr
dr

pz pz pz

W x x x

E


   



 
    

 

 (21) 

The coefficients  ,  , and are functions of only one variable L/W and the coefficients  ,   , 

and    are simple functions of pz , L  and W . The total opening is: tot dr    . 

 

The same approach is readily applicable to other specimen geometries. Thus, the evaluation of CL 

parameters is the building block for calculation of CL driving forces and simulation of CL growth.  

 

5. Examples of Crack Layer Growth Simulation 
 

The process zone driving force PZX  monotonically decreases with increase of PZ size. The 

equilibrium PZ size eq

pz
 corresponds to vanishing of the corresponding thermodynamic force: 

 
2

0
'

pz

PZ
trtot

PZ x

K V

E





  


. (22) 

The experimental determination of the equilibrium PZ size is conducted by direct observations of 

striations of fracture surface in discontinuous CL growth. A comparison of calculated equilibrium 

PZ size eq

pz
 with experimental data (Figure 4 (a)) at elevated temperature is shown in Figure 4 (b). 
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Note the experimental equilibrium size of process zone is measured directly from the fracture 

surface as shown in Figure 4 (a). The CL model predictions agree very well with observations. It is 

also interesting to compare eq

pz
 with conventional D-B model prediction. The process zone size 

DB

pz  in D-B model is determined by the requirement 0totK 
 
with totK  defined by 

tot drK K K  . It is also shown in Figure 4 (b) that the experimentally observed equilibrium size 

of process zone eq

pz
 is significantly smaller than 

DB

pz  predicted by D-B model. In this specific 

example, the equilibrium size of process zone eq

pz
 is within the range of 1.3~2.8mm, whereas D-B 

prediction 
DB

pz  is between 3.8~8.8mm, three times larger. This could be expected since the D-B 

model ignores the energy dissipation by cold drawing of original material into the oriented fibers of 

PZ. There are clear trends in eq

pz
 dependency on load and temperature: 1) For a given temperature, 

the equilibrium PZ size eq

pz  
linearly increases with increase of load; 2) For the same value of K∞, 

eq

pz
 increases with increase of temperature; 3) The eq

pz  
in CL model is significantly smaller than 

the D-B zone size; 4) The difference between the equilibrium PZ in CL and  D-B zone sizes 

increases with increasing load. 

 
(a)                                       (b) 

Figure 4. (a). Fracture surface of a CT specimen test at 80°C (Note: the first striation is resulted from the pre 

load and thus ignored); (b) Comparison of predicted eq

pz  
values with observations from (a). 

 

The PZ and crack thermodynamic forces (Eqs. 1-2) are non-linear functions of crack and process 

zone lengths. Thus, the system of Eq. 3 despite of its simple appearance is a nonlinear system of 

ODE, solution of which calls for numerical methods. Below we show two examples of numerical 

simulation of CL growth in a compact tension (CT) specimen that has the same geometry as SCK 

except holes. SIF in CT specimen increases with crack length. The first example is shown in 

Figures 5 (a). It presents a discontinuous, stepwise crack layer growth from one stationary CL 

configuration to the next one.  

 

At the beginning the crack is stationary, whereas PZ grows toward its equilibrium size 9.5L mm . 

The first equilibrium size of CL L  is reached in about 4t hours , and is maintained constant 

until the degradation of PZ material triggers the crack growth into PZ. It is depicted by the lower 

dash line moving up at 28t hours . The crack propagates through PZ and gets arrested at the time 

33t hours , when it meets the original material at the tip of PZ. PZ grows accompanying the crack 

growth, since 0PZX   during this time; PZX  decreases with an increase of the PZ length and CL 
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reaches the second stationary configuration, when PZX  vanishes. A newly drawn material 

constitutes the new PZ. Then, the same degradation process takes over the drawn material and crack 

propagates through the second PZ the same way as in the first step. In CT specimen, the maximal 

value of PZX  increases with CL length. As a result, the equilibrium PZ size increases and the 

duration of steps decreases with step number leading to an accelerated CL growth and final 

instability and transition to rapid crack propagation. 

 
(a)                                      (b)                                        

Figure 5. (a) Numerical simulation of discontinuous crack layer growth for a CT specimen at 80°C; 

(b) Numerical simulation of transition from continuous to discontinuous CL growth. 

 

The second example presents a different scenario of CL propagation: a transition from continuous to 

a discontinuous, stepwise CL growth shown in Figure 5 (b).  

 

In this case, at the beginning, the PZ material degradation rate is comparable with the rate of PZ 

growth. In such case, the crack starts to grow into PZ before PZ reaches equilibrium. This process 

appears as continuous CL growth and the lines of ( )cr t  and L(t) practically coincide up to 

33t hours  as shown in Figure 5 (b). However, with increase of totK  the PZ growth rate 

increases whereas the degradation rate of PZ material is the same. Thus, PZ “runs” away from the 

crack and PZ size becomes larger and larger and finally reaches the equilibrium size. It triggers a 

transition of from continuous CL growth mechanism to the discontinuous one. After such transition, 

the same process of discontinuous CL growth as described above (Figure 5 (a)) takes place. 

 

For comparison with the vast literature on phenomenological crack growth studies, we introduce an 

average rate of crack layer growth L   as a ratio between CL length increment in discontinuous 

growth and the duration of corresponding step. A correspondence between L   and the SIF due 

to remote load K  in double logarithmic scale represents the crack layer growth simulation in the 

conventional Paris-Erdogan equation form. The rate L   depends on basic fracture parameters 

such as kinetic coefficients 1k  and 2k  in Eq. 3, dr , tr and  as well as elastic and creep 

properties. It also depends on specimen shape and size, crack size as well as the magnitude and rate 

of applied load. The relation between the numerical simulation of L   and the remote load SIF 

K  allows one to establish a correspondence between empirical coefficients in Paris-Erdogan 

equation and basic material properties. Apparently, there are changes in the SCG pattern depending 

on load, CL size and temperature. It can be translated into different powers in Paris-Erdogan 

equation. 
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6. Conclusions 

 

The focus of the paper is brittle fracture in PE structures resulting from crack growth. We outlined 

an alternative to the conventional approach for lifetime assessment. Our approach consists of a 

sound physical model of SCG and numerical simulation of the process. A combination of modeling 

and experimental work is required to evaluate the basic parameters employed in constitutive 

equations of the model. After that the numerical simulation of SCG can be readily performed. The 

experimental work is convenient to conduct with SCK specimen, since no in-situe observation is 

required and numerical tools for data analysis are developed. Note: the crack initiation time is 

ignored. Thus, the lifetime assessment is a conservative one: it gives the lower bound of life 

expectance.  
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Abstract  In this paper a non-local coupled plasticity and damage model for nuclear graphite is presented. 
The model is the adaption of an existing model for quasi-brittle materials that allows for the degradation (as 
a function of load) of the material properties. The model arises from the continuum-based approach and uses 
concepts of isotropic damaged elasticity in combination with isotropic tensile and compressive plasticity to 
represent inelastic behaviour. In this work fracture of Gilsocarbon polygranular graphite is simulated in the 
FE environment for compact tension and three point bend specimens. The model consists of a combination 
of non-associated multi-hardening plasticity and scalar (isotropic) damage elasticity that describe the 
irreversible damage that occurs during the fracturing process in graphite. The simulations exhibit the 
observed softening and degradation of the material and found to be size and geometry independent. 
 
Keywords  Nuclear graphite, fracture mechanics, micro-cracking, non-local damage plasticity model. 
 
 
1. Introduction 
 
Nuclear graphite, a high purity grade polygranular graphite, is used for structural components as 
well as neutron moderators in high temperature nuclear reactors. Functionally, graphite components 
are arranged in the form of keyed bricks to accommodate the thermal and radiation induced 
deformations throughout the life of a reactor. Potentially, these dimensional changes may lead to 
stresses that are sufficient for crack initiation in the brittle graphite, particularly at keyway roots and 
other discontinuities. The structural integrity of such components is of importance, and has been 
assessed historically with either probability of failure methodologies (such as the Weibull approach) 
[1–4] or the fracture mechanics methodology [5–12]. 
  
Weibull’s weakest link theory anticipates that the larger the volume of material the greater the 
chance that a defect exists within the volume [13]. Simple application of this theory is inconsistent 
with experimental results; failure predictions of graphite components from small specimens do not 
agree with those of larger specimens [14]. An adaptation to the Weibull approach has been 
proposed by Hindley et al. [1] which incorperates a fixed volume size to ensure size independence; 
however, the results have shown to be conservative [1]. 
 
Recent studies have shown graphite behaviour to be non-linear [15] for non-irradiated medium 
grained graphites (Gilsocarbon and NBG10).  Crack propagation is associated with a fracture 
process zone (FPZ) in which extensive micro-cracking results in irreversable energy dissipation. 
One of the biggest challenges in predicting component failure in graphite when using conventional 
fracture mechanics is that the fracture process is influenced by the graphite’s micro-, meso- and 
macrostructures, which are characterised by the number and distribution of internal pores and 
cracks [15]. For example, crack propagation in Gilsocarbon is primarily linked with damage 
initiation and propagation from these internal features. In a notched specimen under an increasing 
load, isolated and randomly distributed micro-cracks develop predominantly ahead of the notch tip 
and propagate orthogonally to the tensile strain in the loading direction. It is during this phase that 
damage accumulates; ultimately the micro-cracks coalesce into a macro-crack. The propagation of 
the macro-crack is accompanied by bridging or branching through the maze of micro flaws and is 
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preceded by a fracture process zone (FPZ) ahead of the crack tip. Therefore, fracture processes in 
graphite may depend primarily on the stability of the interfacial cracks (micro-cracks) which is a 
function of the material structure [6,15,16]. 
 
Becker et al. [15] has shown, using the Double Torsion geometry [17] and an algorithm to calculate 
the fracture parameters from digital image correlation obtained displacement fields [18], that:  
  - The LEFM fracture parameters GIc or KIc are dependent on specimen geometry and size. 
  - The non-linear contributions to the energy dissipated during fracture seem dependent on 

specimen geometry and size. 
  - R-curve behaviour seems dependent on specimen geometry and size. 
 
However 
  - The elastic contributions to the energy dissipated during fracture appear to be independent of 

specimen geometry and size. 
 
These mechanisms of fracture are not unique. Quasi-brittle materials, like concrete, rock and many 
other materials including various fiber composites and particulate composites, coarse-grained or 
toughened ceramics, ice, cemented sands, grouted soils, bone, paper, wood, wood-particle board, 
etc experience similar mechanism of fracture [19]. Such materials are generally considered as brittle, 
yet behave in a non-linear fashion due to the development of a sizable FPZ that can occupy a large 
portion of the structure and is believed to be geometry and size dependent [19]. 
 
One way to model quasi-brittle fracture is the use of a non-local damage plasticity model, such as 
proposed by Lubliner and coauthors [20] and Lee and Fenves [21]. Here, the behavior of micro 
cracking is modelled on a macroscopic level by stiffness degradation combined with plasticity to 
provide an appropriate evolution of a yield surface during the formation of damage. The model uses 
a fracture energy based scalar damage variable to represent the damage state. In addition to the 
damage variable, the model introduces elastic and plastic degradation variables to simulate the 
degradation of elastic stiffness. 
 
This paper presents the utilisation of this non-local damage-plasticity (DP) model for quasi-brittle 
materials to simulate graphite fracture. The framework of the non-local DP model is presented and 
the calibration of the model parameters with experimental data for Gilsocarbon. Finally, the model 
is implemented using two different test geometry examples, namely a three point bend (3PB) 
geometry and two compact tension (CT) geometries. 
 
2. Framework for plastic-damage model for nuclear graphite 
 
The model simulates failure implicitly in the Finite Element (FE) environment and consists of a 
combination of non-associated multi-hardening plasticity and scalar (isotropic) damaged elasticity 
variables to describe the irreversible damage that occurs during the fracture. This requires the 
definition of a yield surface and a flow rule. The degradation mechanisms of tensile cracking and 
compressive crushing are defined respectively as Gf, the fracture energy, and as a 
stress-displacement hardening relationship in compression . The degradation of the elastic stiffness 
in tension and compression is defined as a scalar, which is a function of the cracking displacement 
or strain. As static conditions are simulated, a strain rate independent model is assumed.  For 
details regarding the model derivation, the reader is referred to the papers by Lubliner [20] and Lee 
and Fenves [21]. 
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The yield function takes the form of the Drucker and Prager yield criterion to account for different 
evolution of strength under tension and compression. The evolution of the yield surface is 
controlled by the two hardening variables 𝜀!

!" and 𝜀!
!". In terms of effective stresses, the yield 

function takes the form [22]: 

𝐹 =   
1

1− 𝛼 𝑝 − 3𝛼𝑞 + 𝛽𝜀!
!" 𝜎!"# − 𝛾 𝜎!"# − 𝜎!𝜀!

!" ≤ 0   (1) 

where, 𝛼, 𝛽 and 𝛾 are dimensionless constants, 𝜎!"#  is the algebraic maximum principal 
stress, 𝑝 the hydrostatic pressure, which is a function of the first stress invariant 𝐼! (defined as 
𝑝 =    𝐼!  /3), and 𝑞 the Von Mises equivalent stress, described as 𝑞 =    2𝐽! (where 𝐽! is the 
second deviatoric stress invariant). 𝛼, 𝛽 and 𝛾 are given as: 

𝛼 =
𝑓!! 𝑓!! − 1
2𝑓!! 𝑓!! − 1

   (2) 

𝛽 =
𝑓!!
𝑓!!

𝛼 − 1 − (1+ 𝛼) (3) 

𝛾 =
3(1− 𝜅!)
2𝜅! − 1

 (4) 

where, 𝑓!! and 𝑓!! are the compressive and compressive biaxial elastic limit respectively, 𝑓!! the 
tensile elastic limit, and 𝜅! is the ratio of the second stress invariant on the tensile meridian to that 
on the compressive meridian at the elastic limit for any given value of the pressure invariant such 
that the maximum principal stress is negative (the default value is 2/3) [22]. 
 
To compute the non-elastic stress-strain behaviour, the plastic-damage model assumes 
non-associated potential flow as [22]: 

𝜀!" = 𝜆
𝜕𝐺(𝜎)
𝜕𝜎    (5) 

where the flow rule G is the Drucker-Prager hyperbolic function [22]: 

𝐺 = 𝜖!!𝑓!!𝑡𝑎𝑛𝜓 ! + 𝑞 ! − 𝑝𝑡𝑎𝑛𝜓   (6) 

where ϵcc is the eccentricity, which defines the rate at which the plastic potential function 
approaches the asymptote. ψ is the dilation angle (measured in the   𝑝 - 𝑞  plane at a high 
confining pressure.  
 
The post-yield behaviour in tension is defined according to the energy criterion Gf. Quasi-brittle 
behaviour is characterised by a stress-displacement response and the fracture energy is invoked by 
specifying the post-yield stress as a function of cracking displacement. The tensile damage is 
converted to a cracking displacement value using a relationship where the specimen length l is 
assumed to be one unit length in FE implementation [22]. The post-yield behaviour in compression 
is defined as a displacement-hardening/softening behaviour. A cracking displacement 𝑢!!"  is 
defined as the total displacement minus the elastic displacement corresponding to the undamaged 
material. This requires the softening data in terms of the cracking displacement [22]:  
 

𝑢!
!" = 𝑢!!" −

1
1− 𝑑!

𝜎!𝑙
𝐸!
   (7) 
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3. Identification of the model parameters  
 
The nuclear graphite grade modelled was Gilsocarbon (GCMB grade, IG-110) graphite, a near 
isotropic material [23]. Typical material properties are reported as 11.9 GPa for the Young’s 
modulus and the tensile strength of 20 MPa [23]. The Poisson’s ratio was taken as 0.21 [23]. The 
numerical strategy for solving the non-local DP problem requires the knowledge of the constitutive 
material parameters of Gilsocarbon, which include the definition of the yield surface, the flow rule, 
the load response and the material degradation. 
 
3.1. Yield Surface and Flow Rule 
 
The plane stress cross section for the failure surface in the principal stress space is shown in Figure 
1a. The data shown was extracted from various literature sources on the biaxial behaviour of 
Gislocarbon (which have been listed in the captions for convenience). The typical uniaxial 
compressive yield stress to biaxial yield compressive stress ratio was found to be 0.81 [24]. The 
dilatancy and eccentricity values, ψ and the ϵcc respectivly, were extracted from Brocklehurst [2,25] 
as shown in Figure 1b. The dilation angle, measured in the p - q plane at high confining pressure, 
was calculated as 30ᵒ. Note, similar values were found for concrete, a quasi-brittle material, where 
ψ is between 30ᵒ to 40ᵒ [26]. Figure 1 shows that the Ducker-Prager criterion is an excellent fit to 
the failure data. Since a plane stress problem is assumed the triaxial parameter λ is of little 
significance [21]. 
 
3.2. Stiffness Degradation  
 
The tension softening behaviour or post-yield behaviour is defined according to the fracture energy 
criterion Gf, which is approximately 250 J/m2 [15] for Gilsocarbon. To determine the stiffness 
degradation behaviour requires a complex testing apparatus, such as the tests done by Gopalaratnam 
and Shah [27] for concrete. At point in time when this work was undertaken these data were not 
available and thus a linear evolution of the damage variable with efffective plastic displacement is 
currently assumed. This ensures that when the effective plastic displacement reaches a critical value, 
the material stiffness will be fully degraded. The compressive load response was defined according 
to Oku [28]. The stiffness degradation behaviour was also defined as a linear evolution of the 
damage variable with effective plastic displacement. As static conditions are simulated a strain rate 
independent model is assumed. The parameters are summarised in Table 1. 
 

Table 1: Material parameters of the DP model for Gilsocarbon 
Elastic Properties: 
Young’s modulus E0 11.9 GPa 
Poisson’s ratio v 0.21 
Yield Surface and Flow Rule: 
Dilation angle ψ 30ᵒ 
Eccentricity ϵcc 4.8 
Biaxiality ratio 0.81 
Tension softening: 
Fracture energy 250 J/m2 
Compression hardening: 
20 MPa 0 mm 
65 MPa 0.015 mm 
1 MPa 0.045 mm 
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Figure 1: (a) Biaxial failure data for Gislocarbon. The data was extracted from Brocklehurst [2], Sato et al. 

[29], Jortner [30], Bradshaw [24] and Greenstreet [31]. (b) Drucker-Prager hyperbolic plastic potential 
function in the meridional plane. Experimental data was extracted from Brocklehurst [2]. 

 

 
Figure 2: (a) Numerical solution of cyclic uniaxial loading in tension. (b) Numerical Solution for Full Cyclic 

Loading (Path: O-A-B-C-D-E). 
 
3.3. Model Behaviour 
 
To present the behaviour of the DP model a single monotonic uni-axial loading and full cyclic 
monotonic uni-axial loading element is simulated. This uses a linear elastic quadratic full 
integration element. The material properties used for each model are presented in Table 1. The 
element mesh size of 7.4 x 7.4 mm was utilised, as it represents the by Bazant et al. [32] defined 
characteristic length of Gislocarbon [33]. The model was implemented in the FE environment of 
ABAQUS/Standard (Version 6.9). 
 
The non-local DP model monotonic uni-axial loading response, in Figure 2a, shows the softening 
response and the stiffness degradation (damage formation). The full cyclic (tension and 
compression) monotonic uni-axial loading response, in Figure 2b, resembles the hysteresis curve of 

(a) (b) 
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the simulation results in Figure 2a, because energy is dissipated during the tensile reloading (path 
B-C-D). Similar to Lee and Fenves [21], Figure 2 shows that the model can simulate quasi-brittle 
material behaviour subjected to cyclic loading for which the hysteresis curve in the tensile region is 
negligible compared with the compressive counterpart.  
 
4. Numerical Implementation  
 
The non-local DP model was implemented using two different Gislocarbon test geometry examples, 
namely a three point bend (3PB) gemetry and two compact tension (CT) geometries. Plane stress 
conditions were assumed to allow for short computational times and numerical convergence. The 
computations were implemented in ABAQUS/Standard (Version 6.9). The material properties used 
for each model are presented in Table 1. 
 
The first example is the two CT specimens tested by Fazluddin [8] and Hodgkins [7]. Note, for 
Hodgkins’ specimen configuration the width of part of the specimen was reduced in order to allow 
the progression of the crack to be monitored in three dimensions using X- Ray tomography [7]. The 
numerical models consisted of 1480 and 1320 four noded plane strain elements for Fazluddin’s and 
Hodgkins’ geometries respectively (which only represent the symmetrical half). The second 
example, 3PB specimen, consists of 896 four noded linear plane strain elements and similarly only 
represents the symmetrical half of the specimen. To avoid convergence issues, only DP elements 
are utilised in the region in which fracture is expected to occur (elsewhere linear elastic conditions 
are assumed). Some mesh refinement was performed in the vicinity of the notch-tip to achieve 
mesh-insensitive results. Boundary conditions are applied with an analytically rigid pin with 
defined hard frictionless contact in displacement control.  
 
The failure envelope is well captured in both the CT specimens and the 3PB specimen. The tensile 
damage localisation at peak load, which manifests itself by a reduction of the load at fracture, shows 
similarities to the experimental observations reported by Becker et al. [15]. The experimental data 
from Hodgkins provided a load-unloading response (Figure 3b) and the non-local DP model is 
capable, to a certain degree, of simulating this behaviour. Discrepencies exist as some load carrying 
capability remains in fully degraded elements since the stress-displacement behaviour has been 
defined with a failure stress of 1 MPa for numerical stability [22]. The 3PB geometry exhibits a 
more brittle response compared to the CT geometry, which is noticeable from the more severe post 
peak load drop when comparing Figure 3 and Figure 4.  
 
It is worth reiterrating that experimentally obtained R-curve data has shown a geometry dependent 
fracture behavior of Gilsocarbon, where the non-linearities due to the FPZ and the wake effects 
result in variations of the apparent fracture toughness [15]. Since the DP model is a non-local 
approach it is size and geometry independent. The degradation and hence softening of the material 
is confined to the defined yield criteria and flow rule. As damage develops ahead of the crack tip, 
the yield surface shrinks in the stress space leading to a softening interfacial constitutive law. 
Fracture has occurred when the work done by the tractions meets the fracture mechanics based 
criterion. The DP failure model can be viewed as an extension or generalisation of the cohesive 
zone model proposed by Zou et al. [34], in that it couples together the effects of stress/displacement 
curves to derive a combined non-local stress and fracture mechanics based failure criterion. Because 
the DP model is non-local it is not confined to stress singularities and is thus believed to be a more 
accurate representation of graphite fracture. 
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Figure 3: FE mesh of the two DP simulated CT specimens: (a) according Fazluddin’s CT specimen [8] with 
W = 50 mm and the load displacement curves. (b) according Hodgkins’ CT specimen [7] with W = 87 mm 

and the load displacement curves.  Coloured elements indicate DP elements. 
 

 

 
 

Figure 4: Fazluddin’s geometry and loading setup of the three point bending simulation [8] and 
load-displacement curve. Coloured elements indicate DP elements. 

 

(a) 

(b) 
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5. Conclusion 
 
The non-local DP model is a useful methodology in the rate-independent, non-linear modelling of 
fracture in Gilsocarbon. The significance of the result is both theoretical and practical: On the 
theoretical plane, though the conventional EPFM methodology has been shown to be limited in the 
application in nuclear graphite, it was demonstrated that the fracture parameters calculated using 
EPFM are relevant as they describe the inherent failure behviour. Since the model allows for the 
bulk degradation of material ahead of the crack tip, fracture is not constrained to a singularity, but is 
simulated as the degradation of the material ahead of the crack tip. The practical significance is that 
the DP model has shown excellent agreement with experimental results and hence motivates for 
further investigations of using non local DP models to simulate quasi-brittle fracture in nuclear 
graphite that has been degraded by operation in reactor environments. 
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Abstract Sequential coupling scheme is a flexible numerical scheme to solve a coupled hydro-mechanical 
system. However, it suffers from severe numerical instability. Stability analysis of a sequential coupling 
scheme is performed in this paper. It is derived that the numerical scheme can be unconditionally stable with 
a stabilization term introduced to the fluid equation, while it is only conditionally stable without the 
stabilization. Reproducing Kernel Particle Method (RKPM) is used for spatial discretization. One 
dimensional consolidation in an elastic medium is conducted to verify the sequential scheme, and the 
convergence behavior during the iterations is presented. 
 
Keywords  hydro-mechanical coupling, sequential, meshfree, stability 
 
 
1. Introduction 
 
Sequential coupling scheme has been extensively studied in the past decades to solve the coupled 
hydro-mechanical system (e.g. [1-4]). It has great advantage over the traditional fully-coupled 
numerical scheme due to its modularity such that the fluid and the mechanical solver for 
corresponding governing equations can be executed separately without many extra manipulations. 
The coupling effect is fulfilled through the information exchange between two solvers. Modularity 
is particularly advantageous in practical applications. However, the convenience does not come 
without any price. The numerical stability and convergence is one problem frequently encountered 
using the sequential scheme. As has been demonstrated in literatures, different sequential algorithms 
require different stability conditions [4].  
One part of this work is to seek a stable sequential couplings scheme. It is worth pointing out that 
the current study only focuses on the stability and convergence problem in the temporal space. To 
achieve this goal, a stabilization term is introduced to the fluid equation. Using the conventional 
stability analysis, it is found that the scheme can be unconditionally stable with a suitably chosen 
relaxation parameter. Another part of the work is to employ one type of meshfree methods, 
Reproducing Kernel Particle Method (RKPM), for spatial discretization. Due to their high order 
interpolations and mesh-free nature, meshfree methods are generally considered to have advantage 
in handling problems with large strains or strain localization. These features are not demonstrated in 
this paper as the emphasis is more on the formulation and stability of the sequential scheme. 
However, the numerical results do suggest the applicability of RKPM to the coupling scheme 
developed. More interesting features of RKPM may show up if nonlinear constitutive models are 
used and more complicated boundary value problems considered.  
This paper is arranged as follows: Governing equations for the hydro-mechanical system are 
presented first, followed by the spatial discretization by RKPM and algorithm of sequential scheme. 
Stability analysis of the numerical scheme is presented subsequently. Numerical simulations for 
verification of the stability conditions are then demonstrated. 
Throughout the paper, letter in bold face denotes tensor or vector. ,() i denotes partial derivative with 

respect to coordinate. A superscript dot over a variable 
.

()  denotes the time derivative of that 
variable. ij  is the Kronecker delta tensor. 
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2. Governing Equations 
 
The coupled formulation of fully saturated porous media used in this work is so-called pu  
formulation, in which the displacement of solid u  and pore fluid pressure p  are treated as two 
primary unknown variables [5]. The governing equations are derived from the equation of 
momentum equilibrium of solid-fluid mixture and equation of mass conservation of fluid as 
follows: 

 ,( ) 0ij ij j i iup b         (1) 

  , ,
( ) 0ij j f j iii

f

bk npp
K

     


  (2) 

where ij  is the effective stress tensor, which is related to the total stress ij and pore fluid pressure 
p  via ij ij ijp     . The effective stress in tension and pressure in compression are assigned with 

positive sign.  and f are the mass densities of the mixture and fluid, respectively. ib  is unit 

body force, ijk is permeability tensor, which has a dimension of 3[length] [time] / [mass] and is 
related to the conventional permeability 'k (dimension: [length] / [time]) by / fk k g ; ij is the 
strain tensor; n  is the porosity; fK is the bulk modulus of the fluid. It should be noted that the 
governing equations presented here are simplified from [5] with the assumption that solid grains are 
incompressible. 
The effective stress ij   can be calculated from the constitutive relationship in rate form as follows: 

 ij ijkl klC     (3) 

where ijklC is the tangent modulus of the solid and ij is strain tensor. 
The solid-fluid behaviors are coupled in that changing pore pressure influences the mechanical 
equilibrium state of the mixture, and the volumetric strain rate of the mixture affects the mass 
balance of the fluid. While the coupling problem can be approximated and solved in a decoupled 
manner in some special cases, the coupling effect is an important for a strongly coupled 
hydro-mechanical system and it cannot be neglected. 
 
3. Spatial Discretization with RKPM 
 
Denote uN and pN as the shape functions for displacement u and pore water pressure p , 
respectively. The semi-discrete form of the governing equations (1) and (2) can be obtained by 
multiplying the governing equations (1) and (2) by  TuN and  TpN respectively, followed by 
integration by part: 

 0u   Mu Ku Qp f  (4) 

 0T p   Q u Hp Sp f  (5) 

where 
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( ) (mass matrix); (stiffness matrix)

( ) ( ) (external forces )

(coupling matrix); ( ) (permeability matrix);

( ) (compressibility

t

u T u T

u u T u T
t

T p p T p

p T p

f

d d

d d

d d

n d
K




 

 

 



   

   

     

 

 
 
 



M N N K B CB

f N t N b

Q B mN H N k N

S N N  matrix); ( )( ) ( )
w

p T p p T
f wd qd

 
    f N k b N

 

and [1 1 1 0 0 0]Tm , B is strain-displacement matrix (the spatial derivatives of the shape 
functions). The boundary conditions are u u  on displacement boundary u and t t on 
traction boundary t , p p  on pressure boundary p  and ( )T

fq q     n k p b on flux 
boundary w . The total boundary   u t p w       . Proper initial boundary conditions 
should also be given for the numerical simulation to start off. 
RKPM shape functions ([6,7]) are used in this study. The RKPM shape functions interpolate the 
solution over discrete nodes, which, unlike the conventional FEM, have no topological connectivity 
relationship. Here only the formulation of shape functions and essential boundary imposition are 
briefly introduced. Readers may refer to [6-8] for the detailed formulations and implementations.  
Function ( )u x  in the domain can be approximated by the following formulation 

 ( ) ( ) ( ; )u u K dV


  ñx x x x  (6) 

where ( )u x  are the values of field variables at particles. ( ; )K  ñx x  is the compactly-supported 
kernel function formulated in RKPM as multiplication of a correction function ( , )C x x and a  
window function ( ) x x , i.e., ( ) ( , ) ( )K C   x x x x x x . The correction function ( , )C x x  is 
assumed to be linear with respect to ( )x x . The window function may take the form of a cubic 
spline or Gaussian function and has a rectangular or circular support in 2D case. Accordingly, the 
displacement can be interpolated as 

 
1

( ) ( )
NP

h
J J

J
u N u



x x  (7) 

where the reproducing kernel approximant (shape function) ( )JN x  is given by 

 ( ) ( , ) ( )J J J JN C V   x x x x x  (8) 

Jx  and JV are the position and contributing volume of the Jth  node, respectively. The RKPM 
shape function does not possess Kronecker delta property, i.e. ( )h

I Iu ux . Therefore, special 
treatment is required to impose the essential boundary conditions. In this paper, the essential 
boundary condition is reinforced by transformation method ([7]). 
 
4. Sequential Coupling Scheme 
 
There are numerous sequential coupling schemes with varied degrees of success in stability ([4]). 
This study introduces a simple stabilization term by considering the difference of pore fluid 
pressures between successive iterations. Rewrite the mechanics solver and fluid solver as follows:  

       Mechanics  Solver : (i+1,k+1) (i+1,k ) (i+1,k) (i+1,k ) (i+1,k ) (i+1) u
n+1 n+1 n+1 n+1 n+1 n+1 n+1+ + =0  M C u K u Qp fu  (9) 
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 Fluid  Solver :       (i+1) (i+1) (i) T (i) p
f n+1 n+1 n+1 n+1 n n n+1 ft + + + t =0     H S p S p p Q u u Sp f   (10) 

In the above equations, subscripts n  and 1n   represent the real time nt  and 1nt  , respectively, 

1f n nt t t    is the time increment. np  and nu  are solutions of pressure and displacement at nt . 

The displacement rate in Eq.(5) is approximated as 
( )

1
1

i
n n

n
ft










u uu . During the iterations within 

one step, the fluid solver and mechanics solver are executed sequentially, with iteration numbers 
denoted by superscripts i , 1i  (e.g., ( )

1
i

np , ( 1) ( 1,*)
1 1,i i

n n
 
 p u ). The flow solver solves the pressure at 

once implicitly, while the mechanics solver solves the displacement explicitly through iterations, 
denoted by superscripts k , 1k  ... (e.g. ( 1, )

1
i k

n

u , ( 1, 1)

1
i k

n
 
u ).  

The boxed term in the flow solver is added to stabilize the system. S  is an introduced parameter 
which will be determined in order to satisfy the numerical stability requirement and to achieve an 
optimal convergence rate. The stabilization term is essentially a term related to the variation of 
pressure increment during successive iterations, which vanishes when ( 1) ( )

1 1
i i

n n

 p p  and a 

consistent solution of displacement and pore water pressure is consequently achieved. Without the 
stabilization term, the solution of Eq. (10) (i.e. ( 1)

1
i

n

p ) may be unstable or even unattainable, as will 

be demonstrated by stability analysis in Section 5.  
The sequence of solver calling varies in different schemes ([4]). The sequential scheme in this study 
first updates the pore water pressure by calling the flow solver, and then updates the displacement 
using the mechanical solver. Nested numerical iterations (denoted using subscript n  and 
superscripts i , k ) are required to solve the system. The general procedure is listed as the 
following.  

(1).   Initialization at the start of time: 0 inip p , 0 iniu u . 

(2).   Start time integration n = 0  
(a) Initialization (0)

1n n p p , (0)
1n n u u , update 1

u
nf  and 1

p
nf . 

(b) Start iteration scheme i = 0 . 
i. Call flow solver to solve for ( 1)

1
i

n

p : 

      1(i+1) (i) T (i) p
n+1 f n+1 n+1 n n n+1 f= t + - t


      p H S S Sp Q u u Sp f  

ii. Call mechanics solver using predictor-corrector integration method. k starts from 0 . 
(1,0)

1n n u u . 
A. Compute the predictors:  

 
2

( 1, 1) ( 1, ) ( 1, ) ( 1, )
1 1 1 1

( 1, 1) ( 1, ) ( 1, )
1 1 1

( ) 1 2
2

(1 )

i k i k i k i k
n n n n

i k i k i k
n n n

tt

t





    
   

   
  


    

   

u u v

u

u

v v

 

 

   

t =10-5 s (pseudo-time step) 
B. Update  ( 1, 1) ( 1, 1)

1 1

i k T s i k
n n d
   
 

   K B C u B  for nonlinear materials.  

C. Compute  ( 1, 1)( 1, 1) 1 ( 1) ( 1, 1) ( 1, 1)
11 1 1 1 1

i ki k i u i k i k
nn n n n n

        
          M Q f Cv K uu p   

D. Compute the correctors: 
( 1, 1) ( 1, 1) 2 ( 1, 1)

1 1 1
( 1, 1) ( 1, 1) ( 1, 1)

1 1 1

( )i k i k i k
n n n
i k i k i k

n n n

t

t





     
  

     
  

  

  

u u u

v v u
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E. Check whether unbal
unbal

tot

TOL
F
F

‖ ‖

‖ ‖
.  

   If NO , 1k k   and go to (2)(b) iiA. 
F. End mechanics solver. Commit ( 1) ( 1, 1)

1 1
i i k

n n
  
 u u . 

iii. Check whether both the solutions ( 1)
1

i
n

p and ( 1)

1
i

n

u  satisfy the convergence criteria, i.e. 

( 1) ( ) ( 1)
1 1 1

i i i
n n n pTOL 
   p p p  and ( 1) ( ) ( 1)

1 1 1
i i i

n n n uTOL 
   u u u .  If NO, 1i i  , and 

go to (2)(b)i. 
iv.  End iteration scheme. 

(c) Update p  and u : ( 1)
1 1

i
n n


 p p  and ( 1)

1 1
i

n n


 u u . 
(d) If n < total time step, 1n n  , and go to (2)(a). 

(3).  End time integration. 
 

where v u is the velocity vector, unbalF is the unbalanced force, totF is the total applied force. 
, ,unbal p uTOL TOL TOL  are tolerance for the unbalance force, pore water pressure variation and 

displacement variation, respectively.   and   are the two numerical parameters for the 
integration method. In the simulations presented in this paper, 0.25, 0.5   are used. C  is 
taken as the conventional Rayleigh damping given by a b C M K . 
As mentioned before, the mechanics and fluid solvers may employ different solution schemes. In 
the scheme proposed, the fluid solver is formulated using implicit integration for pressure, while 
mechanics solver solves displacement explicitly. The reason for this is that fluid solver is generally 
‘more’ linear and can be efficiently solved while highly nonlinear constitutive model may be used in 
the mechanics solver which makes the implicit method much more difficult. Besides, in the 
mechanics solver, the mass matrix in step (2)(b)iiC can be approximated as a diagonally-lumped 
mass matrix, inversion of which can be readily obtained. The computation cost would be 
significantly reduced, especially for large-scale boundary value problems, where a large number of 
degrees of freedom are inevitably involved. 
 
5. Stability Analysis 
 
Based on the sequential scheme described in Section 4, the stability analysis on three levels needs to 
be inspected, i.e. stability of individual solvers, stability of iterations within one step (i.e. 1k k  , 
called iteration stability hereafter), stability during time marching (i.e. 1n n  , called staggered 
stability hereafter). It should be noted that stability of the former is only a necessary but not 
sufficient condition for the stability of the latter. Stable individual solvers does not guarantee the 
stability of iterations between these solvers, nor does a stable pair of solutions at one step guarantee 
stable solutions during the time marching. A stable iterative scheme requires numerical stability on 
all the three levels. In this work, the stability analysis of iterations during one step is approached in 
two ways, one by perturbation theory [9] and the other by error propagation [10]. Detailed analysis 
is presented as follows.  
 
5.1 Stability of Individual Solvers  
 
As shown in Section 4, the equation of momentum equilibrium is solved explicitly. As proved in 

[16], with Rayleigh damping used and 1
2 4
   , the mechanics solver is unconditionally stable. 

The fluid solver with implicit time difference scheme is called once during every iteration, therefore 
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there is no need to test the stability of flow solver in this level. 
 
5.2 Iteration stability 
 
The iteration stability analysis is approached both by perturbation theory and error propagation 
method. The formulations with and without stabilization term are both derived to study the effect of 
stabilization term.  
 
5.2.1 Perturbation theory 
 
Assume a stable pair of solutions (u and p ) is given during each iteration by the two solvers.  The 
fluid equations at two successive iterations 1i   and i  are given by  

      ( 1) ( 1) ( ) ( )
1 1 1 1 1 0i i i T i p

f n n n n n n n ft t 
             H S p S p p Q u u Sp f  (11) 

      ( ) ( ) ( 1) ( 1)
1 1 1 1 1 0i i i T i p

f n n n n n n n ft t 
             H S p S p p Q u u Sp f  (12) 

Subtracting (12) from (11), it yields 

       ( 1) ( ) ( ) ( 1) ( ) ( 1)
1 1 1 1 1 1 0i i i i T i i

f n n n n n nt   
           H S S p p S p p Q u u   (13) 

Likewise, the following equation holds for a mechanical system with the essential boundary,  

    ( ) ( 1) ( ) ( 1)
1 1 1 1 0i i i i

n n n n
 

     Q p p K u u  (14) 

Then the displacement increment during the iteration can be solved as 

    ( ) ( 1) 1 ( ) ( 1)
1 1 1 1

i i i i
n n n n

  
    u u K Q p p  (15) 

Inserting (15) into (13), variations of pore fluid pressure during three successive iterations can be 
expressed as the following,  

       1( 1) ( ) 1 ( ) ( 1)
1 1 1 1

i i T i i
n n f n nt

  
         

A

p p H S S Q K Q S p p 


 (16) 

To get a stable and convergent solution of u  and p , the variation of pore fluid pressure during 
two successive iterations should vanish with iteration continues (while from (15), the variation of 
displacement also vanishes), which requires that the spectral norm of the amplification matrix A to 
be smaller than 1, viz  

 1A  (17) 

With a suitably selected stabilization term S ,  (17) can be satisfied unconditionally with no limit 

imposed on the time step size. As is self-evident, the stabilization term would influence the 

amplification matrix, and therefore influence the convergence rate of the iterations. The closer A  

approaches zero, the faster the solution converges. Ideally, 1T S Q K Q provides the fastest 

convergence rate. In this ideal case, the iterative scheme ends after the third iteration, i.e., it obtains 
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the required solutions in two iterations and needs a third one for tolerance checking.  
If the stabilization term is not included, the stability condition requires that the amplification factor 
must satisfy the following condition 

    1 1 1T
ft

    H S Q K Q  (18) 

For a prescribed boundary value problem, H , S and K  usually remain unchanged, therefore the 

range of time step ft for a stable iterative scheme is constrained by (18). The scheme is thus 

conditionally stable when the stabilization term is not introduced. 
 
5.2.2 Error propagation method 

Denote by  ,p u   the true solutions. 1
p

nr and 1
u
nr  are the local truncation errors due to temporal 

discretization. Eq.(19) is the flow equation with true solution and truncation error implemented.  

      1 1 1 1 1 1
T p p

f n n n n n n n f nt t              H S p S p p Q u u Sp f r      (19) 

Subtracting (11) from (19) and denoting the pressure error as ,( ) ( )p i i
n n n e p p , it becomes 

    ,( 1) ,( ) ,( )
1 1 1 1  p i p i T u i u p p

f n n n n n nt 
          H S S e Se Q e e Se r   (20) 

Similarly, the displacement error ,( ) ( )u i i
n n n e u u  is given by 

 ,( ) ,( )
1 1 1

p i u i u
n n n    Qe Ke r  (21) 

 p u u
n n n  Qe Ke r  (22) 

Subtracting (22) from (21), it reads 

    ,( ) 1 ,( ) 1
1 1 1

u i u p i p u u
n n n n n n

 
      e e K Q e e K r r  (23) 

Substituting (23) into (20), it yields 

      ,( 1) ,( ) 1 ,( ) 1
1 1 1 1 1

p i p i T p i p T u u p p
f n n n n n n n nt   

             H S S e Se Q K Q e e Q K r r Se r   

  

        ,( 1) 1 ,( ) 1 1
1 1 1 1

1' '' '

p i T p i T p p T u u
f n n n n n n

n

t    
   



          H S S e S Q K Q e S Q K Q e r Q K r r

C rA B

 
  

 

         1 1 1,( 1) ,( )
1 1 1' ' ' ' ' 'p i p i p

n n n n
  

     e A B e A C e A r  

      1,( 1) ,( )
1 1 1' ' 'p i p i p

n n n n


     e Ge H e A r  

      1,( 1) 1 ,(0)
1 1 1

0 0
' ' '

i i
p i i p l p l
n n n n

l l

 
  

 

    e G e G H e G A r  

           1 1 1,( 1) 1 ,(0) 1 1
1 1 1' ' 'p i i p i p i

n n n n
     

         e G e I G I G H e I G I G A r  (24) 
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Therefore, to ensure the error does not grow during the iterations (with increasing i ), the spectral 
norm of G should be  

      11 1' ' 1T
ft

        A B H S S S Q K QG  (25) 

This stability criterion is identical to that of (17).  
 
5.3 Staggered stability 
 
This part is to prove that the error does not grow during the time marching (i.e. from 

0 1 nt t t   ). The error in (24) can be further written as 

 

       1 1 1,( 1) 1 ,(0) 1 1
1 1 1

,( 1) ,(0)
1 1 1 1 1 1

,( 1) ,(0) ,(0)
1 1 1 1 1

0

1 0 0 1 1
0

' ' '

'

'

p i i p i p i
n n n n

p i p p
n n n n n n n

n
p i p p
n n n n n l n l n l

l
n

p
n n n l n l n l

l
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 (26) 

If a full iteration (i.e. large value of i ) is adopted, 0i L G ; or in the special case that 0G , 
0L , then the first two terms on the right side in the last equation of (26) vanish. Also considering 

that the truncation error 2' ( )O t r  [11], to ensure the stability of the staggered procedure, it 
requires that  

       111 1 1' 1.i T T
ft

          M I G I G H H S Q K Q S Q K Q  (27) 

Therefore, the staggered procedure is unconditionally stable as long as (25) is satisfied.  
 
6. Numerical Simulations 
 
In this section, a 1D consolidation with elastic medium is carried out to verify the iterative coupling 
scheme described before. The effects of support sizes on the number of iterations are also 
demonstrated.  
 
6.1 1D Consolidation with stabilization term 
 
As shown in Figure 1, a 10-m thick saturated elastic medium on an impervious base is subjected to a 
surface surcharge of 20 kPa . Impervious boundaries are assigned to two sides and the base of the 
domain. A free flow boundary, i.e. 0p kPa , is assigned to the top surface. Young's modulus of the 
elastic medium is E=10Mpa, Poisson's ratio is 0.2  , and the permeability is 85 10 /m s . The 
initial pore water pressure 0p  is 20 kPa and effective stress is zero.  Support size of 1.5 times of 
the particle interval is used in the simulations. As derived before, the stabilization term 

1T S Q K Q  should be used to achieve an optimal convergence rate. However, for mathematical 

simplicity, 1( )p T pd
K

 S N N  is used in the simulation presented here to demonstrate the 

convergence behavior of the iterative scheme. K is the bulk modulus. The error tolerance are set as 
310p pTOL TOL   . The pore water pressure distribution along the mid-column nodes in the 

simulation is presented and compared with the analytical solution in Figure 2. The simulation and 
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analytical results are in good agreement, indicating that the soil-water coupled scheme is effective 
in solving the consolidation and dissipation problems.  

 
Figure 1. 1D consolidation model setup 
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Figure 3 present the change of relative error norm during the first 100 iterations. Every line 
represents the convergence behavior of the relative error norms of u and p during one time step. The 
error norms decrease linearly in a log scale until the prescribed tolerances values are satisfied, i.e., 

( 1) ( ) ( 1)
1 1 1

310i i i
n n n
 




  p p p and ( 1) ( ) ( 1) 3
1 1 1 10i i i

n n n
  
   u u u . Figure 4 shows the number of iterations 

needed in each time step of the simulation. In general, convergence can be achieved in around 5 
iterations. However, a varying number of iterations are needed in the later part of the simulation.  
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7. Conclusions 
 
A sequential hydro-mechanical coupling scheme using RKPM is presented in this paper. From the 
stability analysis and numerical simulations, the following conclusions can be drawn 

 With a suitably chosen stabilization matrix S , the stabilization technique is proved to be 
able to effectively make the scheme unconditionally stable. Without the stabilization term, 
the scheme is proved to be conditionally stable. 
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 From 1D consolidation simulation case, the solution will effectively converge to the 
prescribed tolerance during the iterations.  

 The effect of stabilization term on the convergence rate should be further explored. An 
optimal value should be pursued whenever possible.   

 The applicability of the iterative scheme for nonlinear problems should be further studied. 
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Abstract  A random elasto-plastic lattice network model is developed to simulate the damage behavior of 
fibrous materials. Elasto-plastic bar elements are used to construct a regular lattice network with the random 
element strength distributions to simulate the randomness of the continuum fibrous materials. The structural 
response of the elasto-plastic lattice network under displacement controlled loading is studied using finite 
element method. Small deformation theory is used and the modified Newton-Raphson algorithm is applied to 
solve the nonlinear finite element equations. The effects of correlation length of the strength distribution of 
bar elements on the global behaviors are studied.  
 
Keywords  Damage, Random elasto-plastic lattice, Nonlinear finite element method, Correlation length  
 
1. Introduction 
 
 Complexity of failure is reflected from sensitivity of strength to small defects and wider scatter 
of macroscopic behaviors. The information of materials at micro-scale is random and can only be 
partially measurable, which leads to the complicated failure mechanisms for the random 
heterogeneous materials [1-3]. Various types of lattice type models such as central force model, 
electrical fuse model, bond-bending model, and beam-type model have been used to study 
progressive damage of heterogeneous materials, such as concrete, rock, ceramics and paper. It is a 
relatively simple but powerful technique to identify microcracking, crack branching, crack 
tortuosity and bridging, thus allowing the fracture process to be followed until complete failure 
[4-8]. A comprehensive review of the lattice models for micromechanics applications can be found 
in Ostoja-Starzewski [9]. 
   The failure properties of fibrous materials have been a subject of research for the past decades 
[10-12]. As the structure of fibrous material is inhomogeneous, the role of disorder has great 
influence on the mechanical and rheological properties, and statistical growth models can simulate 
the heterogeneous fibrous materials well. The fibers in fibrous materials are full of imperfections 
and exhibit a wide variety, of natural origin, in dimensions and mechanical properties, and the 
mechanical properties of fibrous materials can be varied significantly by selecting different types of 
fibers [13]. Paper, a material known to everybody, has a fibrous network structure consisting of 
wood fibers. A random geometry fiber network model [14] was considered to study the special 
elastic orthotropy of machine-made papers, which has anisotropy in the two principal directions, the 
machine direction (MD) and the cross direction (CD). It was shown that the random geometry may 
lead to a macroscopic property of special elastic orthotropy [14]. A two-dimensional beam network 
model was proposed as a micromechanics model to simulate paper’s failure process due to 
sequential breakages of fibers and/or bonds, and the numerical results showed the effects of fiber 
length and the ratio of fiber strength to bond strength on the failure characteristics of paper [7]. 
   In this paper, a random elasto-plastic lattice model is proposed according to the equivalence of 
strain energy instead of the true network structure in fibrous materials. The concept of unit cell is 
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adopted to calibrate the material properties of the network based on those of the continuum paper. 
To characterize the heterogeneity of the microstructure of fibrous materials, the yield strength of the 
elasto-plastic fiber element is considered to follow a correlated random distribution. Nonlinear 
finite element method is utilized to study the structure response of the lattice under external tension 
loading. The lattice network can be considered as a stochastic representative volume element 
(SRVE), which transports the local effects into global solutions with uncertainty information, e.g. 
probability distribution. The effect of the correlation length on the strength of the SRVE is studied. 
 
2. Random lattice model  
 
   To simulate the damage of fibrous materials, one of the most effective numerical approaches is 
to use the lattice model that allows disorder to be introduced naturally. Since fibrous material 
microstructure is extremely complicated, as shown in Figure 1, it is very hard to construct a 
numerical network exactly the same as the true physical one. Therefore, the idea of adopting a 
regular lattice equivalent to macro-level continuum in terms of strain energy [8, 9, 15, 16], is 
applied to study the damage of fibrous materials. For simplicity, the regular triangular network, as 
shown in Figure 2, is used in this work to study the failure properties of fibrous material structures. 

The fibers are distributed in three different directions with an increment of 3π , which leads to the 

isotropic properties of the structure when all fibers are assigned the uniform properties [8, 9]. In the 
framework of finite element method, the nodes correspond to fiber-to-fiber bonds, while two-node 
elements are formed by fiber segments between every two neighboring nodes. 
   To simulate the randomness of the microstructure of fibrous materials, we need to generate 
random field (RF) samples according to given probability distributions. In this study, non-Gaussian 
RF samples are generated from underlying Gaussian RF samples by the so-called translation 
method. An overview of the random field simulation is presented in [17]. For simplicity, 
bar-elements are used to construct the regular lattice network, and there are two translation degrees 
of freedom for each node. The bar elements are considered elasto-plastic and their yield strength is 
assumed to follow a correlated random Weibull distribution [1]. A Weibull RF sample Y can be 
generated from an underlying Gaussian RF sample X via [1] 

))((1 XFFY gW
−=                                   (1) 

where )(⋅gF  is the standard normal cumulative density function (cdf), and )(1 ⋅−
WF  is the inverse 

of the Weibull cdf. The correlation function of the underlying Gaussian RF is assumed to be 

( )[ ]222exp),( dyxyx +−=ρ                             (2) 

where d  indicates the correlation length.  
   As a rule of thumb, an average tensile strength of fibrous materials can be chosen as equal to 
elastic modulus times )%1.00.1( ±  [13]. The generated random Weibull distribution with a set 
mean value is mapped to the regular lattice network to characterize the heterogeneity of the 
microstructure. For example, two of the Weibull RF samples are shown in Figure 3 for 1=d  and 

4=d , respectively. In Figure 3, the strength values are normalized by the mean value of the 
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samples, and 1=d  denotes that the correlation length is equal to the element length. It is shown 
that as the correlation length d  increases, the points over the range d  are more likely correlated. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. Scanning electron microscope image of a fibrous material structure [12]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. Geometry of the truss lattice model. 
 
 
3. Lattice parameter calibration 
 

The basic idea in setting up the elastic lattice models is based on the equivalence of strain 
energy stored in a unit cell (the bold-black part in Figure 4), of a volume V  of a lattice with its 
continuum counterpart (the bold-red part in Figure 4), under uniform strain [9] 
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continuumcell EE =                                   (3) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3. Correlated Weibull RF samples. 
 
 

The relationship in Eq. (3) is based on the space periodicity of the current regular lattice, which 
is constructed by arranging the hexagonal unit cell as shown in Figure 4 periodically. The numbers 
in Figure 4 denote the corresponding nodes. For a regular lattice model, as shown in Figure 2 and 
Figure 4, the energies of the cell and its continuum equivalent, respectively, are 

∑
=

⋅=
6

1

)()(

2
1

b

bb
cellE uF                                  (4) 

22εσ kmijijkmVcontinuum CVdVE εε=⋅= ∫                         (5) 

where, b  stands for the b th spring element, ijkmC  are material parameters, σ  is the stress 

tensor and ε  is the strain tensor. In the two-dimensional (2D) setting, the volume of the unit cell is 

23 2tlV = , with t  being the thickness of the continuum counterpart of the unit cell and l  

being the spacing of neighboring unit cells which is equal to the length of the element. 
Consider the regular triangular network of Figure 2 with central force interactions only, which 

are described, for each element b, by 

j
b

j
b

i
b

j
b

iji unnukF )()()()( α==                            (6) 

where )(bα  is the spring constant of half-lengths of the central interactions. The unit vectors )(bn  
at respective angles )(bθ  of the first three α  springs are 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-5- 
 

23,21,120

23,21,60

0,1,0

)3(
2

)3(
1

)3(

)2(
2

)2(
1

)2(

)1(
2

)1(
1

)1(

=−==

===

===

nn

nn

nn

ο

ο

ο

θ

θ

θ

                          (7) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4. Unit cell of the lattice and coordinate system 
 
 
   Due to the requirement of symmetry with respect to the center of the unit cell, the other three 
springs ( 6,5,4=b ) have the same properties as 3,2,1=b , respectively.  
Every node has two degrees of freedom, and it follows that the strain energy of a unit hexagonal 

cell of such a lattice, under conditions of uniform strain ),,( 122211 εεε=ε , is 
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   From Eqs. (3), (5), and (8), the stiffness tensor can be obtained as  

∑
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V
lC α                            (9) 

In particular, taking all )(bα  as the same αα =)(b , and substituting the value 23 2tlV =  

and Eq. (7) into (9), we can get 

t
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t
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12122211112222221111
αα

=====                    (10) 

It can be observed that the condition 

2)( 112211111212 CCC −=                             (11) 

is satisfied and there are only two independent elastic moduli, which means the modeled continuum 
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is isotropic. The classical Lame constants can be obtained from Eq. (9) as 

(
2

; 11221111
22111122

CC
GCC

−
==== μλ ) [18]: 

tG 383αλ ==                                 (12) 

   By using the relationship of Young’s modulus and the Lame constants 

25)()23( GGGGE =++= λλ                           (13) 

( )[ ] 412 =+= Gv λλ                                (14) 

The equivalent material properties of the spring elements can be expressed in terms of the 
continuum properties 

15316 tE=α                                  (15) 

Suppose the cross section of the bar element is A , its Young’s modulus is fE  and its length is 

l , we have  

l
AE

l
AE ff 2
2/
==α                                 (16) 

From Eqs. (15) and (16), we can get the Young’s modulus of the bar-element with square 
cross-section as: 

E
t
lE f ⎟
⎠
⎞

⎜
⎝
⎛=

15
38                                 (17) 

It can be seen from Eq. (17) that Young’s modulus of longer fiber elements need to be larger to 
have the same strain energy as the continuum counterpart, which is in agreement with the 
conclusion of Liu et al. [7]. 
 
4. Numerical algorithm 
 
   In this study a random elasto-plastic model is used and the network is constructed from a lattice 
where all the elements between nearest-neighbor sites are bar elements with the same cross-section 
area. Finite element method is applied to study the structure response of the lattice network under 
external tensile loading, as shown in Figure 2. For simplicity, bar element with perfect-plastic 
properties is chosen, and the perfect plasticity of the bar elements are displayed in Figure 5. The 
expression of the elemental stiffness matrix is 

θθε sin,cos,)(

22
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AEk          (18) 

where the orientation θ  denotes the angle between the axis of the bar element and the coordinate 
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axis, as shown in Figure 4. The Young’s modulus of the perfect-plastic bar element )(εE  can be 
given as 

⎪⎩

⎪
⎨
⎧

>

≤≤
=

)(

)0(
)( 0

YY

YE
E

εεεσ

εε
ε                               (19) 

where 0E  is the Young’s modulus of the bar-element within the elastic limit, Yσ  is the yield 

stress Yε  and is the yield strain. 

 
 
 
 
 
 
 
 
 
 

Figure 5. Bar element with perfect plasticity property. 
 

 
   The isotropic damage model with an equal degradation of the elastic moduli postulates the 
stress-strain law as following 

εησ 0)1( E−=                                  (20) 

)(,1 YY εεεεη >−=                               (21) 

where η  is a scalar damage variable; for an undamaged material, η  is zero and the response is 
linear elastic. To study the damage process of the lattice network, displacement constraints are 
imposed on the top and the bottom lines of the lattice system and a secant stiffness algorithm is 
applied.  
   The global stiffness of the lattice network can be obtained by assembling all the elements in the 
network as 

∑= kK                                    (22) 

   The network is applied by uniaxial tensile displacement on the top side, as shown in Figure 2, 
with the left-bottom end being fixed and the y-directional displacement of the nodes on the bottom 
line being zero. By applying the boundary conditions, we can get a system of non-linear equations 
to solve for all the degrees of freedom of the system: 

[ ]{ } { }FuuK =)(                                   (23) 

which can be solved by using the modified Newton-Raphson method as  

εY ε

σ 

σY 
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where [ ]0K  is a secant stiffness matrix, which is kept unchanged within each load cycle, and the 

subscript i  represents the equilibrium iteration. The criterion for stopping the numerical iteration 
is 

{ } { } { } δ<−+ iii uuu 1                                  (25) 

where  denotes a norm and δ  is a tolerance value.  

 
5. Numerical example 
 
   As paper is a material which has a fibrous network structure consisting of wood fibers, it is 
convenient to apply the random lattice model to study the failure process of the fibrous structure of 

paper. Without loss of generality, the Young’s modulus of paper can be chosen as GPaEc 2=  [19], 

and the corresponding Young’s modulus of the bar element (within the limit of elasticity) can be 
obtained using Eq. (17), provided by choosing the length and the cross section of the element as 

mmtmml 1.0,10 == . It is noted that fibers in paper maybe not exactly perfect-plastic as assumed 

in the present model, the aim of the study is to find the effect of correlation length on global 
strength when plasticity is considered. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6. Stress-strain curves of the random elasto-plastic lattice. 
 

 
   The stress-strain curves of the lattices of size ( 88× ), which denotes the number of nodes of the 
system is 88× , are shown in Figure 6. Each curve for a correlation length d  is the mean value of 
stress-strain curves of 100 random lattice samples. The strength of the lattice increases as the 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-9- 
 

correlation length d  increases from 1 to 3. It can be seen the phenomena of “strain softening” 
after the maximum stress value is reached, which corresponds to the decreasing external loads when 
the stiffness of the system becomes smaller after some elements become plastic. By checking the 
linear part of the stress-strain curve, we can get the Young’s modulus of the lattice network as 

GPaEE c 15.0 =≈ , which indicates that the effect of the elasto-plastic properties of the elements 

will lead to the decrease of the Young’s modulus. The macroscopic strength of the fibrous material 
decreases with reduction of the correlation length, which equivalent to increase of the sample size, 
this is consistent with the statistical size effect, even when plasticity is presented. 
 
6. Conclusions 
 
   In this study a random lattice network model is introduced to simulate the damage behavior of 
heterogeneous fibrous materials. Elasto-plastic bar elements are used to construct a regular 
triangular lattice with the random field strength distributions to characterize the randomness of the 
continuum fibrous materials. The material properties and geometric size of the elements in the 
lattice networks are calibrated based on the equivalence of the elastic strain energy. Nonlinear finite 
element method has been applied to study the structural response of the lattice network under 
external tensile loading. The correlation length of the strength distribution of bar elements has great 
influence on the strength of the random lattice networks. The macroscopic strength of the fibrous 
material decreases with reduction of the correlation length, which is equivalent to increase of the 
sample size. 
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Abstract Hierarchical ramification structures are found of superior strength during fracture. Crack propaga-
tion along cohesive zone model binding with hierarchical ramification structures is simulated to analyze the
fracture process. The feature of specified bonding surface results special pattern of crack propagation. There-
for, the potential that by changing the morphology of the bonding surface may control the toughness of the
material is illustrated.
Keywords Computational Mechanics, Cohesive Zone Model, Hierarchical Structure, Fracture Toughness,
Criterion

1. Introduction

Some biological materials have the internal structures that exhibit superior performances in mechan-
ical properties[1]. There are quite a few studies to investigate the fundamental mechanism of the
biological systems in order to develop the artificial bio inspired materials. In this study, we focus on
the the hierarchical ramification structures that contribute to high fracture toughness. The hierarchical
ramification structures are often observed in many biological system. The structures appear as fractal
geometries which are generated naturally via quite simple rules and they contribute to redundancy for
safety of their life.

In this study, the cohesive zone model is adopted to a hierarchical structured interface and the crack
propagation on the interface is studied.

First, the problem of double cantilever beam problem is solved to estimate the fundamental effect of
the microstructure of interface. According to the simple calculation, it is shown that the redundancy
of ramification structure yields high fracture toughness.

Secondly, the quasi-static crack propagation is studied in bulk materials. The small scale yielding
condition is assumed and the linear elastic solution specifies the boundary displacement component.
The boundary value problem in linear elasticity is solved for increasing remote stress intensity fac-
tor by using finite element method. The displacement field and stress distribution obtained by the
simulation is discussed to study the mechanism of crack propagation. The relationships between the
remote stress intensity factor and representative crack length are plotted for several cases of different
microstructures. The effective interface area and the effective surface energy depends on the internal
microstructure of interface. The effect of geometry cause the complex pattern of bonding-debonding
domain. As the result, the representative length scale of fracture process zone depends on the het-
erogeneity and morphology of microscopic structure. The fracture toughness which is estimated as a
remote stress intensity factor changes associated with the change of the fracture process zone due to
the microstructure.
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2. Theory

2.1. Cohesive Zone Model

Cohesive zone model is frequently used to analyze crack propagation. In this modeling, a cohesive
zone is placed between bulk elements as shown in Fig.1. Fracture can be regarded as elements sep-
arating along the cohesive surface resisted by cohesive traction[2][3]. As the separation occurs, the
traction increases to a maximum and then falls back to 0. The procedure means the element separates
completely, and the area under the traction-separation curve corresponds with the effective surface
energy that needed for complete separation.

Figure 1. Cohesive zone model placed between bulk elements

2.2. Cohesive Zone Law

The traction vector T = (Tn,Tt) can be derived from the effective surface energy φ(∆).(E.g.[4][5])

T = −∂φ(∆)
∂(∆)

(1)

where ∆ = (∆n,∆t). The components Tn, Tt and ∆n, ∆t are the normal and tangential components of
traction vector and relative displacement vector, respectively.

The surface energy [4] can be written as:

φ(∆n,∆t) = φn + φn exp
(
−∆n

δn

) ([
1 − r +

∆n

δn

]
1 − q
r − 1

−
[
q +

(r − q
r − 1

)
∆n

δn

]
exp

(
−∆

2
t

δ2
t

))
(2)

where δn and δt represent the character length that satisfy Tn(δn) = σmax, Tt(δt/
√

2) = τmax. Stress
σmax and τmax represent the maximum of normal traction and tangential traction, respectively. Pame-
ters are defined as q = φt/φn, r = ∆′n/δn, where ∆′n represents the value of ∆n when Tn = 0. φn and
φt are the areas under the normal traction-separation curve and the shear traction-separation curve
representing the surface energy for complete separation respectively and can be calculated as:

φn = σmax exp(1)δn, φt =
√

exp(1)/2τmaxδt (3)

From Eqs.(1) and (2),the normal and shear traction can be obtained:

Tn =
φn

δn
exp

(
−∆n

δn

) (
∆n

δn
exp

(
−∆

2
n

δ2
n

)
+

1 − q
r − 1

[
1 − exp(−∆

2
n

δ2
n

)
] [

r − ∆n

δn

])
(4)
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Tt = 2
(
φn∆t

δ2
t

) [
q +

(r − q
r − 1

)
∆n

δn

]
exp

(
−∆n

δn

)
exp

(
−∆

2
t

δ2
t

)
(5)

2.3. Frame element

Frame element is the combination of truss element which represents axial tension and beam element
that represents bending (E.g. [6]). Consider the frame element shown in Fig. 2, the element nodal

Figure 2. Image of frame element

displacement vector dFrame and the vector of element nodal loads FFrame are set as:(
dFrame

)T
=

(
ui vi θi u j v j θ j

)T
(6)(

FFrame

)T
=

(
Pi Qi Mi P j Q j M j

)T
(7)

As shown in Fig. 2, u, v, and θ are the x-direction displacement, y-direction displacement and de-
flection angle, respectively. P, Q, and M represent the x-direction load, y-direction load and bending
moment, respectively. The stiff equation of frame element can be expressed as:(

FFrame

)
=

(
kFrame

) (
dFrame

)
(8)

where [kFrame] represents the element stiff matrix of the frame element of x-direction. Furthermore, if
we set the length, area of cross section, Young’s modulus and moment of inertial of area as l, A, E, I,
then consider the frame element that inclined at the degree of β to the x-direction.

By coordinate transformation, the stiff equation of the frame element of any direction can be obtained:

P∗i
Q∗i
M∗i
P∗j
Q∗j
M∗j


=



F G H −F −G H
G U V −G −U V
H V S −H −V T
−F −G −H F G −H
−G −U −V G U −V
H V T −H −V S





u∗i
v∗i
θ∗i
u∗j
v∗j
θ∗j


(9)

-3-



13th International Conference on Fracture
June 16-21, 2013, Beijing, China

Where the components can be represented as:

S =
4EI

l

T =
2EI

l

F =
AE
l

cos2 β +
12EI

l3 sin2 β

G =
AE
l

sin β cos β − 12EI
l3 sin β cos β

H = −6EI
l2 sin β

U =
AE
l

sin2 β +
12EI

l3 cos2 β

V =
6EI
l2 cos β

2.4. Energy Release Rate

With the propagation of crack, it is found the surface energy decreases to form new crack surface.
Using the stress intensity factor KI , the potential energy release rate G can be calculated as:

G = 1 − ν2

E
K2

I . (10)

When considering about double cantilever beam, with the Young’s modulus of E,and the moment
of inertial of area as I, and the bending moment M acting on the free edge of the beam, the energy
release rate can be calculated as:

G = M2

2EI
(11)

3. Analysis Model and Analysis method

3.1. Discrete Cohesive Zone Model

Consider a linear elastic solid in Fig. 3 with Young’s modulus of E and Poisson’s ratio of ν and
established with cohesive zone model in Fig. 4(a). Fig. 4(b) shows the general continuously cohesive
zone model, while Fig. 4(c) is the discrete cohesive zone model on the basis of Fig. 4(b) with periodic
characteristic length of l. In the periodic structure, set the cohesive zone model with the length of
b,and make the last l − b of debonding area. Also in this study, we set b = 1/2l. The small scale
yielding condition is assumed and the boundary condition is set with a displacement field of KI = K̇It
with K̇I = 50GPa

√
m/s. Using the discrete cohesive model,crack propagation is studied.

With the Griffith theory, fracture toughness KIC can be evaluated with surface energy Γ as:

KIC =

√
EΓ

1 − ν2 (12)
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E ν,

Cohesive zone

linear elasticity

KI
Displacement
specified
based on

−field

Figure 3. Schematics of problem Figure 4. Detail of Cohesive zone

And here for general continuously cohesive zone model, Γ = φn. So with b = 1/2l, the discrete
cohesive zone model has the surface energy of 1/2φn and the stress intensity factor can be obtained
as KI =

√
1/2KIC.

3.2. Microscopic Structure with Cohesive Zone Model

Microscopic structures with different mythologies show unique feature of strength. Consider two
patterns of structures made of frame elements bound with cohesive zone shown in Fig.5 and Fig.6,
set the y-direction displacement and simulate the separation of the element.

Figure 5. Unit Discrete Structure Figure 6. Unit Hierarchical Structure

The bottom of the structures are bound with cohesive zone model, when separation happens, the
traction-time curve can be shown as Fig.7
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Figure 7. Force-displacement relations of microsopic structures

With the feature talked above, by using the model of continuous cohesive zone model, continuous
microscopic structures can be obtained. As shown in Fig. 8, cohesive zone is replaced by structures.
All the structures are binding with cohesive zone models at the end of the elements, and the angular
velocity at the free edge is set as ω = 5 × 10−7rads/s.

(a) Continuous Structure with cohesive zone model

(b) Discrete Structure with cohesive
zone model

(c) Hierarchical ramification struc-
ture with cohesive zone model

Figure 8. Schematics of pealing problem of canti-lever

4. Analysis Result

4.1. Discrete Cohesive Model

The fracture toughness of the general continuously cohesive zone model can be calculated as K∗IC =
0.358MPa

√
m, therefor the theoretical value of the stress intensity factor will be KIC =

√
1/2K∗IC.
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Using discrete cohesive zone model and general continuously cohesive zone model to simulate the
crack propagation and comparing the stress intensity factor as shown in Fig.9
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Figure 9. The stress intensity factor of discrete cohesive zone model of different characteristic lengths
comparing with the theoretical value

Figure 9 shows the result of different characteristic lengths. The strength of the material increases
with the characteristic length. Also, the stress intensity factors of discrete cohesive zone models are
all above the one of general continuously cohesive zone model. Therefore, the possibility that the
interface morphology of cohesive zone has an impact on the strength of material is illustrated.

4.2. Microscopic Structure with cohesive zone model

The average potential energy to make a new fracture surface can be calculated as φ∗n = φn/∆d =
1.28×10−10J/m. Using this data, the theoretical moment in proportion to strength of the bulk material
can be obtained as K∗ =

√
φ∗nEI = 9.55 × 10−13Nm.

By using simulation, the simulate data of the strength of structures with cohesive zone model and the
deformation can be obtained.

As shown in Fig.10, the strength of discrete structure exceeds the one of hierarchical structure at
first and is reversed during the crack propagation . When crack propagates, the strength of discrete
structure turns constant while the one of hierarchical structure shows several jump which represents
the thorough separation of unit structures. Although theoretical result overwhelms simulation results,
since the result of hierarchical structure increases during element separation, the strength of hierar-
chical structure shows more resistance to crack propagation.

When the strength of hierarchical structure jumps as shown in Fig.12, crack propagation occurs. From
the deformed hierarchical structure graph, the details of crack propagation can be illustrated.

Figures 13(a)- (h) show the details of crack propagation and element separation. The upper graphs
represent the total image of deformed structures while the lower ones represent the enlarged view
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Figure 11. Deformed Microscopic Structures
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Figure 12. Separations on cohesive zone during crack propagation

of the cohesive zone. When first jump happens in Fig.12 at (1) and (2), the first unit hierarchical
structure separates completely and crack propagates as in Fig. 13(a) and Fig. 13(b). The second jump
at (3) and (4) corresponds to Fig. 13(c) and Fig. 13(d), half of the unit structure separates while the
other half parts contains both bonding and separated elements. This half parts completely separates at
(5) and (6) shows in Fig12 without jumps.After the first two unit structures separate completely, the
third one begin to separates at (7) and at (8) half of the unit structure thoroughly separates.

The hierarchical structure separates at a certain distributive way. Due to the special feature of hierar-
chical structure, the elements do not separate in regular order. Instead, after the initial separation, the
element separates next shifts in one structure.

After all the elements separate in one structure, the crack propagation happens. While for discrete
structure, the elements separate in the regular order, after the first separation happens, the elements
next separates sequentially. Discrete structure may be destroyed quickly after the first element sepa-
ration, while hierarchical structure can suffer more due to its special separating feature.
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Figure 13. Deformed Hierarchical Structure
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5. Conclusions

The strength of the material has been evaluated via simulation of discrete cohesive zone model and
microscopic structures bound with cohesive zone model. By changing the morphology of the inter-
face, sophisticated design of the strength and the properties of crack propagation of material will be
possible.
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Abstract. In this paper, we present a modeling of planar structures under dynamic loading containing 
stationary cracks in order to determine the dynamic stress intensity factor (DSIF). This parameter will be 
evaluated by using the eXtended Finite Element Method (XFEM) coupled with the interaction integral 
technique. Some examples of validation of the computer code developed in this work were tested. The good 
correlation of the obtained results in fatigue with the literature proves the effectiveness of the method as well 
as the developed computer code. In the dynamic case, a parametric study on the presence, position and size 
of the void with respect to the crack and also on the crack type (crack edge and central crack) was conducted 
for some practical applications. 
Keywords: Stress Intensity Factor, Extended Finite Element Method, Dynamic Loads, Fatigue, Void.  
 
1. Introduction and stat of the art 
In the cracking of fragile and quasi-fragile structures containing voids (holes) and subjected to 
quasi-static and dynamics loadings, the characterized parameter is the Stress Intensity Factor (SIF).  
Many techniques have been used in literature to evaluate this parameter. Among which we mention 
the finite element method FEM [1], the boundary element method BEM [2], the finite difference 
method FDM [3], and the symmetric-Galerkin boundary element method SGBEM [4]. We note that 
the FEM is the most popular for its flexibility and efficiency. However, it requires a special 
treatment of discontinuities and singularities of fields due to the presence of the crack. For this 
purpose, a new FEM approach has been developed by Belytschko and Black [5] named 
eXtended Finite Element Method (XFEM). It consists to take into account the discontinuity at the 
crack edges and the singularity at the crack tip by enrichment of neighboring nodes with new 
degrees of freedom via the new shape functions associated with elements containing these nodes. 
Among the first who addressed the problem of voids by using XFEM in static are Sukumar and 
Chopp [9], by introducing a new enrichments for voids. Recently, J M Pais [10] has treated voids 
problem using XFEM but limited on static and quasi-static loadings.  
 
In this context, this work seeks to model the behavior of structures containing simultaneously voids 
and stationary cracks and subjected to different types of loads (fatigue loads and dynamic Heaviside 
step loading). The SIF will be evaluated using a global approach; based on the J integral. Also, in 
this work, we will test the effect of size and position of the void. The obtained results will be 
compared with other works in literature.  
 
2. XEFM formulation 
The XFEM introduces in the approximation of the displacement field three types of enrichments [5]: 
-A discontinuous function H (Heaviside function) that enriches the split nodes (Fig. 1): 
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Where  is the level set function that determines the normal position of node (x) from the crack. 
-Four (04) singular functions for each tip node (Fig. 1): 
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-For void nodes, we add the following enrichment [9]: 
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Where  is the level set function of voids 
The approximate displacement fields are as follows: 
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In addition to traditional unknown ui, we consider the unknowns ai and bk corresponding to the 
enrichment functions H et Fk, respectively. 

  Split node   Tip node   Simple node  void node 
Void 

Crack tip 

Crack

Domain 

 
Fig. 1 Types of XFEM enrichments of the meshed domain. 

 
3. Interaction integral method for SIF computation 
There are several methods to evaluate the SIF. In this work we use the J integral method by using 
the interaction integral (Fig.2). Because its global character, this method is the most stable 
technique.  

 

 
Fig.2 Method of SIF computing: interaction integral technique. 

 
This method introduced by Sih et al [8], combines with the actual field an auxiliary field satisfying 
the boundary conditions of the problem. In this case, The J integral is given as follows: 
 



.MJJJ auxact  (5)
 
Where actJ , auxJ  are the J integrals in the actual and auxiliary fields, respectively, and M  is the 
interaction integral that we are interested in, defined by : 
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MW    is the strain energy of interaction and EE ' in plane stress and 

)1/( 2' EE  in plane strain. Therefore, the stress intensity factor in mode I and II take the form: 
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We take 0,1  aux

II
aux
I KK  in mode I and 1,0  aux

II
aux
I KK  in mode II. The computing procedure 

of M is based on the Gauss points within the elements of J domain area A (see Fig 2). 
  

4. Fatigue application   
We validate the computer software carried out in this study and based on the above developments, 
in quasi-static (fatigue) loading, we consider a plate (Fig. 3) of size mmmmlL 6512022   with an 
edge crack of length a2 , with mma 10 , and 3 holes (one is of diameter 20 mm and the two others 
for the load action are both of 13 mm). The material properties are Pa107.71 9E , 3.0 .  The 
stress state is plane strain with a mesh of 60x120 elements. The plate is under uniaxial fatigue load 
with a variation of KNp 20  with 12 increments of da=3 mm. 
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Fig.3 the considered validation: (a) Cracked plate containing voids,(b) results using XFEM, (c) experimental 

results [11]   
 
In this case, the crack growth path is followed and compared with that obtained by Giner et al. [11], 
the results are regrouped in Fig 3. The obtained results as shown in Fig 3b are approximately close 
to the experimental ones Fig 3c proved so the accuracy of this approach.  
 
 

5. Dynamic applications 
For dynamic loads, we are limited to present our results only. 

 

 



5.1. Plate with edge crack  

We consider a reference problem of a plate (Fig. 5.a) of size mmmmlL 30040022   with an 
edge crack of length a2 , with . The material properties are Pa101.2 11E , 3.0  and

33220Kg/m .  With plane strain state and a mesh of 60x120 elements. The plate is under 
uniaxial dynamic tensile ),( 0 ty  of Heaviside step load (Fig. 4.b) with Pa1020 6

0  , 

We’re going to evaluate the no normalised SIF I adK  at the crack tip and the maximum of y 
component of normalised stress ad on A point situated at the nearest node to the crack tip defined 
as: 
                                     0/ ( )I ad IK K a                                                                         (8)            
                                                    0/ad yy                                                                               (9) 
Curves on Fig 4.c were found with sliding the void horizontally with a step of (1/7)a. These Figures 
represent the variation of I adK and ad  versus the relative position x/2w.    
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Fig.4 (a) considered geometries, (b). Dynamic load Heaviside (c) SIF and maximum stress 

Fig 4c shows that both I adK and ad  decreases with the distance of the hole to the crack tip; it is like 
the crack length decreases. The SIF continues to decline up then vanishes when the hole reached the 
crack tip. That is why holes at the crack tips are considered a very practical solution to stop their 
growth. 

5.2. Plate with central crack  
We reanalysis the precedent example but with a central crack crossed by a hole of a diameter 
varying from 2a/10 to 2a/1.1 as shown in Fig 4a. 

In this example, we are going to evaluate the dimensionless SIF given in relation (8) for different 
diameters of hole to verify its role to increase the cracking plate resistance. Effectively, from the 
curves in Figure 5.b, the hole more and more bigger extinct more and more the SIF and therefore 
the risk of crack growth. 
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Fig.5 (a) considered geometries, (b). DSIF for different sizes of hole 

 
6. Conclusion 
 
This study presents a computational procedure to evaluate the SIF for cracked structures with void 
using XFEM. The correlation of the obtained results with the literature for the fatigue application 
demonstrates the effectiveness of this procedure. The obtained results of dynamic applications agree 
very well with the attended physical results which approve so the robustness of our approach. As 
perspectives of this study the present approach can be extended to problems of multi-voids and 
dynamic crack propagation.  
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Abstract. This work deals with dynamic modelings of cracked structures containing inclusions using the 
eXtended Finite Element Method (X-FEM). The proposed theoretical developments focused on the case of 
the dynamic analysis, which constitutes the originality of the work.  A computer code has been set up based 
on this theoretical framework. Several applications have been treated in order to demonstrate the 
effectiveness and robustness of the X-FEM based code for modeling cracked structures containing inclusions 
subjected to dynamic loadings. 
 
Keywords: the eXtended Finite Element Method, Stress Intensity factor, inclusion, Dynamic Loads. 
 

1. Introduction  
In linear fracture mechanics, the Dynamic Stress Intensity Factor (DSIF) is used to characterize the 
cracking of fragile and quasi-fragile structures under dynamic loadings. In literature, we find many 
techniques to evaluate this parameter, among which we mention the finite element method (FEM) 
[1], the finite difference method (FDM) [2], the boundary element method (BEM) [3] and the 
symmetric-Galerkin boundary element method (SGBEM) [4]. We note that the FEM is the most 
popular for its flexibility and efficiency. However, it requires a special treatment of discontinuities 
and singularities of the unknown fields when cracks and inclusions that are present in the material 
are considered in the analysis as in the present study. To overcome such issues, a new FEM 
approach named eXtended Finite Element Method (XFEM) has been developed by Belytschko and 
Black [6] in 1999. It consists in taking into account the discontinuity at the crack edges and the 
singularity at the crack tip by enrichment of the neighboring nodes with new degrees of freedom, 
via the new shape functions, associated to elements containing those nodes. In 2004, a new 
enrichment function for inclusions has been proposed by Sukumar and Chopp [5]. Recently, J. M. 
PAIS (2010) used the eXtended Finite Element Method (XFEM) to study cracks and their 
propagation subjected to static and fatigue loadings [7]. In the authors knowledge, the earliest 
published papers treating the dynamic problems by using XFEM, but without inclusion, are due to 
Belytschko and Chen [8], Réthoré et al. [9], and Grégoire [10]. Other work has addressed this 
problem with a new approach such the one of A.V. Phan et al. [4] who used the symmetric-Galerkin 
boundary element method SGBEM.  
 
In the present work, a modeling approach based on the XFEM method is proposed to describe the 
behavior of structures containing stationary cracks and inclusions, that are subjected to different 
types of dynamic loads (Heaviside step loading and triangular blast loading). Hence, the Dynamic 
Stress Intensity Factor (DSIF) will be evaluated by XFEM using the J integral. Moreover, the effect 
of the relative position of the inclusion with regard to the crack will be examined. For validation 
purpose, the results given by our approach will be compared to those of A.V. Phan et al. [4] 
obtained by using the SGBEM.  
 
2. Presentation of the XFEM method  
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The XFEM introduces in the approximation of the displacement field three types of enrichments [6]: 

- A discontinuous function H (Heaviside function) that enriches the split nodes (Fig. 1): 
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  Where  is the level set function that determines the normal position of node (x) from the crack. 
- Four singular functions for each tip node (Fig. 1): 
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- One function associated with the interface nodes of the inclusion: 
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 Where  is the level set function of the inclusion.  
 
The approximate displacement fields are as follows: 
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In addition to traditional unknowns ui, we consider the unknowns ai,bk and  ae corresponding to the 
enrichment functions  H, Fk and   respectively. 

 
   Nœud simple             Nœud de l’interface  
  Nœud Split              Nœud Tip    

Crack tip 

Crack

Domain   

Inclusion 

 
Fig. 1 Types of XFEM enrichments of the meshed domain. 

 
3. Interaction integral method for DSIF computation 
There are several methods to evaluate the DSIF. In this work, we use the method of the J integral by 
using the interaction integral (Fig.2). Because of its global character, it is the most stable technique.  
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Fig. 2 Computing method of DSIF: interaction integral technique. 
 
This method introduced by Sih et al [11], combines with the actual field an auxiliary field satisfying 
the boundary conditions of the problem. In this case, The J integral is given as follows: 
 
    .MJJJ auxact   (5)
 

Where actJ , auxJ  are the J integrals in the actual and auxiliary fields, respectively, and M  is the 

interaction integral that we are interested in, defined by : 
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With   2/ij
aux
ij

aux
ijij

MW    is the strain energy of interaction and EE ' in plane stress and 

)1/( 2' EE  in plane strain. Therefore, the stress intensity factors in mode I and II take the form: 

   .
2

'

MEK   (7)

We take 0,1  aux
II

aux
I KK  in mode I and 1,0  aux

II
aux
I KK  in mode II. The computing procedure 

of M is based on the Gauss technique, the integration points are within the elements describing the 
area A of the J domain (see Fig 2). 
 

4. Applications  
We consider a plate of size 2w × 2h = 30mm × 40 mm containing an internal crack of initial length          
2l = 4.8 mm and an inclusion of diameter d = 4 mm as shown in Fig. 3. The plate is subjected to a 
uniaxial Heaviside step tension loading σ(t) or a triangular blast loading with  t1 = 2 μs and t2 = 8 
μs. The inclusion is eccentrically positioned relatively to the crack center as shown Fig 3. The 
material properties for the plate and the inclusion are respectively: E = 260 GPa and 640 GPa, υ = 
0.08 and 0.01, and ρ = 3.220 kg/m3 and 3.515 kg/m3. The DSIFs evaluated at crack tip A, and 
normalized with respect to the SIF of a similar situation in infinite plate under a uniaxial tension σ0 
without inclusion. The normalized DSIFs for this problem are defined as:   

    
a

KK I
I  0

               
a

KK II
II  0

  (8)
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Fig.3 The validation problem: a) Cracked plate with inclusion, b) Different types of loadings.  
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Fig.4 The plate under Heaviside step loading with different positions of the inclusion;  (a) e= 3d/4     (b) e= 

d/2, (c) e= d/4. 
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Fig.5 The plate under triangular blast loading with different positions of the inclusion;  (a) e= 3d/4   (b) e= 

d/2, (c) e= d/4. 
 
 Figures 4 and 5 can be shown, there is an acceptable correlation between the obtained results and 
those of Phan et al. [4] using SGBEM, for different positions of the inclusion as well as for KI and 
KII.  
 
We can note here that for DSIF KII, our results are closer to the exact solution (zero) compared to 
those obtained by Phan et al.[4].  
 
Compared to the Heaviside step loading, the triangular blast loading increases more the negative 
value of KI and decreases more the positive peaks. This shows that the Heaviside step loading is 
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more dangerous than the triangular blast loading. The quality of the obtained results demonstrates 
well the effectiveness of the proposed approach and the resulting computer code. 
 
5. Conclusion 

This study presents a computational procedure to evaluate the DSIF for stationary cracks in plate 
containing inclusions using the XFEM method. The agreement of the obtained results with those 
found in the literature for several treated configurations demonstrates the effectiveness and the 
robustness of the proposed procedure. As a perspective, this work will be extended to problems of 
multi inclusions, multi cracks, different form of the inclusion and dynamic crack propagation.  
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Abstract  In this paper, the base force element method (BFEM) on damage mechanics is used to analyze 
the fracture properties of recycled aggregate concrete (RAC) on meso-level. The recycled aggregate concrete 
is taken as five-phase composites consisting of natural coarse aggregate, new mortar, new interfacial 
transition zone( ITZ) , old mortar and old ITZ on meso-level. The random aggregate model is used to 
simulate the meso-structure of recycled aggregate concrete. The size effects of mechanics properties of RAC 
under uniaxial tension loading are simulated using the BFEM on damage mechanics. The simulation results 
agree with the test results. This analysis method is the new way for investigating fracture mechanism and 
numerical simulation of mechanical properties for recycled aggregate concrete. 
 
Keywords  Base force element method (BFEM), Micromechanics, Fracture property, Size effect, Recycled 
aggregate concrete (RAC) 
 
1. Introduction 
 
Concrete is considered as heterogeneous composites which mechanical performance is much related 
with the microstructure of material. The mechanical performance is usually obtained using 
experimental method. However, testing usually consumes a large amount of manpower and material 
resources, and test results are usually more discrete. In order to overcome this defect, the concept of 
numerical concrete was presented by Wittanmm et al (1984) based on micro-mechanics. 
Subsequently, some scholars did some creative works in this field, and made a number of models. 
Among them, the two important models are the lattice model and the random aggregate model. For 
example, Schlangen et al (1992, 1997) applied the lattice model to simulate the failure mechanism 
of concrete. Liu et al (1996) adopted the random aggregate model to simulate cracking process of 
concrete using FEM. Peng et al (2001) adopted the random aggregate model to simulate the 
mechanics properties of rolled compacted concrete on meso-level using FEM. Du et al (2008) 
simulated the failure mechanism of beam under impact loading and triangular cyclic loading by 
using displacement-controlled FEM, stress-strain curves and dynamic bending strengths of 
specimens. 

Recycled concrete material which is used as a green building material has attracted more and 
more researchers with the shortage of resources and an increasing number of construction wastes. 
They have carried out series of experiments and some conclusions have been reached. An overview 
of study on recycled aggregate concrete has been given by Xiao et al (2012). However, because of 
the complexity of recycled coarse aggregates, conclusions made by different researchers are usually 
not very accordant, even opposite sometimes. To remove effects of experimental conditions, some 
numerical researches on meso-level was considered. For example, numerical simulation on 
stress-strain curve of recycled concrete was taken by Xiao et al (2009) with Lattice Model under 
uniaxial compression. A method on meso-mechanics analysis was proposed by Peng et al (2011) 
using FEM for recycled aggregate concrete based on random aggregate model. However, the 
Numerical researches on the damage mechanism for recycled concrete material have just begun. 

In recent years, a new type of finite element method - the Base Force Element Method (BFEM) 
has been developed by Peng et al (2006-2012) based on the concept of the base forces by Gao 
(2003). In this paper, the BFEM on potential energy principle is used to analyze recycled aggregate 
concrete (RAC) on meso-level. The size effects of mechanics properties of recycled aggregate 
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concrete in uniaxial tension test are simulated using the BFEM. The simulation result agrees with 
the test result. This research method is the new way for investigating fracture mechanism and 
numerical simulation of mechanics properties of recycled aggregate concrete. 
 
2. Basic Equation 
 
Consider a two-dimensional domain of solid medium, let ( )2,1=ααx  denote the Lagrangian 
coordinate system, where P  and Q  the position vectors of a material point before and after 
deformation, respectively. Two triads for original and current configurations can be defined as: 

 αα x∂
∂

=
PP ,    αα x∂

∂
=

QQ , (1) 

Let u  denotes the displacement of a point, then 
 PQu −=  (2) 

The gradient of displacement αu  can be written as: 

 αααα PQuu −=
∂
∂

=
x

 (3) 

  Then, the Green strain ε  can be written as 

 )(
2
1

i
ii

i uPPuε ⊗+⊗=  (4) 

In order to describe the stress state at a point Q , a parallelogram with the edges 2
21 d,d QQ1 xx  

is shown in Figure 1. Define, 

 0d,
d
d

1 →= +
α

α

α
α x

x
TT  (5) 

where 3=1 for indexes. Quantities )2,1( =ααT  are called the base forces at point Q  in the 
two-dimensional coordinate system αx .   

According to the definitions of various stress tensors, the relation between the base forces and 
various stress tensors can be given. The Cauchy stress is 

 α
α QTσ ⊗=

QA
1 .  (6) 

 
 
 
 
 
 
 
 
 
 
 Figure 1.  Base Forces on a plane element 
 

Further, the base forces are given as follows 
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in which W  is the strain energy density, 0ρ  is the mass density before deformation. 
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Equation (7) expresses the αT  by strain energy directly. Thus, αu  is just the conjugate variable 
of αT . It can be seen that the mechanics problem can be completely established by means of αT  
and αu . 
 
3. Model of BFEM with Triangular Element 
 
We will derive explicit expressions for stiffness matrices of a triangular element now, base on the 
concept of “base forces”. Consider a triangular element with boundary S  as shown in Figure 2.  
 
 
 
 
 
 
 
 
 
 
 
 

 Figure 2.  A triangular element 

 
For the small displacement case, the real strain ε  can be replaced by ε . We can obtain the 

average stress in element as 

 A
A A

d1
∫= εε  (8) 

in which A  is the area of element. 
Substituting Equation (4) into Equation (8), we have 

 ( ) A
A A

d
2
1
∫ ⊗+⊗= α

αα
α uPPuε  (9) 

Using Green’ theorem, Equation (9) becomes 

 ( ) s
A S

d
2
1
∫ ⊗+⊗= unnuε  (10)  

where n  is the current normal of boundary S . 
When the element is small enough, Equation (10) can be written as 

 ( )∑
=

⊗+⊗=
3

12
1

i
iiiiiL

A
unnuε  (11) 

where iL  is the length of edge ( )3,2,1=ii , in denotes the external normal of edge ( )3,2,1=ii , 

iu is the displacement of geometric center of edge ( )3,2,1=ii . 
Further, we assume that any edge of the triangular element in the deformation process keeps its 

edges straight lines. Then, we can obtain the following expression for iu :  

 ( )JIi uuu +=
2
1  (12) 

where Iu  and Ju denote the displacements of both ends of edge ( )3,2,1=ii , respectively. 
Substituting Equation (12) into Equation (11) yields 

K

I

J

Iu
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 ( )I
II

IA
ummuε ⊗+⊗=

2
1  (13) 

The summation rule is implied in the above equation, and Im  is 

 ( )IK
IK

IJ
IJ

I LL nnm +=
2
1  (14) 

where IJL and IKL  are the length of edges IJ  and IK , IJn and IKn  denote the external normal 
of edges IJ  and IK , respectively. 

Then, for an isotropic material, the strain energy in the element is reduced to  

 ( ) ( ) ⎥⎦
⎤

⎢⎣
⎡ +
−+

= εεUε :: 2

2112 ν
ν

ν
AEWD  (15) 

in which E  is Young’s modulus, ν  is Poisson’s ratio. 
Substituting (13) into (15) we have 

 ( ) ( ) ( ) ( )( )⎥⎦
⎤

⎢⎣
⎡ ++
−+

= ⋅⋅⋅⋅ I
J

J
I

IJ
JI

I
ID m

A
EW mumuuumu 2

21
2

14 ν
ν

ν
 (16) 

where  
 JIIJm mm ⋅=  (17) 

From Equation (16), we can obtain the force acting on this element at node I  

 J
IJ

I
DI W uK

u
f ⋅=

∂
∂

=  (18) 

where 
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−+

= IJIJJIIJ m
A

E mmUmmK
ν

ν
ν 21

2
12

 (19) 

Here, IJK  is a second-order tensor that is called the stiffness matrix. 
The characteristics of the stiffness matrix IJK compared with the traditional FEM are as:  
(1) This expression of stiffness matrix IJK can easily be extended to apply for arbitrary 

polygonal elements problem in two dimensions or arbitrary polyhedral element problem in three 
dimensions.  

(2) The expression of the stiffness matrix IJK is a precise expression, and it is not necessary to 
introduce the Gauss’ integral for calculating the stiffness coefficient at a point.  

(3) This expression of IJK can be used for calculating the stiffness of various elements with a 
unified method.  

(4) This expression of stiffness matrix IJK can be used in any coordinate system.  
(5) The method of constructing the stiffness matrix does not regulate the introduction of 

interpolation. 
The model of the base force element method will be used to analysis the damage problem for 

recycled aggregate concrete and be used to analysis the relationships of meso-structure and 
macroscopic mechanical performance of recycled concrete. 
 
4. Random Aggregate Model for RAC 
 
Based on the Fuller grading curve, Walraven J.C et al (1981) put the three dimensional grading 
curve into the probability of any point which located in the sectional plane of specimens, and its 
expression as follow: 
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where kP is the volume percentage of aggregate volume among the specimens, in 
general 75.0=kP , 0D is the diameter of sieve pore, maxD is the maximum aggregate size. 

According to (20), the numbers of coarse aggregate particles with various sizes can be obtained. 
By Monte Carlo method, random to create the centroid coordinates of all kinds of coarse aggregate 
particles, namely to generate random aggregate model. 

According to the projection method, we dissect the specimens of RAC with different phases of 
materials. Then, the phase of recycled coarse aggregate, the phase of new hardened cement, the 
phase of old hardened cement, and the phase of new and old interfacial transition zone (ITZ) can be 
judged by a computer code as Figure 3: 

 

Figure 3.  Attribute recognition figure 
 

 
5. Damage Model of Materials 
 
Components of RAC such as recycled coarse aggregate, new mortar, old mortar, new interfacial 
transition zone (New ITZ) and old interfacial transition zone (Old ITZ) are basically quasi-brittle 
material, whose failure patterns are mainly brittle failure. 

In this paper, according to the characteristics of recycled concrete on meso-structure, the damage 
degradation of recycled concrete is described by the bilinear damage model, and the failure 
principal is the criterion of maximum tensile strain. Damage constitutive model is defined as 

)1(~ DEE −=  as shown in Figure 4, where the damage factor D  can be expressed as fallow: 
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where tf   is the tensile strength of material, the residual tensile strength is defined as tr tf fλ= , 
the residual strength coefficient  λ  ranges from 0 to 1, the residual strain is 0rε ηε= , η  is the 
residual strain coefficient, the ultimate strain is defined as 0uε ξε= , where ξ  is ultimate strain 
coefficient, ε is principal tensile strain of element. 
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Figure 4. Bilinear damage model 

 
 
6. Numerical Example 
 
According to the test results got from the experiment, material parameters of recycled aggregate are 
selected, which is completely coherent with model material used in the experiment. Material 
parameters of numerical simulation are shown in table 1. The recycled concrete specimens were 
loaded by displacement steps. 

Table 1. Material parameters of uniaxial tensile tests 
Materials Elastic modulus/GPa Position ratio Tensile strength/MPa λ  η ξ

Natural coarse aggregate 50 0.16 10 0.1 5 10

Old ITZ 25 0.2 2 0.1 3 10

Old cement mortar 25 0.22 2.5 0.1 4 10

New ITZ 30 0.2 2 0.1 3 10

New cement mortar 30 0.22 3 0.1 4 10

 
For the size 100mm×100mm×100mm of tension specimen, the numbers of coarse aggregate 

particles can be obtained according to Equation (20). By Monte Carlo method, random to create the 
centroid coordinates of all kinds of coarse aggregate particles, namely to generate random aggregate 
model as Figure 5: 
 

 
Specimen 1 Specimen 2 Specimen 3 Specimen 4 

Figure 5. Random aggregate model with 100mm×100mm×100mm 
 

The uniaxial tensile stress -strain curve of recycled concrete is getting as shown in Figure 6. The 
tensile strengths of the four specimens were 2.64Mpa, 2.69MPa, 2.67MPa and 2.69MPa. The 
uniaxial tensile strength average of the specimen group is 2.67MPa. The result BFEM on 
meso-damage analysis for RAC is consistent with the test results. 
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Figure 6.  Stress-strain curve of RAC with 100mm×100mm×100mm 
 

For the size 150mm×150mm×150mm of tension specimen, the numbers of coarse aggregate 
particles can be obtained according to Equation (20). By Monte Carlo method, random to create the 
centroid coordinates of all kinds of coarse aggregate particles, namely to generate random aggregate 
model as Figure 7: 
 

Specimen 1 Specimen 2 Specimen 3 Specimen 4 
 

Figure 7. Random aggregate model with 150mm×150mm×150mm 
 

The uniaxial tensile stress -strain curve of recycled concrete is getting as shown in Figure 8. The 
tensile strengths of the four specimens were 2.51Mpa, 2.50MPa, 2.52MPa and 2.51MPa. The 
uniaxial tensile strength average of the specimen group is 2.51MPa. 

 
 

 
 

 

 

 

 
 

Figure 8.  Stress-strain curve of RAC with 150mm×150mm×150mm 
 

For the size 300mm×300mm×300mm of tension specimen, the numbers of coarse aggregate 
particles can be obtained according to Equation (20). By Monte Carlo method, random to create the 
centroid coordinates of all kinds of coarse aggregate particles, namely to generate random aggregate 
model as Figure 9: 
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Specimen 1 Specimen 2 Specimen 3 Specimen 4 
 

Figure 9. Random aggregate model with 300mm×300mm×300mm 
 

The uniaxial tensile stress -strain curve of recycled concrete is getting as shown in Figure 10. The 
tensile strengths of the four specimens were 2.29Mpa, 2.30MPa, 2.31MPa and 2.28MPa. The 
uniaxial tensile strength average of the specimen group is 2.30MPa. 

 
                          

 
 

 

 

 

 
 

Figure 10.  Stress-strain curve of RAC with 300mm×300mm×300mm 
 

The size effects of mechanics properties of RAC under uniaxial tension loading are shown in 
table 2.  

 
Table 2. Different sizes of recycled concrete compressive strength under uniaxial tension loading 

Different sizes of recycled concrete Tensile strength/MPa 

100mm×100mm×100mm 2.67 

150mm×150mm×150mm 2.51 

300mm×300mm×300mm 2.30 

 
 
7. Conclusions 
 
(1) In this paper, a model of the base force element method (BFEM) is proposed for the damage 
analysis problem and is used to simulate the relations of meso-structure and macro-strength of 
recycled aggregate concrete (RAC). The characteristics of the BFEM are that the expression of the 
stiffness matrix IJK is a precise expression, and it is not necessary to introduce the Interpolation 
function and the Gauss’ integral for calculating the stiffness coefficient at a point. The numerical 
results show that this method can be used for damage analysis of the RAC. 
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(2) In order to simulate the meso-structure of recycled concrete material, the recycled aggregate 
concrete is taken as five-phase composites consisting of natural coarse aggregate, new mortar, new 
interfacial transition zone (ITZ) , old mortar and old ITZ on meso-level in this paper. The random 
aggregate model is used for the numerical simulation of uniaxial tensile performance of recycled 
aggregate concrete. The results by the BFEM show that the uniaxial tensile strengths of specimens 
are approximately coincident with the experiment results, and the size effect of specimens is agree 
with the common rule.  
(3) The numerical simulation provides a new way for research on mechanical properties of recycled 
aggregate concrete. 
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Abstract The instantaneous fracture of wood material is commonly the source of important accident in the 
mechanical industries and civil engineering structures. This fact proves that it is necessary to propose a 
model capable to identify or predict the crack initiation in such materials. In this work, an analytical and 
numerical model taking into account the stress relaxation coupled with hygrothermal effects and an ageing 
viscoelastic behavior is proposed. This approach includes shrinkage – swelling effects with orthotropy 
properties in the radial and transversal directions. This model is applied to a green wood slice during the 
natural drying process. The viscoelastic properties inducing a partial hydric stress relaxation and a finite 
element model is proposed based on a orthotropic generalized Kelvin Voigt model taking into account a 
moisture content dependence on its rheological properties as mechano-sorptive effects. The fracture criterion 
is introduced according to the Tsai-Wu or Hill approaches rewritten in terms of energy criterion and the 
numerical model allows to focusing the crack growth initiation localization. Some experimental results are 
compared with numerical modeling to predict the shrinkage process integrating the crack growth initiation. 

Keywords Green wood drying, experimental characterization, finite element method, crack growth initiation 
 
1. Introduction 
 
Aided by its environmental benefits, the wood material is widely used in engineering structures and 
also, in civil and industrial buildings. As structure element, this material is often machined after 
drying but also immediately after cutting as green wood. However, the natural or artificial shrinkage 
due to drying process is commonly responsible of deformations and crack appears in wood pieces 
or timber structures [1]. Among these deformations, the cup, twist, crook and bow are defects due to 
the moisture variations, and are even more marked on the wood pieces cut up and stored outdoor 
during a long time. These behaviors are mainly reinforced by the environmental effects, but also by 
the orthotropic nature, the heterogeneous aspect, and the anisotropic character of the wood material. 
In this fact, it is essential, for the lumber, to investigate the different processes that lead to these 
phenomena in this shape of green wood during the drying.   
After the tree felling, the wood log starts a drying phase. Initially, we note the diffusion of the free 
water molecules to reach the fiber saturation point. In a second step, the bound water migrates from 
the wood heart until the surface. During this phase, wood is subject to shrinkage swelling effect. 
The orthotropic properties in the radial tangential plane causes strain blockings inducing 
hygrothermal stresses. Moreover, in the hygroscopic domain, elastic properties are characterized by 
a moisture content dependence. The coupling between a tension stress increasing and the elastic 
property evolutions induce a mechano-sorptive process. Simultaneously, during the tree growth, it is 
usually observed a mechanical state distribution providing maturation stresses.  
The moisture content of freshly felled timber varies enormously, so that in the literature, the 
deformations and the evolution of drying-induced stresses in wood are studied according numerous 
methods. Thus, analytical approaches have been developed by Cave [2]. Also, the theoretical 
expression taking into account the drying time of thin lumber has been developed by Bekhta et al. 
[3]. Dubois et al. [4] have proposed the analytical approach of elastic response in wood under 
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moisture content variations. In addition, numerical modeling has been used in order to model the 
alteration of mechanical properties of wood during drying phase or to study the shape of sawn 
timber subjected to moisture variation. Simultaneously, several authors have coupling numerical 
and experimental techniques to analyze the shrinkage . Among them, Kowalski et al. [6] have 
shown the efficiency of the analytical approach for the identification of fracture process in dried 
wood based on acoustic emission technique; Kowalski et al. have also presented a model of drying 
providing the evaluation of moisture content distribution in wood during the drying rate periods, 
with the moisture content at the body surface reaches the fiber saturation point (FSP). In this work, 
the radial and tangential strains (inducing crack process) due to the natural drying of a green wood 
slice are investigated by analytical, experimental and numerical methods.  
The first part of the paper recalls the experimental setup composed of a green wood slice in Douglas, 
a high-sensitivity balance and a video camera. The device is based on the mark tracking method 
composed of an acquisition system date recording the displacement of targets posted on the wood 
slice during the drying phase. Simultaneously, the sample is placed on an electronically balance 
providing the weight measure versus time. The second part details the analysis of experimental 
results; in this case, the evolution of moisture content versus time is posted in order to obtain the 
PSF. The radial and transversal strains are computed according to an analytical approach based on a 
mathematical model coming from cylindrical strain calculations. In the last part, this analytical 
method is coupling with the swelling-shrinkage tensor taking into account an orthotropic 
configuration. The finite element calculation is limited, in this paper, at an elastic behavior 
integrating a mechano-sorptive effect. Also the actual numerical model predicts the cracking due to 
the transversal shrinkage. 
 
2. Experimental setup 
 
The experimental protocol is based on a green wood slice in Douglas fir with a thickness of 30mm 
just peeled.  Sample is initially conditioned in water in order to assure its saturation. As shown in 
Figure 1, the preparation of the specimen consists of drawing black marks according to a polar 
reference centered at the sample heart. In a second step, the sample is placed in the experimental 
chamber in which the temperature of 22°C and a relative humidity of 33%RH are maintained 
constant. The sample is placed on a precision balance in order to measure the masse evolution 
during the drying process. In the same time, black marks allow performing a marking tracking 
protocol in order to record displacements of these marks using the videometric technology [18]. 
Versus time, sample mass, displacements and the crack evolution are simultaneously recorded until 
the mass stability corresponding to the moisture content balance. In order to evaluate the average 
value of moisture content, samples are placed in a 103°C environment by using an oven.  
 

 
Figure 1. Experimental sample and device 
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3. Experimental result analysis 
 
3.1. Moisture content evolution 
The first results concern the moisture content evolution during drying tests. The graphic in Figure 1 
is characterized by a first linear evolution corresponding to the free water migration. At the end of 
test, we can observe the moisture content equilibrium around 8%. While shrinkage swelling effect 
start below the fiber point saturation, it is necessary to detect this point. Assuming that the fiber 
point saturation gives a non linearity in the time moisture content curve, a zoom of the last graph 
provides an estimation of the specific moisture content value of 30% corresponding to the point 
saturation fiber limit. This value is further confirmed by studying strain deformations, 

 
Figure 2. Moisture content evolution and fiber point saturation localization 

 
3.2. Strain evolution 
The mark tracking method allows the calculation of displacements of each black mark center. The 
mechanical exploration requests the definition of strains and, more precisely, radial and tangential 
components. With this consideration, a specific derivation of displacement fields must be operated. 
Let us consider a perfect circular slice with a polar referential centered at this center, Figure 3. M' is 
the image of the displacement of M. 

 
Figure 3. Polar referential in a perfect circular slice 

In order to identify each black mark, Figure 4 proposes a notification by the intersection between 
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radiuses and rings. For example, the mark j
iM  is the point at the intersection between the radius 

iR  and the ring or crown jC . Let us note that radial and tangential strains are defined at the middle 

point comprised between 1M  and 2M . According to this remark, the radial strain is calculated at 

the point 1 2
2M   corresponding to a point placed in the radius n°2 and between rings 1 and 2.  

 

 
Figure 4. Notification of radius and rings 

 
With the same way, the tangential strain is calculated at the point 2

2 3M   placed in the ring n°2 and 
between radiuses 2 and 3. Figures 5 presents radial strains along radius n°3.  

show strain evolution along intermediary radius. 

 
Figure 5. Radial strain along radius n°3 

 
Experimental tangential strains are measured along crowns 1C  to  5C . Firstly, results are 

presented in terms of tangential strain evolution versus time for points l
i jM   placed in the 

intersection of crown lC  and the radius comprised between radius iR  and jR . Figure 6 and 7 
show strain evolution along intermediary radius. 
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Figure 6. Tangential strains for radius comprised between 2R  and 3R  

 
Figure 7. Tangential strains for radius comprised between 6R  and 7R  

 
These results can highlight few points: 

- The tangential strains are, in the whole, in a compression increasing during drying process. 
- At a moisture content level, the tangential strain seems increasing at the sample center 
- An heterogeneity can be observed around the crack initiation vicinity  
- Around 18% of moisture content, we can observe a jump of tangential strain valued near the 

radius 1R  and 7R  near the sample edge which can be explain by the crack growth 
initiation. 

 
 

4. Finite element approach 
 
The simulation of the drying process in free disk requests the development of a specific model 
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taking into account different mechanical behavior such as shrinkage-swelling effects, the elastic 
property dependence on moisture content and the material orthotropy.  
 
4.1. Mechano-sorptive model 
 
The coupling between moisture content variations and mechanical behavior is based on the addition 
of shrinkage-swelling response and mechano-sorptive behavior. During drying process, Gril et al. 
and Husson et al. has putted in evidence one hygro-lock effect affecting elastic and viscoelastic 
responses [4]. According to a creep representation, the mechanical model can be assimilated by a 
generalized Kelvin Voigt model in which each springs accept an elastic hygro-lock behavior 
completed by an uncoupled shrinkage-swelling element as shown in Figure 8 in its uniaxial form. 
 

 
Figure 8. Generalized Kelvin Voigt model with hygro-lock properties 

 
The generalized mechano-sorptive behavior is defined according to the following hereditary 
integral form: 
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4.2. Incremental formulation 
 
The finite element implementation requests a time incremental formulation allowing the integration, 
step by step, of the hereditary behavior induced by viscoelastic and hygro-lock effects. The 
incremental formulation is developed in order to simplify the integral calculus by summarizing 
complete past history in an additional variable. In this case, the numerical algorithm requests to 
update mechanical field during a time increment. Let us introduce a time discretization as follow: 
 1n n nt t t   (2) 
At the time nt , the strain and mechanical stress can be defined from their value at the time 1nt   
such as 

    1n n nt t      and    1n n nt t      (3) 

n  and n  are increments of strain and mechanical stress during the time step nt , 
respectively. The incremental formulation consists on the evaluation of the strain increment 
according to the following constitutive equation: 
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  1n n n nA t         (4) 

nA  is a pseudo compliance function which enables us to traduce the instantaneous strain response 
induced by the mechanical stress increment. 1n   is the complete past history effects of moisture 
content and loadings on strains. Finally, the finite element structuring integrates the orthotropic 
properties in the radial tangential referential. In this condition, the uniaxial incremental formulation 
(4) can be generalized in the following finite element form: 

  n 1n n t      A  (5) 

n  and n  designate increments of strain and stress tensors, respectively. In order to solve 

this equation by a finite element algorithm, let us employ the technique proposed by Ghazlan et al. 
which is derived from the virtual work principle. If the nodal displacement vector increment is 
noted   nU t , the balance equation, in the discretized domain V , can be written as follow 

 
        1

ext
T n n nU t F t F t      K 

 (6) 
TK  is an equivalent tangent matrix assembled from the tensor A .  

 
4.3. Finite element results 
 
As shown in Figure 9, the finite element mesh is realized according to a global positioning system 
centered on the heart specimen allowing defining the center of the cylindrical orthotropic reference. 
The contact surface between specimen and balance is operated by blocking its vertical 
displacements. A referential point is also blocked in its vertically in order to eliminate a rigid body 
displacement. We assume a perfect slice of this surface according to isostatic boundary conditions. 
Specific lines (radius and crowns) have been integrated in mesh in order to have a concordance with 
experimental black mark displacements, Figure 1. 

 
Figure 9. Finite element mesh 

According to the last finite element algorithm, mechanical fields are computed versus moisture 
content level with an increment of 1%. In accordance with Figure 2, the fiber saturation point is 
assumed to be around 30% inducing representative strain evolutions. All mechanical fields are 
calculated in the local orthotropic system. For a final moisture content of 8% corresponding to the 
crack growth initiation, the numerical displacements are plotted in Figure 10 with an amplification 
factor of 2. 
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Figure 10. Finite element displacements 

 
Figures 11 and 12 present the comparison between radial and tangential strains given by finite 
element approach and experimental data. In order to clarify visibility, we choose to represent 
experimental measurements for extreme rings for radius n°6. For radius n°6, we can observe a very 
good agreement between experimental and simulation results. However, the results in terms of 
tangential strains present differences induced by the development of a crack in the end of test. At 
the moisture content of 8%, mappings of RR , TT  and RT  are posted in Figures 13 to 15. 
About radial stresses, we can observe an evolution of heart (compression state) toward outside 
(tension state) with a radial homogeneity. The combination of tangential and shear stresses 
illustrates that the crack growth initiation is based on a coupling between tangential tensions and 
shear state according to a mixed mode configuration. 

 

 
Figure 11. Comparison between experimental and numerical radial strains along radius n°6 
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Figure 12. Comparison between experimental and numerical tangential strains along radius n°1 

 

 
Figure 13. Radial stress mapping at 8% of moisture content 

 

 
Figure 14. Tangential stress mapping at 8% of moisture content 

 

 
Figure 15. Shear stress mapping at 8% of moisture content 

 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-10- 
 

By considering a classical Tsai-Wu's criterion written in a stress form, the Figure 16 shows us the 
mapping of the function f  by noting its concentration in the crack growth zone vicinity. 
 

 
Figure 16. Shear stress mapping at 8% of moisture content 

 
5. Conclusion 
The strain and fracture process due to the natural drying of green wood slice have studied in this 
work. The experimental device, composed of a sensitively balance, a video camera, a slice with 
tracked, have provided to own the displacement in the slice axis during drying phase. The 
experimental protocol is completed with a numerical model integrating mechano-sorptive effect. In 
this context, a finite element model based on an incremental formulation is developed. By using 
comparisons between finite element results and experimental marker tracking data, the stress field is 
computed in the cylindrical orthotropic radial-transverse reference by taking into account 
cylindrical defects induced by conditions of the tree growth. By performing a strength criterion 
based on Tsai-Wu or Hill approaches, the numerical model allows to focusing the crack growth 
initiation localization.  
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Abstract This paper addresses finite element evaluation of the non-singular T-stress in nonhomogeneous 
materials under steady-state thermal loads by means of interaction energy integral method. The interaction 
energy integral method developed in this paper can solve the T-stress with high accuracy and efficiently in 
nonhomogeneous materials. The interaction energy integral method in conjunction with the extended FEM is 
used to solve several representative examples to show its validity. It can be found that the present method is 
efficiency to calculate the T-stress in nonhomogeneous materials.  
 
Keywords  Interaction energy integral, T-stress, Interface, Nonhomogeneous materials 
 
1. Introduction 
 
Stress intensity factors (SIFs) play a significant role in linear elastic fracture mechanics as they 
characterize the crack-tip stress and strain fields. Apart from the SIFs, the T-stress [1], which is the 
nonsingular term, has become another key parameter in fracture mechanics because it has been 
found the T-stress affects the crack growth direction, shape and size of the plastic zone, crack-tip 
constraint and fracture toughness greatly [2-4].  
Many researchers evaluated T-stress when the material is subject to mechanic loading [5-8], 
however, there are few researches on T-stress when the material is subject to thermal loading. 
Sladek and Sladek [9] used the conservation integral method to evaluate the T-stress and the stress 
intensity factors in stationary thermoelasticity. Dag [10] used J integral to evaluate the mix-mode 
SIFs and the T-stress in FGMs under thermal loading. KC and Kim [11] and Kim and KC [12] have 
studied the SIFs and T-stress in FGMs under thermal loading using the interaction energy integral 
method. However, all of the above paper did not consider the situation that the materials contain 
interfaces. 
 
2. Interaction energy integral formulation 
 
The traditional J-integral given by Rice [13] is  

00
1 ,10

lim ( )j ij i jJ u n dδ σ
ΓΓ →

= − Γ∫ W                           (1) 

where W  is the strain energy density given by 

1 1 ( )
2 2

m t th
ij ij ij ij ijσ ε σ ε ε= = −W                            (2) 

and jn  is the outward normal vector to the contour 0Γ , as shown in Fig. 1, and ijδ  is the 

Kronecker delta. In Eq. (2), m
ijε  is the mechanical strain, t

ijε  denotes the total strain, th
ij ijε α θδ= Δ  

refers to thermal strain, α  represents the thermal expansion coefficient and 0θ θ θΔ = −  denotes 
temperature change with 0θ  is the initial temperature. 
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Fig. 1. Schematic illustration of the contour integrals and domain integrals. 
 
The J-integral can be deduced to an equivalent domain integral (EDI) by using the divergence 
theorem, that is 

,1 1 , ,1 1 ,( ) ( )ij i j j ij i j jA A
J u qdA u q dAσ δ σ δ= − + −∫ ∫W W                  (3) 

In the interaction energy integral method, the auxiliary fields, including displacements ( auxu ), 
strains ( auxε ), and stresses ( auxσ ) are used. These auxiliary fields need to be suitably defined in 
order to evaluate T-stress and TSIFs in nonhomogeneous materials. Here we adopt analytical fields 
originally developed for homogeneous materials and the “incompatible formulation” is chosen in 
this paper [14]. 
As shown in Fig.1, there is a point force F applied to the crack tip in an infinite plane. The auxiliary 
displacement fields and the auxiliary stress fields for T-stress are chosen as follows [11, 12], 

2
1

2

( 1)
ln sin

8 4

( 1)
sin cos

8 4

tipaux

tip tip

tipaux

tip tip

F r Fu
d

F Fu

κ
ω

πμ πμ

κ
ω ω ω

πμ πμ

+
= − −

−
= − +

                     (4) 

3
11

2
22

2
12

cos

cos sin

cos sin

aux

aux

aux

F
r

F
r

F
r

σ ω
π

σ ω ω
π

σ ω ω
π

= −

= −

= −

                           (5) 

where d is the coordinate of a fixed point on the 1x  axis, tipμ  is the shear modulus evaluated at 
the crack-tip, and 

3-
(plane stress)

1

3- 4 (plane strain)

tip

tiptip

tip

ν
νκ
ν

⎧
⎪ += ⎨
⎪
⎩

                          (6) 

And the auxiliary strain fields ( )aux aux
ij ijkl klSε σ= x , which is incompatible with the auxiliary 

displacement fields [15]. Since ijklS  is the compliance tensor of the actual materials, not the 

compliance tensor of the crack tip, it can be got that: , ,( ) / 2aux
ij i j j iu uε ≠ + .  

Superposition of the actual and auxiliary fields leads to a new equilibrium state. 
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1 2
,1 ,1 1 ,

,1 ,1 1 ,

1(( )( ) ( )( ) )
2

1(( )( ) ( )( ) )
2

aux aux aux m aux
ij ij i i ik ik ik ik j jA

aux aux aux m aux
ij ij i i ik ik ik ik j jA

J u u qdA

u u q dA

σ σ σ σ ε ε δ

σ σ σ σ ε ε δ

+ = + + − + +

+ + + − + +

∫

∫
         (7) 

The interactional part is called interaction energy integral [14]. Here, it can be derived as 

,1 ,1 1 ,

, 1 , 1 ,1 ,1

( )

( )

aux aux aux m
ij i ij i ik ik j jA

aux aux aux m aux m
ij i j ij i j ij ij ij ijA

I u u q dA

u u qdA

σ σ σ ε δ

σ σ σ ε σ ε

= + −

+ + − −

∫
∫

                 (8) 

According to the relationship of the displacement and strain in elastic mechanics, one may write 

, 1 , 1 , 1 ,1 ,1 ,1
1 ( ) ( )
2

aux aux aux t aux m th
ij i j ij i j j i ij ij ij ij iju u uσ σ σ ε σ ε ε= + = = +               (9) 

The second integral can be obtained as 

, 1 , 1 ,1 ,1 , 1 ,1 ,1( ) ( )aux aux aux m aux m aux aux m aux th
ij i j ij i j ij ij ij ij ij i j ij ij ij ijA A

u u qdA u qdAσ σ σ ε σ ε σ σ ε σ ε+ − − = − +∫ ∫      (10) 

If the extra strain field 0aux tip aux
ij ijkl klSε σ=  is introduced, we can get the formulation 

0
, ,

1 ( )
2

aux aux aux
ij i j j iu uε = + , Here tip

ijklS  is a compliance tensor at the crack tip [15]. Thus, the interaction 

energy integral can be written as 

,1 ,1 1 ,

,1

( )

( ( ( )) )

aux aux aux m
ij i ij i ik ik j jA

tip aux th
ij ijkl ijkl klA

I u u q dA

S S x qdA I

σ σ σ ε δ

σ σ

= + −

+ − +

∫
∫

                 (11) 

where 

,1 ,1 0 ,1( ) [ ( ) ]th aux th aux
ij ij iiA A

I qdA qdAσ ε σ α θ θ αθ= = − +∫ ∫               (12) 

In the above derivation process, the domain of the integral is chosen arbitrarily around the crack-tip, 
so the interaction energy integral for thermal fracture problems is domain-independent. 
 
3. Evaluation of the T-stress from the interaction energy integral 
 
The contour integral around the crack tip can be written as 

00
1 ,1 ,10

lim ( )aux aux aux
ik ik j ij i ij i jI u u n dσ ε δ σ σ

ΓΓ →
= − − Γ∫Ñ                  (13) 

Here we can consider only the stress parallel to the crack direction, i.e. 
1 1ij i jTσ δ δ=                                 (14) 

Where T  denotes the T-stress. The force f is in equilibrium can be expressed as 

00 0
lim aux

ij jf n dσ
ΓΓ →

= − Γ∫Ñ                            (15) 

We can also obtain the following relationship from the kinematic equations 
,1 11 1 11 11 1( )t m th

i i iu ε δ ε ε δ= = +                           (16) 
It can be rewritten as  

11
,1 1( + )i iu C

E
σ α θ δ∗= Δ                             (17) 

where * 1C =  for generalized plane stress and * 1 ( )C xν= +  for plane strain. Substituting Eq. (14) 
and Eq.(17) into the contour integral, one obtains 

00

*
*0

lim ( + ) ( + )aux
ij j tip tip tip

tip

T TI C n d C f
E E

α θ σ α θ∗

ΓΓ →
= − Δ Γ = Δ ⋅∫Ñ          (18) 
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Then we can get 
* * *
tip tip tip tip tip

IT E C E
f

α θ= ⋅ − Δ                         (19) 

Where 

*

2

(plane stress)

(plane strain)
1

tip

tiptip

tip

E
EE
ν

⎧
⎪= ⎨
⎪ −⎩

     * 1 (plane stress)
1 (plane strain)tip

tip

C
ν

⎧
= ⎨ +⎩

             (20) 

So, the T-stress can be evaluated easily if we can obtain the interaction energy integral I . As Yu et 
al. [15] proved, the equivalent domain integral is not referred to in the above analysis and as a result, 
both the domain size and the material properties in the integral domain are not limited for the 
equivalent domain integral. 
 
4. Numerical examples and discussions 
 
To test the validity of the method developed in the above section, two crack problems in 
nonhomogeneous materials are considered. 
 
Example 1: An edge crack in a homogeneous plate. 
 
An edge crack of length ‘‘a’’ is located in a homogeneous plate which subjected to steady-state 
thermal loading. The temperature boundary of the example is assumed to be 1 0 0 Cθ θ= = °  and 

2 1 Cθ = ° . This problem have been studied by Sladek and Sladek [9] and KC and Kim [11]. The 
following data are used for the numerical analysis: 

/ 4L W = , / 0.1 ~ 0.8a W = , 0.3ν = , 5( ) 1.0 10E x = × , 5( ) 1.67 10xα −= × , 1λ =  
Tables 1 present the mode-I TSIFs and the T-stress for various crack lengths. The T-stress obtained 
is in good agreement with those reported in Sladek and Sladek [9]. 

Table 1 Comparison of the mode-I TSIF and T-stress in homogeneous materials under thermal loading 
(Example 1) 

Sladek and Sladek’s results Present results 
/a W  

1K  T-stress 1K  T-stress 

0.1 0.6454 -0.4317 0.6432 -0.4198 
0.2 0.776 -0.2179 0.7756 -0.2196 
0.3 0.7951 -0.0314 0.7953 -0.0322 
0.4 0.7527 0.1463 0.753 0.1489 
0.5 0.6705 0.3258 0.6708 0.3295 
0.6 0.5601 0.5075 0.5605 0.5142 
0.7 0.4288 0.698 0.4291 0.7064 
0.8 0.2825 0.896 0.2828 0.9095 

 
Example 2: An edge crack in a FGMs plate. 
 
In this example, an edge crack problem in a FGMs plate is studied. The material properties, Young’s 
modulus and thermal expansion coefficient are exponential functions of x , while Poisson’s ratio is 
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constant. The temperature boundary of the example is assumed to be 1 2 00.5θ θ θ= =  and 

0 10 Cθ = ° . 
The following data are used in the FEM analyses: 

/ 8L W = , / 0.5a W = , 1( )
x

WE x E e
δ

= × , 1( )
x

Wx e
γ

α α= × , 1( )
x

Wx e
β

λ λ= × , 2

1

ln( )E
E

δ = , 

2

1

ln( )αγ
α

= , 2

1

ln( )λβ
λ

= ， 

1 1.0E = , 2 5E = , 1 0.01α = , 2 0.02α = , 1 1λ = , 2 10λ = , 0.3ν =  
Different element numbers W LN N×  ( 81 648× , 101 808×  and 121 968× ) for two different 
temperature conditions are chosen. The results are shown in Table 2. It can be seen that the present 
results agree well with the solutions provided by KC and Kim [11]. From these two examples, the 
convergence and the accuracy of the present method are verified. 

Table 2 Comparison of the mode-I TSIF and T-stress in FGMs for different thermal loading  
(Example 2) 

Present results KC and Kim’s results 
Loading condition Element numbers 

1 0/K K  T-stress 1 0/K K  T-stress 
3D 

T-stress 
81 648×  0.0023 0.00589

101 808×  0.0023 0.005921 00.5T T=  
121 968×  0.0023 0.00594

0.0229 0.0067 0.006 

81 648×  0.00438 0.01118
101 808×  0.00438 0.011241 00.05T T=  
121 968×  0.00438 0.01129

0.00437 0.0126 0.0115 

 
5. Conclusions 
 
In this paper, a modified interaction energy integral for thermal loading condition is derived for the 
T-stress computations. The interaction energy integral is proved to be domain-independent for 
thermal conditions. It can be found that the numerical results are in good agreement with those in 
published papers. The present method is effective to analyze the thermal fracture problems of 
nonhomogeneous materials. 
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Abstract  Recently, researchers reported that nanowires (NWs) are often polycrystalline, which contain 
grain or twin boundaries that transect the whole NW normal to its axial direction into a bamboo like structure. 
In this work, large-scale molecular dynamics simulation is employed to investigate the torsional behaviours 
of bamboo-like structured Cu NWs. The existence of grain boundaries is found to induce a considerably 
large reduction to the critical angle, and the more of grain boundaries the less reduction appears, whereas, the 
presence of twin boundaries only results in a relatively smaller reduction to the critical angle. The 
introduction of grain boundaries reduces the torsional rigidity of the NW, whereas, the twin boundaries exert 
insignificant influence to the torsional rigidity. NWs with grain boundaries are inclined to produce a local 
HCP structure during loading, and the plastic deformation is usually evenly distributed along the axial axis of 
the NW. The plastic deformation of both perfect NW and NWs with twin boundaries is dominated by the 
nucleation and propagation of parallel intrinsic stacking faults. This study will enrich the current 
understanding of the mechanical properties of NWs, which will eventually shed lights on their applications. 
 
Keywords  Grain Boundary, Twin Boundary, Nanowire, Torsion, Molecular Dynamics 
 
1. Introduction 
 
Metal and semiconductor nanowires (NWs) have been widely utilized as active components of 
nanoelectromechanical systems (NEMS) due to their extraordinary mechanical, electrical, optical 
and thermal properties, such as high frequency resonators, field effect transistors (FETs), and other 
devices [1]. Hence, a comprehensive understanding of the mechanical properties of NWs is 
increasingly required. There have been a number of experimental, theoretical and computational 
studies on the properties of NWs. On the experimental front, researchers have studied the 
mechanical behaviours of NWs under bending, tension, compression and vibration. On the 
theoretical and computational front, either surface-based extensions of continuum elasticity theory  
[2] or multi-scale computational techniques [3] has been employed to investigate the mechanical 
properties of NWs. Besides, molecular dynamics (MD) simulations has also being frequently 
adopted to explore structure-property relationship for NWs under different loading conditions [4-7]. 
 
It is noticed that most of current studies have focused on mono-crystalline NWs due to the 
decreased possibility of defects and flaws in nanoscale materials. However, recent experimental 
studies reveal that NWs also contain certain defects. For instance, metal NWs are found usually 
polycrystalline, containing grain boundaries (GBs) that transect the whole NW normal to its 
longitudinal axis into a bamboo structure [8]. Sansoz et al. [9] revealed that, twin boundaries (TBs) 
are ubiquitous for both synthesis and properties in nano-enhanced FCC metals. Therefore, 
understanding the influence from GBs or TBs to the properties of NWs is crucial to enhance/realize 
their applications. There have been a number of studies on the mechanical behaviours of defected 
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NWs either with GBs, TBs or pre-existing defects. For example, Cao et al. [10] demonstrated that, 
polycrystalline Cu NWs exhibit tensile deformation behaviour distinctly different from their single 
crystal counterparts. A serial of investigation on the twinned Cu NWs under tensile deformation has 
been conducted by Cao and his group members [11]. Au and other metal NWs with twin boundaries 
have also been extensively studied by Sansoz and his group members [12]. The influence of 
different pre-existing defects on the mechanical properties of metal NWs under tension [13, 14], 
compression [15] have also been investigated. It is noticed that majority of current studies on 
polycrystalline NWs have emphasized on the mechanical properties under uniaxial loading 
conditions, and the study of their mechanical performance under torsion is still lack in the literature. 
Thus, we perform a comprehensive investigation of the influence from GBs or TBs on the torsional 
properties of Cu NWs using large-scale MD simulations in the present work. 
 
2. Computational details 
 
Large-scale MD simulations were carried out on bamboo-like polycrystalline Ag NWs with square 
cross-section, which were constructed either with GBs or coherent TBs. In detail, the bamboo-like 
NW with GBs were generated according to the work by Cao et al. [10], i.e., the <100> crystalline 
direction is chosen as the misorientation axis, and the GBs separating individual grains are 
∑5(310)36.9° symmetric high-angle tilt GBs, which has a high density of coincident atomic sites 
across the interface (see Fig. 1a). This structure has also been experimentally observed [16] and 
studied using numerical simulations [10] by previous researchers. We considered a serial of such 
NWs that contain different numbers of GBs with an identical size (4.34 nm×4.57 nm×46.64 nm) 
and constant grain boundary spacing (GBS). Specifically, GBs numbers including 0, 1, 3, 4 and 9 
were considered which leads the GBS ranging from 4.57-11.43 nm (that is comparable to the 
experimentally investigated grain size of 5-40 nm). Similarly, for the bamboo-like NW with (111) 
coherent TBs, a serial of NWs that contain different numbers of TBs (i.e., 0, 1, 3, 4 and 9) and a 
constant twin boundary spacing (TBS) were considered, with the TBS ranging from 6.26-15.65 nm 
(see Fig. 1b). The size of the NW was uniformly chosen as 5.90 nm×6.13 nm×63.87 nm. We 
modelled Cu using the embedded-atom-method (EAM) potential developed by Foiles et al. [17]. 
This potential was fitted to a group of parameters, including cohesive energy, equilibrium lattice 
constant, bulk modulus, and others [18]. 
 
During each simulation, the NW was first created assuming bulk lattice positions, and then relaxed 
to a minimum energy state using the conjugate gradient algorithm, i.e. the length of the NW was 
allowed to decrease in response to the tensile surface stress. We then used the Nose-Hoover 
thermostat [19, 20] to equilibrate the NW at a constant temperature 10 K (NVT ensemble) for 400 
ps at a time step of 4 fs while holding the newly obtained length of the NW fixed. Finally, a pair of 
constant torsional loads was applied to the two ends of the NW as schematically shown in Fig. 1a. 
No periodic boundary conditions were utilized at any point during the simulation process. The 
overall simulation methodology to study the torsional properties of the NWs is identical to that used 
previously for mono-crystalline Cu NWs [21]. All simulations were performed using the 
open-source LAMMPS code developed at Sandia National Laboratories [22]. In order to recognize 
the defects in NWs, the centro-symmetry parameter (CSP) [23] is utilized, which increases from 
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zero for perfect FCC lattice to positive values for defects and for atoms close to free surfaces.  
 

 
Figure 1. (a) A polycrystalline Cu NW containing three GBs with a nearly square cross-section. (b) A 

polycrystalline Cu NW containing three TWs with a nearly square cross-section. Both NWs were divided 
into three sections, including mobile region, and two rigid boundary regions ‘E’. 

 
3. Results and discussion 
 
Following studies will focus on the impacts from GBs or TBs on the critical angle, torsional rigidity 
and the plastic deformation of NWs. The critical angle refers as the angle when plastic deformation 
or dislocations begin to emit. While the torsional rigidity (GIp) can be obtained from the strain 
energy (ΔE) versus torsional angle (φ) curve through the relation of ΔE=(GIp)φ2/(2L) [21]. 
 
3.1. Polycrystalline nanowire with GBs 
 
Mono-crystalline NW and polycrystalline NWs contain different numbers of GBs were firstly 
studied. Fig. 2 shows the changing trend of ΔE along with the increase of φ for these different cases. 
It is evident from Fig. 2 that due to the presence of GBs, the ΔE-φ curve appears a significant 
difference from that of the perfect NW. In detail, for the perfect NW, ΔE-φ curve exhibits a 
parabolic portion before yielding, after which the strain energy received an obvious reduction, and 
the critical angle approximates 1.627 rad. Whereas, the ΔE-φ curves for NWs with GBs show a 
considerably shortened parabolic portion, and this parabolic portion is apparently different from that 
of the perfect NW. In other words, a much smaller critical angle is observed for NWs with GBs. 
Particularly, ΔE-φ curves for NWs possess more than 1 GB exhibit a relatively flat fluctuation part 
after passing the critical angle. Selected atomic configurations are presented to investigate the 
deformation process of the NW. 
 
Fig. 3 shows the atomic configurations of different NWs at different torsional angle values. 
Basically, for the perfect NW, the crystal structure retains its original crystal structure (see Fig. 3a1) 
until the torsional angle arrives 1.634 rad, which shows a relatively long elastic deformation period. 
After yielding, stacking faults (SFs) begin to nucleate around the centre of the NW as shown in Fig. 
3a2. It is observed that, the plastic deformation has concentrated around the central area of the NW 
(see Fig. 3a3), which involves with the nucleation and propagation of both intrinsic and extrinsic 
SFs. 
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Figure 2. Strain energy versus torsional angle curves for Cu NWs with GBs. 

 
For the NW with one GB, an extremely early yielding is observed, which only corresponds to a 
critical angle of 0.603 rad. The evident existence of intrinsic SF is observed at the torsional angle 
0.848 rad (see Fig. 3b1), which is initiated from the location of the GB. With further loading, more 
SFs are generated which is associated with a sharp strain energy decrease as illustrated in Fig. 3b2. 
Interestingly, a local HCP structure is produced between the torsional angle around 1.319 and 2.652 
rad (see Fig. 3b3), which results a considerable strain energy increase as pointed out in Fig. 2. 
 

 
Figure 3. Atomic configurations at different torsional angles. Perfect NW: (a1) 1.634 rad, (a2) 1.665 rad, (a3) 
2.482 rad; NW with one GB: (b1) 0.848 rad, (b2) 1.1 rad, (b3) 2.199 rad; NW with three GBs: (c1) 0.691 rad, 

(c2) 2.042 rad, (c3) 2.796 rad; NW with four GBs: (d1) 0.817 rad, (d2) 2.356 rad, (d3) 2.89 rad; NW with 
nine GBs: (e1) 1.759 rad, (e2) 2.733 rad, (e3) 0.911 rad. 

 
Similar as the previous case, the NW with three GBs also exhibits a particularly early yielding 
(around 0.654 rad). However, in contrast to the large volume of SFs for the NW with one GB after 
yielding (see Fig. 3b1), only micro SFs are generated initially around the locations of GBs as shown 
in Fig. 3c1. Along with the increase of the torsional strain, more SFs are generated around the two 
outside GBs (i.e., GBs 1 and 3 in Fig. 1a) as revealed in Fig. 3c2. It is observed that, no large SFs 
nucleation is occurred around the middle GB (i.e., GB 2 in Fig. 1a) only until the torsional angle 
reaches 2.444 rad (see Fig 3c3). 
 
For the NW with four GBs, a low critical angle around 0.798 rad is observed. After yielding, SFs 
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first nucleate from the two middle GBs, and their existence are found around all four GBs with 
further deformation, i.e., the plastic deformation is almost evenly distributed along the four GBs 
(see Fig. 3d2). Similar as the NW with one GB, a local HCP structure (see Fig. 3d3) is produced 
during the torsional angle between 2.702 and 2.959 rad, which also causes apparent strain energy 
resumption as highlighted Fig. 2. This structure is dissolved gradually afterwards. 
 
The critical angle is estimated around 0.880 rad for the NW with nine GBs, after which, intrinsic 
SFs nucleate from the location of GBs (see Fig. 3e1). According to Fig. 3e2, the presence of SFs is 
found between all GBs, implying the evenly distributed plastic deformation along the NW axis. It is 
supposed that owing to the small GBS, further propagation of SFs is stopped by GBs, which 
induces a gradual increasing trend of the strain energy (refer to Fig. 2). To mention that, a local HCP 
structure is also generated around the middle area of the NW as illustrated in Fig. 3e3. 
 
In short, the introduction of GBs has greatly decreased the critical angle, and led to an extremely 
early yielding comparing with the perfect NW. Additionally, NWs with GBs are inclined to produce 
a local HCP structure during loading, whose occurrence is detected for NWs with 1, 4 and 9 GBs. 
 
3.2. Polycrystalline nanowire with TBs 
 
We then consider polycrystalline NWs that contain different numbers of TBs. Fig. 4 illustrates the 
trajectory of ΔE with the increase of φ for these different cases. Different with the NWs with GBs 
(in Fig. 2), the elastic portion of the ΔE-φ curve for all different NWs almost overlaps with that of 
the perfect NW. Comparing with the critical angle of 1.703 rad, an earlier yielding is observed with 
the presence of TBs. Particularly, the ΔE-φ curve shows a regular reduction and resumption 
processes as partially shown in Fig. 4. To unveil the corresponding underlying mechanism, the 
atomic configurations are extensively investigated. Due to the similarity of plastic deformation, 
only the snapshots of the perfect NW and NWs with one, three and six TBs are presented in Fig. 5. 
 

  
Figure 4. Strain energy versus curves for NWs with TBs. 

 
Figure 5a1-a3 shows the atomic configurations of the perfect NW at three different torsional angles. 
As is seen, before yielding, the original crystal structure of the NW appears unchanged (see Fig. 
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5a1). Since the NW possesses a <111> axial direction, which leads to the SFs that laying on the 
(111) planes all perpendicular to the NW’s axis. From Fig. 5a2, several parallel intrinsic SFs are 
observed after yielding, which initiate from the surface of the NW. With increasing loading, more 
parallel SFs are developed with these SFs becoming larger and larger. It is observed that, after 
plastic deformation, the exposure surface of the deformed area becomes {111} planes rather than 
the original {110} or {112} planes (see the inset of Fig. 5a3). 
 

 
Figure 5. Atomic configurations at different torsional angles. Perfect NW: (a1) 1.696 rad, (a2) 1.728 rad, (a3) 
2.827 rad; NW with one TB: (b1) 1.571 rad, (b2) 1.634 rad, (b3) 2.199 rad; NW with three TBs: (c1) 1.445 

rad, (c2) 1.508 rad, (c3) 2.827 rad; NW with nine TBs: (d1) 1.382 rad, (d2) 1.319 rad, (d3) 2.827 rad. 
 
The introduction of the TBs is found to exert obvious influence to the plastic deformation of the 
NW. According to Fig. 5b1, the NW with one TB also shows an intact crystal structure during 
elastic deformation, which however, produces less SFs than that of the perfect NW at the onset of 
yielding (see Fig. 5a2), and those SFs are all around the location of the TB (see Fig. 5b2). 
Particularly, in contrast to the pure existence of intrinsic SFs in the perfect NW, an extrinsic SF is 
even developed around the original twinning plane for the NW with one TB, as shown in the inset 
of Fig. 5b3. In addition, the deformed structure is found unchanged during several torsional angle 
intervals, which contributes to apparent strain energy resumptions as highlighted in Fig. 3. 
 
NWs with three, four and six TBs show similar deformation process. Basically, for the NW with 
three TBs, an obvious wrinkle event is generated before the obvious strain energy decrease, as 
pointed out in Fig. 4, which is found to originate from the early SFs nucleation around the TB’s 
locations (see inset of Fig. 4c1). After yielding, less SFs are usually generated around the locations 
of TBs comparing with the perfect NW (e.g., such as the NW with three TBs in Fig. 4c2). In 
particular, the plastic deformation is usually concentrated around one of the TBs, leaving the crystal 
structure around other TBs unchanged (see Fig. 4c3). For the NW with nine TBs, though no wrinkle 
event is observed, the plastic deformation is still similar as NWs with three, four and six TBs, i.e., 
the NW appears unchanged during the elastic deformation, and intrinsic SFs first nucleate from the 
locations of TBs. Specifically, most of the plastic deformation emerges in the area where SFs first 
nucleated. To mention that, the exposure surface of the deformed area for all defected NWs, are 
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uniformly found as the {111} planes. 
 
Before concluding, we compare the critical angle among all NWs as listed in Table 1. To note that, 
for ΔE-φ curves that possess a wrinkle event, the torsional angle when obvious strain energy 
decrease occurs is taken as the critical angle. Generally, for the NW with GBs, a considerably large 
reduction of the critical angle is observed, e.g., for the NW with one GB, a 63.08% reduction is 
estimated. Furthermore, the reduction percentage is found decreased with increasing GB’s number. 
Different from the NW with GB, the presence of TB results in a relatively smaller reduction to the 
critical angle, and the increase of TB’s number aggravates the critical angle reduction. Additionally, 
from Figs. 2 and 4, the elastic portion of ΔE-φ curves appears obvious deviation and almost 
overlaps with that of the perfect NW for NWs with GBs and TBs, respectively. This phenomenon 
suggests that, the introduction of GBs will reduce the torsional rigidity, whereas, the TBs exert 
insignificant influence to the torsional rigidity of the NW. 
 

Table 1. Critical angle (rad) as obtained from different tested samples. 
GB/TB No. 0 1 2 3 4 6 9 

Critical angle 1.634 0.6032 - 0.6535 0.798 - 0.8796
NW-GB 

Reduction (%) - 63.08 - 60.01 51.16 - 46.17
Critical angle 1.696 1.577 1.552 1.483 1.464 1.426 1.382

NW-TB 
Reduction (%) - 7.02 8.49 12.56 13.68 15.92 18.51

 
 
4. Conclusions 
 
Based on the large-scale MD simulation, the torsional properties of the bamboo-like Cu NWs that 
contain either GBs or TBs are explored. Major conclusions are drawn as below: 

• The existence of GBs induces a considerably large reduction to the critical angle, and the 
more of GBs the less reduction appears. On the contrary, the presence of TB results in a 
relatively smaller reduction to the critical angle, and the more of TBs the more severe 
reduction appears; 

• The introduction of GBs reduces the torsional rigidity of the NW, whereas, the TBs exert 
insignificant influence to the torsional rigidity; 

• The plastic deformation is obviously influenced by GBs. Specifically, NWs with GBs are 
inclined to produce a local HCP structure during loading, whose occurrence is detected for 
NWs with 1, 4 and 9 GBs. What’s more, the plastic deformation of NWs with GBs is 
usually evenly distributed along the axial axis in contrast to the concentrate plastic 
deformation around the middle region for the perfect NW; 

• A similar plastic deformation mechanism is observed for both perfect NW and NWs with 
TBs, i.e., dominated by the nucleation and propagation of parallel intrinsic SFs. Same as the 
NWs with GBs, all partial dislocations are initiated from the locations of TBs. 
 

This study will enrich the current understanding of the mechanical properties of NWs, which will 
eventually shed lights on the applications of NWs. 
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Abstract   
 
A three-dimensional multiscale computational framework based on the cohesive finite element method 
(CFEM) is developed to establish relations between microstructure and the fracture toughness of ductile 
polycrystalline materials. This framework provides a means for evaluating fracture toughness through 
explicit simulation of fracture processes involving arbitrary crack paths, including crack-tip microcracking 
and branching. Fracture toughness is computed for heterogeneous microstructures using the J-integral, 
accounting for the effects of grain size, texture, and competing fracture mechanisms. A rate-dependent, finite 
strain, crystal plasticity constitutive model is used to represent the behavior of the bulk material. Cohesive 
elements are embedded both within the grains and along the grain boundaries to resolve material separation 
processes. Initial anisotropy due to crystallographic texture has a strong influence on inelastic crack tip 
deformation and fracture toughness. Parametric studies are performed to study the effect of different 
cohesive model parameters, such as interface strength and cohesive energy, on the competition between 
transgranular and intergranular fracture. The two primary fracture mechanisms are studied in terms of 
microstructure characteristics, constituent properties and deformation behaviors. The methodology is useful 
both for the selection of materials and the design of new materials with tailored properties. 
 
Keywords   
 
cohesive finite element method, crystal plasticity, microstructure-fracture toughness, multiscale framework  
 
1. Introduction 
 
Microstructural design is an important approach for enhancing material properties such as fracture 
toughness for many industries, including aerospace and automotive engineering. It is of great 
importance to quantify how an advancing crack interacts with the microstructure at multiple length 
scales and how microstructure determines a material’s fracture toughness through the activation of 
different fracture mechanisms. A lot of efforts have been made to develop 2D simulation methods to 
study the crack initiation and propagation in brittle materials (cf. Xu and Needleman [1], Zhai et al. 
[2] and Li and Zhou [3, 4]) and metallic polycrystalline materials (cf. Guo et al. [5] and Hao et al. 
[6]). However, fracture is inherently a 3D problem. Most of these 2D models, which assume plane 
strain conditions, cannot capture the 3D morphologies and orientation of grains, nor do they track 
crack-material interactions due to non-planar crack extension. This paper aims at expanding the 
current 2D capabilities to 3D by considering realistic microstructures and incorporating crystalline 
plasticity in constitutive response modeling. Both intergranular and transgranular fracture modes are 
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considered in the cohesive finite element method (CFEM) framework developed. This framework 
also provides a means for evaluating fracture toughness through explicit simulation of 3D fracture 
processes in microstructures by calculating the J-integral.  
 
2. Model structure 
 
Our proposed framework consists of two length scales. At the microscopic scale, 3D cohesive 
elements with 6-node zero thickness (COH3D6) permeate the whole microstructure as an intrinsic 
part of material characterization. Constitutive relations for the grains and grain boundaries are 
specified separately. The cohesive relation allows damage and crack surface separation to be 
considered. Fracture emerges as a natural outcome of the deformation process without the use of 
any failure criterion. The macroscopic region is homogenized by using the Mori-Tanaka method. 

Structural response, such as fracture toughness ICK , is evaluated by calculating the J-integral along 

an arbitrary contour in the homogenized region. 
 
2.1. Generation of 3D polycrystal samples 
 
Voronoi tessellation has been one of the most popular techniques for generating polycrystalline 
microstructures due to its simplicity, space-filling nature and the availability of theoretical results on 
the topological properties [7-8]. However, microstructures generated in this way are not always 
consistent with experimental results [9]. To realistically capture the topological and statistical 
properties of microstructures, a method for generating a 3D polycrystalline microstructure from a 
series of 2D images is developed. This capability extends the source of 2D images from computer 
generated microstructures to realistic section images obtained by Electron Back Scatter Diffraction 
(EBSD) or Focused Ion Beam (FIB) diffraction. In this paper, the 2D microstructure images are 
generated by an ellipsoidal packing algorithm [10]. Ellipsoidal grains are randomly placed with the 
aspect ratios and grain sizes fitted to pre-defined distributions. In order to obtain good delineation of 
grain boundary and potential crack trajectory, unstructured tetrahedral meshes are generated by 
iso2mesh [11] as illustrated in Fig. 1.  
 

 
Fig.1 3D microstructure reconstruction and meshing. 
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2.2. 3D cohesive element insertion 
 
Embedding cohesive surfaces into complicated 3D microstructure meshes is not a trivial task. The 
biggest challenge lies in how to effectively deal with the changes in the 3D nodal and elemental 
connectivities due to the introduction of cohesive surfaces. An algorithm has been developed to 
automatically insert 3D cohesive elements along grain boundaries and within individual grains. The 
method generally includes the following steps: (1). Find the node set which will be duplicated. The 
set can be defined as nodes along grain boundaries or within arbitrary grains. (2). Sort out the target 
elements which include the node set, then duplicate the nodes and redistribute the updated node 
labels to the corresponding elements. Assign the same coordinates to the duplicated nodes as the 
virgin nodes. (3). Generate cohesive elements with consistent nodal ordering (clockwise or 
counter-clockwise) in adjacent element facets. The top and bottom facets are determined by 
calculating the surface normal. Either top or bottom face can be defined by a positive surface 
normal value. The key lies in keeping the pattern consistent. (4). Create different cohesive element 
sets. Sort out cohesive elements that belong to grains or grain boundaries so that different cohesive 
laws can be correctly assigned.  

 

 
 

Fig.2 Bilinear traction-separation law. 
 
Both cohesive elements along grain boundaries and within grains follow the bilinear 
traction-separation law as shown in Fig. 2. This law is derived from a potential   which is a 

function of separation vector   through a state variable defined as    2 2

n nc t tc       . 

This variable describes the effective instantaneous state of mixed-mode separations. Here, 

n  n Δ  and          2 22 2

t p q                  = Δ Δ n n p Δ Δ n n q =

   Δ Δ n n  denote, respectively, the normal and tangential components of Δ , with n  being 

unit normal and p  and q  being two unit tangential vectors. Note that n , p  and q  are 

mutually perpendicular to each other and form a right-handed triad.  nc  is the critical normal 

separation at which the cohesive strength of an interface vanishes under conditions of pure normal 
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deformation ( 0t  ). Similarly, tc  is the critical tangential separation at which the cohesive 

strength of an interface vanishes under conditions of pure shear deformation ( 0n  ). maxT  

represents the maximum traction that the cohesive element can sustain before damage initiates.  
 

 
 

Fig.3 Effect of mesh tie constraint on the calculated J values. 
 

2.3. Generation of mesh tie constraint 
 
Calculation of the J-integral in the homogenized region requires a closed contour. It would very 
difficult to define contours if the homogenized region is meshed with unstructured elements. To 
solve the problem, two regions of mesh are used. An unstructured tetrahedral mesh is used for the 
microstructure region and a structured tetrahedral mesh is used for the homogenized region. It 
would be extremely challenging to create a transitional region that connects the two types of meshes. 
Instead, the mesh tie constraint in ABAQUS is used. This constraint requires no conformity of node 
connection between the two regions. It circumvents the problem with acceptable accuracy. As 
illustrated for a 2D problem in Fig. 3, there is only a very minor difference between the J values for 
cases with and without the mesh tie constraint. It should be noted that iso2mesh cannot generate 
perfect microstructure meshes with smooth exterior surfaces and sharp vertices as shown in Fig. 4. 
If the two regions cannot be seamlessly attached, the energy loss caused by the gap will 
significantly influence the accuracy of calculation. We innovatively develop an algorithm to 
generate a shell mesh which is around the unsmoothed microstructure block to ensure proper node 
and element connectivity. The two regions are successfully assembled using the mesh tie constraint 
as illustrated in Fig. 5.  
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2.4. Crystal plasticity formulation 
 
Plastic deformation at the macroscopic scale in metals is a manifestation of dislocation motion and 
interaction at the microscopic scale. The details are intimately related to the basic crystallographic 
nature of the material as well as the current state of the microstructure. Macroscopic models of 
plasticity lack the ability to link these fundamental mechanisms to the bulk material response 
without very substantial experimental characterization. Furthermore, these models give relatively 
little physical connection between the actual deformation processes and the observed material 
behavior. Many formulations of constitutive laws for the elastic-plastic deformation of single and 
polycrystals have long been proposed (cf. Talor [12], Hill and Rice [13], Asaro and Rice [14], Peire 
et al. [15] and McGinty and McDowell [16]). The basic premise of these theories is that 
macroscopic plastic deformation is related to the cumulative process of slip (or twin) system 
shearing relative to the lattice. This methodology provides a physical link between the processes at 
radically different length scales. The two basic components of crystal plasticity model are the 
kinematic and kinetic relations. The kinematic relations provide the mathematical framework for 
describing the physical process of dislocation motion based on continuum deformation fields, 
whereas the kinetic relations incorporate the material and/or mechanism dependence of 
non-equilibrium dislocation motion and interaction. 
 

 
 

Fig. 4 Shell mesh region around the unsmoothed microstructure mesh. 
 

The multiplicative decomposition of the total deformation gradient is given by 
 

 e p F F F ,  (1) 

 
where eF  is the elastic deformation gradient representing the elastic stretch and rotation of lattice, 
and pF  is the plastic deformation gradient describing the collective effects of dislocation motion 

along the active slip planes relative to a fixed lattice in the reference configuration. Unit vectors 0
s  
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and 0
n  denote the slip direction and the slip plane normal direction, respectively for the th  slip 

system in the undeformed configuration. The resolved shear stress on each slip system is related to 
the Cauchy stress tensor σ  according to  
 

   ,    σ: s n  (2) 

 
where the slip vectors have been rotated into the current configuration. Under the application of the 

resolved shear stress, the shearing rates   on the slip systems are related to the plastic velocity 

gradient in the intermediate configuration according to  
 
 0 0 ,p   



 L s n  (3) 

 

with   ascribed to follow the rate-dependent flow rule as 

 

  0 sgn ,
m

g

 
  



    
    (4) 

 

where m  is the reverse strain rate sensitivity exponent and g  and   are drag stress and back 

stress, respectively on the th  slip system.  These quantities evolve according to  
 

 1

, and

.kin dyn

g H q

A A

  



   



   



 


  

 

  

 (5) 

 

Here q  is the latent hardening coefficient, H , kinA  and dynA  are the isotropic hardening, 

kinematic hardening and dynamic recovery coefficients, respectively. These non-linear coupled 
differential equations are solved via the fourth order Runge-Kutta integration scheme using 
VUMAT. 
 
3. Conclusion 
 
A cohesive finite element based multi-scale framework is developed to simulate crack initiation and 
propagation in 3D polycrystalline microstructures. Crystal plasticity is incorporated into the 
constitutive relations so as to capture how anisotropic deformation and texture evolution affect 
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crack propagation and the activation of different fracture mechanisms. The methodology is useful 
both for the selection of materials and the design of new materials with tailored properties. 
 

 

Fig. 5 Model assembly between microstructure and homogenized region by mesh tie. 
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Abstract  The fatigue crack growth behavior in an automatic flux core arc weld was investigated for 

stainless steel alloy CA6NM. As-welded and heat treated compact tension specimens were prepared with the 

crack propagation plane perpendicular to the weld. Constant stress intensity factor range tests were 

performed at a load ratio R = 0.1 to reveal intra-specimen fatigue crack growth rate variations and 

differences between the fatigue crack growth behavior of as-welded and heat treated specimens. Comparing 

the fatigue crack growth rate of as-welded and heat treated specimens revealed that the crack propagates at a 

faster rate in the as-welded specimens where indications point to the existence of tensile residual stresses 

acting on the crack tip by inhibiting crack closure. As for the heat treated specimens, when the crack is in the 

base metal, the fatigue crack growth rate decreases accompanied by an increase in crack closure levels. 

Tensile residual stresses that may have remained after the post-weld heat treatment and their subsequent 

relaxation with crack growth could explain this behavior. 

 

Keywords  Welding, Stainless Steel, Fatigue Crack Growth, Residual Stresses, Crack Closure 

 

1. Introduction 
 

Cast martensitic stainless steel alloy CA6NM has been used to manufacture hydraulic turbine run-

ners for many decades. Its high strength, weldability and resistance to corrosion and cavitation 

damage make it a prime candidate for this application. Turbine runners are manufactured by weld-

ing cast blades to a cast core using a matching filler metal such as 410NiMo. During service, the 

cyclic loads acting on the runners can lead to fatigue failures [1]. A damage tolerance approach for 

the stress analysis of turbine runners can be an efficient strategy to account for the discontinuities, 

such as casting and welding defects as well as partial penetration weld joint designs, found in these 

components. A good knowledge of material resistance to fatigue crack growth is therefore needed.  

During welding, residual stresses develop and are believed to have a significant influence on the 

fatigue crack growth behavior of CA6NM welds. Weld-induced residual stresses arise from the 

elastic interactions between the constraining base metal and the weld metal shrinkage upon solidi-

fication and cooling. In stainless steel CA6NM, the volumetric expansion resulting from the 

austenite to martensite transformation, in conjunction with the low transformation temperature, 

contributes to the buildup of residual stresses during the welding process [2]. Previous studies have 

shown that significant tensile and compressive residual stresses can be found in as-welded CA6NM 

welds [2, 3]. These studies have also shown that post-weld heat treatment (tempering) can reduce 

the residual stress level. Thibault and al. obtained a 75 percent reduction of the maximum tensile 

residual stress measured in a five beads V-preparation weld (534 MPa to 136 MPa) [2]. Moisan and 

al. also showed that the maximum average tensile residual stress in a multi-pass T-joint was reduced 

after post-weld heat treatment by an amount of 73 percent (204 MPa to 56 MPa) [3].  
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A fatigue crack growing in a weld can be under the influence of tensile or compressive residual 

stresses, depending on the geometry of the joint and the position of the crack tip. Under tensile re-

sidual stresses, the crack tip is submitted to higher maximum and minimum loads resulting in a 

higher effective load ratio. This can also affect the effective stress intensity factor range as it can 

prevent closure, often resulting in higher fatigue crack growth rates (FCGR) [4-6]. On the other 

hand, compressive residual stresses can accentuate crack closure and be beneficial if they reduce the 

effective stress intensity factor range and thus the fatigue crack growth rate [5]. 

The main objective of this study was to characterize the effect of residual stresses on the fatigue 

crack growth behavior of a flux-cored arc weld consisting of alloy CA6NM and filler metal 

410NiMo. Intra-specimen fatigue crack growth rate variations between the filler metal (FM), heat 

affected zone (HAZ) and base metal (BM), as well as the effect of post-weld heat treatment on fa-

tigue crack growth behavior were studied. Microhardness profiles and metallographic observations 

were realized on as-welded (AW) and heat treated (HT) specimens encompassing the three zones 

(FM, HAZ and BM) in order to position the fusion line and determine the width of the heat affected 

zone. Fatigue crack growth tests were carried out at constant stress intensity factor ranges in order 

to highlight the effect of residual stresses on the fatigue crack growth behavior. The results are dis-

cussed based on the effect of the residual stresses as well as crack closure. 

 

2. Experimental procedure 

 

2.1. Materials 

 

The materials used in this study are base metal martensitic stainless steel alloy CA6NM, and the 

matching filler metal 410NiMo. The chemical composition and mechanical properties of the 

CA6NM alloy used are given in Table 1 and Table 2, respectively. Using a fully automated 

flux-cored arc welding (FCAW) process, 40 mm of weld was built up at the surface of a 50 mm 

thick CA6NM plate. The welding parameters are given in Table 3. The welded plate was cut in two 

parts, one of which underwent a post-weld heat treatment at 600°C for two hours. Specimens were 

prepared from both plates for microhardness measurements and fatigue testing. 

 

Table 1. Chemical composition of base metal CA6NM (weight %) [7]. 

Material C Mn Si S P Cr Ni Mo 

CA6NM 0.02 0.66 0.59 0.008 0.031 13.04 4.07 0.53 

 

Table 2. Mechanical properties of base metal CA6NM [7]. 

Yield strength  Tensile strength  Young’s Modulus  Elongation  Reduction Area  

763 MPa 837 MPa 206 GPa 27.0 % 58.8 % 

 

Table 3. Welding parameters. 

Process Shielding gas Wire diameter Voltage  Current  Speed  Heat input 

FCAW 75% Ar, 25% CO2 1.6 mm 27.5 V 260 A 5 mm/s 1.4 kJ/mm 
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2.2 Microhardness measurements and metallographic observations 

 

As-welded (AW) and heat treated (HT) specimens encompassing the three zones (FM, HAZ and 

BM) were sampled for microhardness measurements and metallographic observations. A rough 

polish was performed with abrasive paper of grit sizes ranging from 240 to 800, followed by a final 

polish using polycrystalline diamond suspension of sizes 6 μm, 3 μm and 1 μm. Vickers 

microhardness profiles were taken across the as-welded and heat treated specimens using a force of 

100 gf and a dwell time of 15 seconds. The indentation spacing was 100 μm and measurements 

were taken on a length of 12 mm starting in the filler metal up to the unaffected base metal. A 

modified Fry’s reagent was used to chemically etch the specimens and metallographic observations 

were realized to position the fusion line. 

 

2.3. Fatigue testing 

 

Compact tension (CT) specimens having a width of 50.8 mm and a thickness of 12.7 mm were ma-

chined from heat treated and as-welded plates in accordance with ASTM E647 [8]. The notches 

were aligned perpendicularly to the welding direction to allow for the crack to grow through each 

zone of the joint (FM, HAZ and BM). As seen in Fig. 1, the crack tip was positioned in the filler 

metal at 7 mm from the fusion line (FL). Constant stress intensity factor range tests in river water 

environment were performed at a constant load ratio R = 0.1 and at a frequency of 20 Hz using a 

100 kN MTS servo-hydraulic machine. As-welded and heat treated specimens were tested at stress 

intensity factor ranges of 8 MPa∙m
½
 and 20 MPa∙m

½
. The crack length was continuously monitored 

using the compliance method with a crack mouth clip gauge. The load and crack opening displace-

ment (COD) were recorded for every cycle and used to determine the closure loads. The closure 

stress intensity factor (Kcl) was defined for a compliance offset of 2 percent [8]. The effective stress 

intensity factor range (ΔKeff) was calculated by the difference between the maximum applied stress 

intensity factor (Kmax) and the closure stress intensity factor (Kcl). 

 

 

Figure 1. Compact tension specimen sampling layout. Starter notch aligned perpendicularly to the welding 

direction. Crack tip positioned at 7 mm from the fusion line in the FM. 

  

Filler metal 410NiMo 

Base metal CA6NM 

Welding direction 

CT specimen 

Fusion line 

Heat affected zone 
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3. Results 

 
3.1. Microhardness measurements and metallographic observations 

 

The microhardness profiles of the as-welded and heat treated specimens are shown in Fig. 2a and b, 

respectively. Metallographic observations were realized to identify the position of the fusion line as 

shown in Fig. 3 for an as-welded joint. The microstructure of the heat treated joint is visually simi-

lar and has been omitted. The heat affected zone extends from the fusion line to the microhardness 

plateau characterizing the base metal, as indicated in Fig. 2. The shape of the microhardness profile 

is similar for both specimens. The microhardness has its highest value in the filler metal and de-

creases from the fusion line down to characteristic values of the base metal. The heat affected zone 

extends up to about 5 mm from the fusion line. The main difference between the two profiles is the 

microhardness of the filler metal, which is 360 HV on average in the as-welded condition and 325 

HV following the tempering heat treatment. These results are in good agreement with what was 

measured by Thibault and al. from a FCAW CA6NM joint using filler metal 410NiMo [9]. 

 

  

Figure 2. Microhardness profiles a) As-welded specimen b) Heat treated specimen, 2 hours at 600°C. 

 

 
Figure 3. As-welded joint microstructure near the fusion line revealed by etching (50X). 

a) b) 

FM HAZ 
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3.2 Fatigue tests 

 

Fig. 4 shows the results of the fatigue tests for as-welded and heat treated specimens at ΔK = 8 

MPa∙m
½
 and ΔK = 20 MPa∙m

½
. Table 4 shows the mean fatigue crack growth rate in the three zones 

(FM, HAZ and BM) of as-welded and heat treated specimens. When comparing a given zone at a 

given stress intensity factor range, the fatigue crack growth rate is always lower in the heat treated 

specimens than in the as-welded specimens, suggesting that the post-weld heat treatment improves 

the fatigue crack growth resistance. Pukasiewicz et al. found a similar behavior where the fatigue 

crack growth rate in the fusion zone of an as-welded CA6NM welded joint was considerably 

lowered after post-weld heat treatment [10]. In as-welded specimens, the fatigue crack growth rate 

decreases regularly from the filler metal and into the heat affected zone, before stabilizing in the 

base metal for both stress intensity factor ranges. These intra-specimen variations are believed to be 

attributed to microstructural effects and are the subject of an ongoing research. The gradual 

decrease of the fatigue crack growth rate is not observed in the heat treated specimen. At ΔK = 8 

MPa∙m
½
, the fatigue crack growth rate remains fairly constant up to 9 mm from the fusion line (4 

mm into the base metal), then decreases by approximately 50 percent and stabilizes at 13 mm from 

the fusion line. The same behavior, though less pronounced, is also observed at ΔK = 20 MPa∙m
½
, 

where the fatigue crack growth rate decreases by approximately 20 percent. 

 

  

Figure 4. Constant ΔK test results a) As-welded specimens b) Heat treated specimens. 

 

Table 4. Mean FCGR in the FM, HAZ and BM of as-welded and heat treated specimens. 

ΔK (MPa∙m
½
) Fatigue crack growth rate (mm/cycle) 

 As-welded specimens Heat treated specimens 

 FM HAZ BM FM HAZ BM 

 
     

Up to 9 mm 

from FL 

After 13 mm 

from FL 

8 
 

4.2∙10
-6

 3.7∙10
-6

 2.9∙10
-6

 1.9∙10
-6

 2.1∙10
-6

 2.2∙10
-6

 1.1∙10
-6

 

20  7.5∙10
-5

  6.3∙10
-5

 5.8∙10
-5

 3.6∙10
-5

 3.7∙10
-5

 3.5∙10
-5

 2.8∙10
-5

 

a) b) 
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4. Discussion 

 
This section presents an analysis of the constant stress intensity factor range tests results. The higher 

fatigue crack growth rates found in the as-welded specimens are discussed in terms of tensile 

residual stresses causing the opening of the crack. The fatigue crack growth rate variations observed 

in the heat treated specimens are discussed in terms of residual stress relaxation and crack closure. 

Fig. 5 shows the base metal fatigue crack growth curves obtained at load ratios R = 0.1 and R = 0.7 

[1], along with the mean fatigue crack growth rate obtained in the base metal from the constant 

stress intensity factor range test results (Table 4). The mean fatigue crack growth rate in the base 

metal of the heat treated specimens was calculated from the stabilized data starting at 13 mm from 

the fusion line. For the heat treated specimens, a good agreement is found between the R = 0.1 base 

metal fatigue crack growth curve and the fatigue test results, for both stress intensity factor ranges. 

These results, along with the intra-specimen fatigue crack growth rate variations noted in the last 

section (Fig. 4b), are discussed further in terms of residual stress relaxation and crack closure. 

Furthermore, the fatigue crack growth rates in the as-welded specimens at ΔK = 8 MPa∙m
½
 (empty 

circles) and ΔK = 20 MPa∙m
½
 (filled circles) correlate well with the R = 0.7 base metal baseline. 

Several indications suggesting the presence of tensile residual stresses responsible for the higher 

effective load ratio seen by the as-welded specimens are discussed next. 

 

4.1. Fatigue crack growth behavior of as-welded specimens 

 

The typical load-compliance offset curve for as-welded specimens is shown in Fig. 6a. For both 

stress intensity factor ranges and at all crack lengths, the specimen’s response does not deviate from 

the fully-open crack compliance. This indicates that the crack remains fully-open and that the effec-

tive stress intensity factor range is equal to the applied stress intensity factor range. This 

corresponds to an effective stress intensity factor range ratio (U = ΔKeff/ΔK) equal to unity in Fig. 

6b (circles). It is well known that, for ductile materials free of residual stresses, plasticity-induced 

crack closure plays a significant role in reducing the effective stress intensity factor range [11]. 

 

 

Figure 5. Comparison between the mean FCGR in the BM obtained from the constant ΔK tests and the BM 

fatigue crack growth curve in the Paris regime at load ratios R = 0.1 and R = 0.7 [1]. 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-7- 

 

  

Figure 6. a) Typical load-compliance offset curves for as-welded and heat treated specimens. b) Comparison 

between experimental values of U and Newman’s prediction. 

 

The solid line in Fig. 6b was calculated using Newman’s plasticity-induced closure stress equation 

[12, 13] and represents an upper bound of the effective stress intensity factor range ratio. Experi-

mental data above this upper bound indicate the existence of a crack opening mechanism. Tensile 

residual stresses are believed to act as such a mechanism in the as-welded specimens, since tensile 

residual stresses are typically found in CA6NM welds. 

To further assess the presence of tensile residual stresses, an as-welded compact tension specimen 

with a crack length of 20 mm was incrementally loaded from 500 N to -12000 N and the crack 

opening displacement was recorded (Fig. 7). A closure load of -1000 N was found with a 2 percent 

compliance offset criterion. The existence of a negative closure load is another strong indication 

that tensile residual stresses are acting on the crack by preventing it to close at positive loads. A 

similar behavior has been observed in the welds of three different kinds of steels where tensile re-

sidual stresses caused the crack to remain fully open at a load ratio R = 0, resulting in higher fatigue 

crack growth rates than that of the base metal [5]. 

 

 

Figure 7. As-welded specimen load-COD curve from a single compression excursion (a = 20 mm). 

 

a) b) 
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4.2. Fatigue crack growth behavior of heat treated specimens 

 

The crack closure behavior of the heat treated specimens is different. Crack closure was observed at 

both stress intensity factor ranges and for all crack lengths and the typical load-compliance offset 

curve is shown in Fig. 6a. Fig. 6b shows the effective stress intensity factor range ratio for the heat 

treated specimens when the crack is at 9 mm from the fusion line and at 13 mm from the fusion line. 

As a first observation, crack closure is more important at K = 8 MPa∙m
½
 for equal crack lengths. 

This is expected since crack closure is more pronounced for low stress intensity factor ranges [14].  

Furthermore, up to 9 mm from the fusion line, the effective stress intensity factor range ratio 

remains above Newman’s theoretical upper bound for both stress intensity factor ranges. This is an 

indication that tensile residual stresses may have remained after post-weld heat treatment, partially 

inhibiting crack closure. These results are consistent with previous studies that showed that the 

post-weld heat treatment may not completely eliminate the residual stresses in CA6NM welds [2, 3]. 

On the other hand, the effective stress intensity factor range ratio of the crack at 13 mm from the 

fusion line is below the upper bound predicted by Newman for plasticity-induced crack closure for 

both stress intensity factor ranges. This is an indication that tensile residual stresses at the crack tip 

may have relaxed with crack growth and that crack closure is not inhibited. Tensile residual stresses 

are known to redistribute and eventually relax following the growth of a fatigue crack [15]. After 

complete relaxation of the tensile residual stresses, common closure mechanisms such as 

plasticity-induced, roughness-induced and oxide-induced crack closure become fully active and the 

global closure level is increased.  

The evolution of the measured effective stress intensity factor range ratio against crack length is 

shown in Fig. 8 (triangles). Crack closure is rather constant up to 9 mm from the fusion line, than it 

increases as the crack grows and eventually stabilizes. A good correlation is observed between the 

profiles of the fatigue crack growth rate (circles) and the effective stress intensity factor range ratio 

(triangles). This shows that the fatigue crack growth behavior of the heat treated specimens is di-

rectly affected by the variation of crack closure. 

 

  

Figure 8. Relationship between U and the FCGR against the crack length for heat treated specimens 

a) ΔK = 8 MPa∙m
½
 b) ΔK = 20 MPa∙m

½
. 

 

a) b) 
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5. Conclusion 

 
The main objective of this study was to investigate the effect of residual stresses on the fatigue 

crack growth behavior of a stainless steel alloy CA6NM welded joint. From the results, the follow-

ing conclusions can be drawn.  

In as-welded specimens, many clues point to the fact that tensile residual stresses are present at the 

crack tip and are having an effect on the fatigue crack growth behavior. This hypothesis is supported 

by: (1) A higher effective load ratio indicated by the agreement between the mean R = 0.1 experi-

mental base metal fatigue crack growth rate and the R = 0.7 base metal fatigue crack growth curve. 

(2) An effective stress intensity factor range ratio equal to unity for all crack lengths meaning that a 

crack opening mechanism is present. (3) A negative closure load on an as-welded specimen at a 

crack length of 20 mm. 

It is also believed that some tensile residual stresses remain after post-weld heat treatment, as evi-

denced by the effective stress intensity factor range ratio being superior to Newman’s prediction for 

plasticity-induced crack closure. In addition, an increase in crack closure when the crack is in the 

base metal points to the fact that the tensile residual stresses were relaxed with crack growth and 

that closure mechanisms become fully active. 

This study showed that tensile residual stresses, which are strongly believed to be present in the 

as-welded specimens, caused the crack to remain fully open, this having a detrimental effect on the 

fatigue crack growth resistance of CA6NM welds. Moreover, the fatigue crack growth resistance 

was found to be improved in the heat treated specimens compared to the as-welded specimens. This 

is attributed to the residual stresses relaxation after tempering and with crack growth, allowing clo-

sure mechanisms to become active and reducing the fatigue crack growth rates. This shows the 

importance of a good residual stress level control through post-weld heat treatment. 
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Abstract The knowledge of the temperature that develops between tools and the raw material is 
needed for optimizing the cutting parameters. A controlled Grinding experiment was compared with 
a thermo-mechanical finite elements model (FEM) simulating the temperature distributions and other 
effects occurring in the cutting zone. An electric Grinding was controlled by [Labview] software, 
keeping the torque and rotational speed constant and preventing disruption of fixed air flow. 
The processed material was glass ceramics, the mechanical and thermal properties of which are 
known from the literature. A finite elements model was developed and its parameters determined by 
matching the computed Nodes with thermocouples’ temperature measurements. The experiment was 
carried out by single slot cutting, without cooling. The value of cutting power was based on specific 
cutting energy (U), known from the literature and calculation of (MRR) from the cutting parameters 
(depth & width of cut, feed rate). The dynamic model simulated the movement of cutting tool by 
sampling heat sources along the path. The fit obtained between dynamic model and the 
measurements enables a reliable calculation of the specific cutting energy (U) for every combination 
of tool cut and raw material.  
 
Keywords: cutting, specific cutting energy (U), Material removal rate (MRR), finite element method 
(FEM). 
 
1. Introduction 
 
Most of the energy of machining is transformed to heat. The heat transfer from the cutting zone 
depends on the heat capacity of the raw material and on its configuration. The temperature rise of the 
cutting zone may limit the cutting speed and cutting depth, causing tool wear and limiting its life, 
and creating thermal stress in the raw material and distortions of its surface. 
It is therefore highly desirable to measure the cutting zone temperature and relate it to the cutting 
performance parameters (depth of cut, cutting velocity, feed, linear speed of cutting progress, power 
required, Specific Grinding Energy). Due to the nature of metal cutting, it is not possible to measure 
temperature directly in the cutting zone. 
The main techniques used to evaluate the surface temperatures during machining are Thermocouple 
method and infrared photographic technique [1-4]. Two arrays of thermocouples were lined along 
both sides of the cutting path for measuring the temperature development throughout the working 
piece according to the drill’s advancement in recent years; the finite element method has particularly 
become the main tool for simulating metal cutting processes. It is especially important that FEM 
analysis can help to investigate the temperature distributions and other effects occurring in the 
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cutting zone. A finite element (FEM) thermal analysis program (NASTRAM software) was 
developed and reported here, utilizing a moving heating source model [5-6]. In that model, the 
grinding zone is assumed as a band source of heat that moves along the upper surface of the 
workpiece. The heat to the Workpiece in dry grinding was calibrated by matching between 
experimental data using an embedded thermocouples and FEM analysis temperature response. The 
FEM is used for extrapolation the temperature data from the measured points to the cutting zone. 

 
2. Data acquisition system  
 

The data acquisition system consists of controller, amplifier, A/D convertor, and LabVIEW (Laboratory 

Virtual Instruments Engineering Workbench) for windows software developed by National Instruments. Once 

the program runs, thermocouples’ temperature and normal grinding force were collected and recorded on an 

Excel file. 

 
Figure 1. Schematic representation of Data acquisition system 

 

3. Calibration experiment versus finite elements model 
 
The thermal analysis model utilizes parameters from the literature (specific heat capacity, Thermal 
conductivity and Density).The objective of calibration experiment is to verify the model and 
calibrate the parameters by matching the results with measurements.  
A solder-iron served as a heat source. It was placed at the center of the plate (x=0;y=39mm). An 
equally-spaced array of four thermocouples was placed in the upper surface and another two 
thermocouples – on the lower surface (Figure 4). 
The temperature at each thermocouple was measured after they reached a steady-state, 450 seconds 
after the initiation of the heat source (Figure 9). Plots of y-cut temperature distribution at each 
thermocouple’s position were calculated by the model (Figure 6). The ratio of the values at the peaks 
(locations of the thermocouples) matched the ratio of the measured values at the respective 
thermocouples. Values of (h) were then iterated in the model to reach a match with the 

measurements for -4
2 02.0 10final

Wh
mm C

⎡ ⎤= ⋅ ⎢ ⎥⋅⎣ ⎦
. This is exhibited in Figure 6.  

The temperature evolution with time (as measured and displayed Figure 8) was then compared with a 
time evolution run of the model (Figure 9), which shows a good match. 
It is then easy to estimate the heat transfer coefficient (h) after calibrating the finite elements model, 
for every combination of tool cut and raw material. 
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3.1. Calibration model of ceramic plate mesh 
 
The full model was built with Solid elements. The dimensions of the plate are 78x78x5 mm. The 
mesh of the plate model consists of identical elements, with the size of 1x1x1 mm. The total amount 
of elements in the plate is 30420 
 

3.2. Experimental set-up 
 
The experiment set up and workpiece are described in Figure 2 and Figure 3. It should be noted that 
this experimental setup is in use for measuring dental bur wear research [5]. 

 

    
Figure 2. Schematic representation and photo of Experimental set-up 

 
Figure 3. Detailed illustration of the bur- Dental Workpiece movement 
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3.3. Boundary conditions for calibration static (steady-state) model 
 
(1) The temperature of the heat source is 330oC   
(2) The other surfaces that without contact with the heat source will with Convection region.  

 
Figure 4. Experiment configuration of thermocouples for measuring the temperature 

 
The convection is assumed to have a small impact on the heat distribution. A fixed heat transfer 
coefficient (h) is therefore assumed over the working piece. It was estimated (hfinal) by varying the 
parameters of the analytical results to match with the measured ones at the thermocouples.   
The thermal properties of the ceramic plate (Table 1) were given to the calibrate model and to the 
grinding model. 
 

Table 1. Thermal properties of the ceramic plate 
Density Specific heat Thermal conductivity Material 

32520 Kg
mρ ⎡ ⎤= ⎢ ⎥⎣ ⎦

 
0790p

Jc Kg C
⎡ ⎤= ⎢ ⎥⋅⎣ ⎦

 
3

01.46 10 wk mm C
− ⎡ ⎤= ⋅ ⎢ ⎥⋅⎣ ⎦

 Machinable 
Ceramic 
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3.4. Model calibration static results 
 

 
Figure 5. The temperature distribution on the upper surface 

 

 
Figure 6. The temperature distribution along y axis on the lower and upper surface 

 
Due to the symmetry of the problem in terms of geometry, loads (heat source) and boundary 
condition (there is no convection across symmetrical planes) we built a quarter-plate model and 
thereby save calculation time. A fine-mesh was built near the heat source to capture the delicate 
changes (Figure 7) so that the gradient temperature through the thickness of the plate is exhibited 
clearly. It should be noted that the quarter model results are the same as the complete model 
(described in Figure 5 and 6). 
 

 
Figure 7. The distribution and size of the temperature on the quarter model, described with fine mesh near the 

heat source 
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3.5. Results and discussion from Calibration experiment versus finite elements model 
(1) We can see that the temperatures distribution is identical in all curves and received an excellent 

match with the experiment temperature in stable condition (Figure 6) and (Figure 8). 
(2) In this experiment and FEM model the thickness of the plate is relatively small, so the 

temperature will be higher in the lower-surface (under the heat source) and not on the upper face 
within 5 mm from the heat source, since the heat dispersed faster in radial direction than in the 
depth plate direction. 

 
3.6. FEM dynamic model (transient) for calibration 
 

 
Figure 8. Experimental temperature results versus time of six thermocouples 

 

 
Figure 9. Transient model temperature results versus time of six thermocouples 

 
3.7. Results and discussion of model (transient) for calibration 
 
(1) Receiving in the model and experiment the same distribution temperature in six thermocouples. 
(2) Steady state condition of the temperature in each thermocouples nodes in the model is accepted 

after about 500 seconds and received an excellent match with the experiment temperature in 
stable condition 

(3)   Conclusion: There is good reliability in measuring temperature with thermocouples. 
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4. Grinding experiment without internal or external cooling 
 
The objectives of the experiment are: measuring the temperature of the workpiece in grinding 
without cooling and calibrating by matching between experimental data, using embedded 
thermocouples, and FEM analysis temperature response. The FEM is used for extrapolation of the 
temperature data from the measured node points to the cutting zone. 
 
4.1. Experiment grinding configuration of thermocouples for measuring the temperature 
 
An equally-spaced array of 6 thermocouples was placed in the upper surface (Figure 10), three on 
each side, symmetric to the cutting tool position. This positioning ensures reliable experiment results.  
Another two thermocouples were placed on the lower surface. 

 
Figure 10. Experiment grinding configuration of thermocouples for measuring the temperature. 

 
4.2. Description of the mesh and the boundary conditions in the grinding model 
 
Due to the symmetry of the problem in terms of geometry, loads (heat moving sources) and boundary 
condition (there is no convection across the symmetrical plane and on the moving heating sources) 
we built a half-plate model and thereby save calculation time. A fine-mesh was built near the heat 
moving sources to capture the delicate changes (Figure 11). 

 

Figure 11. Boundary conditions for half a grinding model with fine mesh near the heat source 
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4.3. Description of the heat sources in the grinding model without cooling 
 
The grinding area is located on the center of the upper surface of the plate. The grinding is executed 
from the center of the edge towards the center of the plate for a distance of 8 mm (the yellow strip in 
Figure 11). In the experiment the cutting movement is a continuous motion, as for the model, the 
simulation of the cutting movement is discrete. Along the grinding area a fine mesh was formed and 
36 heat sources were placed, all with the same power and same operation time (each one starts to 
operate after its predecessor stops). The power of the first heat source, which is placed on the edge, 
increases from zero till half the diameter of the cutting tool penetrated the plate. From this point on 
its power equals the power of the other heat sources. 
 
4.4. Grinding experiment conditions 
 
The experiment was executed four times with the conditions described below (Table 2)  
   

Table 2. Operational conditions 

( )Lcut mm( )ToolV sec
mm  ( )acut mm( )Tooln rpm( )MachineP Watt  Parameter 

8 0.033 0.32 200,000 40 Value 
 

4.5. Estimation of the cutting power in the experiment 
 
The experiment system has no power measurement system. Therefore, the value of cutting power 
was based on specific cutting energy (U), known from the literature and the calculation of MRR that 
depends on the cutting parameters (depth and width of cut, feed rate). U depends on the depth of the 
cut. The MRR value is calculated in Eq. (1) and the cutting power is calculated in Eq. (2). 

  
(1)

( ) ( ) ( )
3

2 2

3

2 0.32 1.0
sec sec 2 2

0.033 1.0 0.033
sec sec

Tool
Tool cut cut

dmm mmMRR V A mm A a mm

mm mmMRR

π π⎛ ⎞ ⋅ ⋅⎛ ⎞⎛ ⎞ ⎛ ⎞= ⋅ → = ⋅ = ⋅ =⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎜ ⎟
⎝ ⎠ ⎝ ⎠⎝ ⎠⎝ ⎠

⎛ ⎞⎛ ⎞= ⋅ = ⎜ ⎟⎜ ⎟
⎝ ⎠ ⎝ ⎠

 

(2)
( ) ( )

3

3 30 0.033 1.0
seccut
mmWatt SecP U MRR Wattmm

⎛ ⎞⋅= ⋅ = ⋅ =⎜ ⎟
⎝ ⎠

 

  
The estimated value of the cutting power is 1 Watt for the full plate.  
Given half a plate in the model, 0.5 Watt was entered to the grinding model as the thermal power.  
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4.6. Experiment results versus grinding model results 
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Figure 12. Half model temperature results versus time of five thermocouples 

 

 
Figure 13. Experimental temperature results versus time of eight thermocouples 

 
5. Results and discussion from Experiment results versus grinding model results 
 
(1) There is a similarity between the graph behaviors of the model to the one of the experiment. 
(2) There is a mismatch in the form of the temperature distribution between the model and the 

experiment, at the first 40 seconds. This is due to the following reasons: 
(2.1) Perhaps there is a problem with the adhesive of the thermocouples that causes contact 

resistance in addition to their thermal mass. 
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(2.2) It should be noted that in the first 40 seconds the cutting power varies and stabilizes only 
after the cutting tool penetrates the plates half its diameter. 

The objective of this research is to evaluate the temperature around the cutting zone. Due to the 
low temperatures during the first 40 seconds, the accuracy there is less important. 

(3) The temperatures in the experiment are higher by 20% than those of the model. The reason for 
the difference is that in the model the reaction caused by the contact of the cutting tool lower 
edge with the plate was neglected. This difference can be solved by executing peripheral milling. 
Another reason for the gap is the high value of depth of cut (0.32 mm) in grinding. Using a lower 
value will reduce the temperature gap. 

Future work will further develop power measurement in the experiment by measuring the electrical 
power (Volt, Ampere) or by measuring the torque and the rpm of the rotating cutting tool.  
Further experiments will be held with a variety of depths of cut (25, 50, 100, and 150 mμ ). 
The specific cutting energy (U) can by calculated by measuring the cutting power from the 
experiment and dividing by the calculate MRR. In this case the temperature measurement is 
unnecessary. 
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Abstract  The modeling of fatigue crack initiation and propagation for particulate reinforced composites 
and the study of the behavior of a functionally graded material with interface cracks are facilitated with a 
new Voronoi Cell Finite Element Method (VCFEM), considering the matrix-inclusion interfacial fatigue 
crack and matrix fatigue crack. In the new element, all possible contacts on the crack edge are considered by 
contact seeking and remeshing methods, when the crack is closing under all possible changing loads. The 
fatigue crack initiates when the fatigue damage exceeds certain critical damage value, and fatigue crack 
propagation are simulated by gradual seeking crack propagating directions and new crack tips, using a 
remeshing method that a damaged node at the crack tip is replaced by a pair of nodes, a new crack tip node is 
assigned at the crack propagating directions  and a more pair of nodes are needed to be added on the crack 
edge near the crack tip in order to better facilitate the free-traction boundary condition. The first example has 
been given for Particle-reinforced metal-matrix composites with 20 elliptical inclusions to simulate the 
fatigue crack initiation and propagation under plane stress conditions. It appears that this method is a more 
efficient way to deal with the interfacial damage of composite materials. In the second example, the results 
show that the mechanical properties of functionally gradient materials are influenced by the particles’ size, 
topological structure, and interfacial deboning strength. With the interface cracking the overall stiffness of 
functionally gradient materials is gradually reduced. 
 
Keywords  VCFEM, Finite element method, Fatigue crack, Particulate reinforced composites 
 
1. Introduction 
 
Particulate-reinforced metal-matrix composites (MMCs) have attracted significant attention in 
recent times in both the academic community and in the industrial sector. Since MMC combine 
well-known superior properties such as low density, high strength, stiffness, creep and wear 
resistance, they are appropriate candidates for numerous aerospace and automotive applications. 
However, the differences in thermo-mechanical properties of matrix and inclusion develop stresses 
during fabrication and in service. This may lead to voids nucleation, cracking and decohesion at the 
interface, which affects seriously fracture properties. 
The validity of modeling real composites practically with heterogeneities of arbitrary shapes, sizes 
or dispersions, depends considerably on the consideration of the irregular microstructure. The 
accurate micromechanical modeling of actual two-phase materials is very complicated due to the 
irregular microstructural configurations that exist in real materials. 
A large number of models have been developed to predict the effective elastic properties of 
heterogeneous materials and their dependence on materials microstructure, such as homogenization 
theory, cell methods, traditional displacement based FEM, A hybrid finite element approach by 
Zhang and Katsube[1], a Voronoi Cell Finite Element Method (VCFEM) for modeling of 
non-uniform microstructures with heterogeneities introduced by Ghosh and co-workers in a series 
of papers[2~3] and a series of works on VCFEM are done[5-6]. 
Introduction a new Voronoi cell finite element model (VCFEM) on the base of the assumed stress 
hybrid variational principle to model fatigue crack initiation and propagation in a 
Particle-reinforced metal-matrix composites (MMCs) with heterogeneities of arbitrary shapes, sizes 
or dispersions is the objective of the present study. In the new element, considering the 
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matrix-inclusion interfacial fatigue crack, matrix fatigue crack and all possible contact on the crack 
edge, fatigue crack initiation and propagation is simulated by a new remeshing method. All possible 
contact on the crack edge when the crack closed under all possible fatigue loads are sought along 
every crack edge. The fatigue crack initiates when the fatigue damage exceeds certain critical 
damage value. The fatigue crack propagation is simulated by gradually seeking crack propagating 
directions and new crack tips, using a remeshing method that a damaged node at the crack tip is 
replaced by a pair of nodes, a new crack tip node is assigned at the crack propagating directions and 
a more pair of nodes are needed to be added on the crack edge near the new crack tip in order to 
better facilitate the free-traction boundary condition. The first example has been given for 
Particle-reinforced metal-matrix composites with 20 elliptical inclusions to simulate the fatigue 
crack initiation and propagation under plane stress conditions. It appears that this method is a more 
efficient way to deal with the interfacial damage of composite materials. The simulation results are 
compared with those of general fine finite element model and a good agreement is obtained. In the 
second example, the results show that the mechanical properties of functionally gradient materials 
are influenced by the particles’ size, topological structure, and interfacial deboning strength. With 
the interface cracking the overall stiffness of functionally gradient materials is gradually reduced. 
 
2. The Voronoi Cell Finite Element Model 
 
2.1. Hybrid Element Assumptions and Weak Forms 
 
In the Voronoi cell element method, each cell represents a basic structural element of the 
microstructure, which includes a particulate with its matrix neighborhood. A new cell element, 
including an interfacial crack and a matrix crack, is shown in Fig. 1. The matrix and inclusion phase 
in each Voronoi cell eΩ  are denoted by mΩ  and cΩ , respectively, i.e., e m cΩ = Ω ΩU . The bonded 
inclusion-matrix interface is indicated by b∂Ω and the debonded interface is indicated by c∂Ω  on the 
inclusion side and by m∂Ω on the matrix side. The element boundary e∂Ω is assumed to be composed 
of prescribed displacement boundary d

e∂Ω , prescribed traction boundary t
e∂Ω , inter-element 

boundary i
e∂Ω  and free boundary f

e∂Ω , i.e., 
e e e e

d t i f
e∂Ω = ∂Ω ∂Ω ∂Ω ∂ΩU U U . The matrix crack edges 1m∂Ω , 

2m∂Ω , 3m∂Ω  and inclusion crack edge c∂Ω  have outward normals 1mn , 2mn , 3mn and cn , 
respectively, while en  is the outward normal to the element boundary e∂Ω . 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 1. A Voronoi cell finite element with part interfacial crack and matrix crack 

In an incremental formulation to account for the onset and growth of the fatigue crack, σ  is an 
equilibrated stress field corresponding a strain field ε ; u  is a compatible displacement field on the 
element boundary at the beginning of an increment;  Δσ  is the equilibrated stress increment in eΩ ; 

Tractions Prescribed t
e∂Ω   

Inter-element Boundary i
e∂Ω  

Displacements 

Prescribed d
e∂Ω  

Free Boundary f
e∂Ω  

Ωm Ωc

∂Ωb

∂Ωc

∂Ωm1
∂Ωm3

∂Ωm2
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Δu is a compatible displacement increment on e∂Ω  and Δf  is a traction increment on the traction 
boundary t

e∂Ω . An element complementary energy function can be expressed as follows:  

 

( ) ( ) ( ) ( ) ( )

( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( )
( )

1 1 1 1 1

1

2 2 2 2 2

2

3 3 3 3

1,
2
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e e
mc e e

b m m c c b b

te b

m m m m m c c c c c

m c

m m m m m

m

m m m m

d d

d d

d d

d

Ω ∂Ω

∂Ω ∂Ω

∂Ω ∂Ω

∂Ω

Π Δ Δ = + Δ + Δ Ω− ⋅ + Δ ⋅ + Δ ∂Ω∫ ∫

+ + Δ ⋅ + Δ ∂Ω+ ⋅ + Δ − − Δ ⋅ + Δ ∂Ω∫ ∫

− ⋅ + Δ ⋅ + Δ ∂Ω− ⋅ + Δ ⋅ + Δ ∂Ω∫ ∫

− ⋅ + Δ ⋅ + Δ ∂Ω∫

− ⋅ + Δ ⋅ + Δ

u S n u u

f f u u n u u

n u u n u u

n u u

n u

σ σ σ σ σ σ σ

σ σ σ σ

σ σ σ σ

σ σ

σ σ ( )3

3

m

m
d∂Ω ∂Ω∫ u

 (1) 

where, bΔu , cΔu , 1mΔu , 2mΔu  and 3mΔu are the displacement increments of the crack edges in an 
element. The total energy for an entire heterogeneous structure that contains N inclusions is 
obtained by adding the element energy functions for N elements:  

 
1

N
mc mc
total element

e=

Π = Π∑  (2) 

By setting the first variation of mc
elementΠ in Eq.(1) with respect to the stress incrementsΔσ to zero, the 

element displacement relations in each of the element eΩ  can be obtained. Setting the first 
variation of mc

elementΠ  with respect to boundary displacement increments Δu  to zero, obtains the 
traction reciprocity conditions on the inter-element boundaries and traction boundaries as shown in 
Fig. 1, and setting the first variation of mc

elementΠ  with respect to boundary displacement increments 
bΔu , cΔu , 1mΔu , 2mΔu  and 3mΔu to zero, obtains the traction reciprocity conditions on the 

interfaces of inclusion-matrix as shown as follows:  
 ( ) ( )b c c b m m⋅ + Δ = ⋅ + Δn nσ σ σ σ on bonded interface b∂Ω   
 ( )c c c⋅ + Δ =n 0σ σ    on debonded interface c∂Ω   
 ( )1 1 1m m m⋅ + Δ =n 0σ σ  on debonded interface 1m∂Ω  (3) 
 ( )2 2 2m m m⋅ + Δ =n 0σ σ    on the first crack edgee 2m∂Ω   
 ( )3 3 3m m m⋅ + Δ =n 0σ σ  on the second crack edge 3m∂Ω   
 
2.2. Method of Solution 
 
The stresses in the matrix and inclusion phases can be individually described to accommodate stress 

jumps across the interface. The expressions may be assumed for stress functions ( ),x yΦ in the 

matrix and inclusion phases in the form as 
 m m mΔ = ΔPσ β      (in mΩ ) (4) 
 c c cΔ = ΔPσ β       (in cΩ ) (5) 
where mΔβ and cΔβ  correspond to a set of undetermined stress coefficients; mP  and cP are 
matrixes of interpolation functions. Compatible displacement increments on the element boundary 

e∂Ω  as well as on the crack edges b∂Ω , c∂Ω  and m∂Ω  are generated by interpolating in terms of 
generalized nodal values as: 

 { }eΔ = Δu L q , on e∂Ω ;   
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 { }b b bΔ = Δu L q , on b∂Ω ;   

 { }c c cΔ = Δu L q , on c∂Ω ;   

 { }1 1 1m m mΔ = Δu L q , on 1m∂Ω ; (6) 

 { }2 2 2m m mΔ = Δu L q , on 2m∂Ω ;  

 { }3 3 3m m mΔ = Δu L q , on 3m∂Ω    

where eΔq , bΔq , 1mΔq , 2mΔq , 3mΔq and cΔq are generalized displacement increment vectors, and 
L , bL , 1mL , 2mL , 3mL and cL are interpolation matrices. Substituting Eq. (4), (5) and (6) into the energy 
function (1), and setting the first variations of mc

elementΠ  with respect to the stress coefficients mΔβ and 
cΔβ , respectively to zero,  yields following two weak forms of the kinematic relations. Let 

{ }idβ corresponds to the correction to βΔ ’s in the ith iteration, the weak form of the kinematic 

relations may be expressed as:  
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where 
 Tm m m
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dΩ= Ω∫H P S P  (8) 
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or in a condensed form 
 1i id d−= H G qβ  (17) 
Setting the first variation of the total energy functional (1) with respect to eΔq , bΔq , mΔq and cΔq  
to zero, results in the weak form of the traction reciprocity conditions as 
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where 
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Substituting Eq. (17) into the weak form expressions of the traction reciprocity conditions Eq. (18), 
yields: 
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Eq. (21) is used to iteratively calculate for the nodal displacement increments. Then, the stress 
coefficients may be calculated by Eq. (17) and the stresses at any location within the element may 
be obtained from (4) and (5). 
 
2.3. Simulation of Fatigue Crack Initiation and Propagation 
 
Under the constant amplitude loadings, the fatigue damage under a non-linear fatigue damage rule  
evolutes as:  

 [ ] (1 )
2 (1 )N B

β γδω σ ω
δ ω

−Δ
= −

−  (22) 

where B，β and γ are the material constants. Eq. (22) deduces the fatigue life: 

 1( , ) [ ]
1 2 ( )FN

B
σσ σ

β γ σ
Δ

Δ =
+ +

 (23) 

For simulating fatigue damage accumulation under gradual step-by-step constant amplitude 
loadings, the fatigue damage accumulation at the nth step is deduced by integrating Eq. (22). 
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where where 1nω − is the total fatigue damage at the end of the n-1th step; nN  is the cycle life 
increment at the nth step; nσΔ is the nth constant amplitude loading ; the variable 1m γ β= + + ; the 

material constants 1 2 nB b b σ= + ; 1b and 2b  are the material constants. 

 
3. Examples of Numerical Calculation 
 
All analyses of numerical examples conducted with the VCFEM codes are executed under plane 
stress assumptions. 
 
3.1. Simulation of the Damage in Complex Microstructure 
 
In the first example, a structure consists of 20 elliptical inclusions with different size (see Fig. 2a). 
The inclusions are arranged randomly in a square matrix of 10×10 mm2 and the matrix-inclusion 
interface of every inclusion is composed of 8 sides, in which no side is debonded before loading. 
The fatigue crack will initiate and propagate gradually where the total fatigue damage of the 
interfacial points is greater than the given critical fatigue damage. The vertical displacement on the 
top edge and the bottom edge and the horizontal displacement on the left edge are fixed, and the 
displacement controlled fatigue loads are applied on the right edge with the maximal displacement 

67 10−× mm and the minimal displacement 77 10−× mm.  

                     
Figure 2. (a) The crack propagation status in a square particulate reinforced composites plate with 20 circle 
inclusions; (b) the horizontal stress component contours within the matrix and inclusion of VCFEM model 

 
Material properties are as follows:  
Matrix(Al2024): Young's Modulus 72AlE GPa= , Poisson's Ratio Al 0.33v = ; 
Inclusions(SiC): Young's Modulus SiC 430E GPa= , Poisson's Ratio SiC 0.25v = ; 

The given critical fatigue damage c=1 and the material constant β =6，m =1. 

In every VCFEM element the stress field in the matrix is represented by a 75 terms expansion 
composed of 42 polynomial terms (8th order complete polynomial expansion of the Airy function) 
and 33 reciprocal terms (1 reciprocal terms for each exponent in the polynomial terms, from 2 to 7) 
While the stress field in the inclusions is modeled using only the first 63 polynomial terms. The 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-7- 
 

fatigue crack propagation status is shown in Fig. 2(a), and the distribution of the horizontal stress 
component xσ  calculated by the VCFEM model is showed in Fig. 2(b), when fatigue cycles 
are 58 10× . It appears that the VCFEM model has considerable accuracy and high efficiency in 
dealing with the initiation and propagation of the fatigue crack of Particle-reinforced metal-matrix 
composites. 
3.2. The Study of the Behaviour of a Functionally Graded Material 
In the second example, the fatigue crack evolution in the SiC/Al functionally gradient material are 
simulated with the different volume fraction ratio of SiC of 25%, 40%, 55%, 70%, in which the 
specific distribution is shown in  Fig. 3(a) and the specify voronoi tessellation mesh of 
functionally gradient materials is shown in  Fig. 3(b). 

 
Figure 3. (a) section schematic of SiC/Al functionally gradient materials;  

(b) Voronoi tessellation mesh of FGMS 
In this model, the Al is Al2024-T6 with the elastic modulus EAl = 72GPa; the Poisson's ratio V Al = 
0.33; the yield stress was 70MPa; tangent modulus E t = 14.5GPa; followed J2 flow theory; SiC is 
with the elastic modulus ESiC = 430GPa; Poisson's ratio VSiC = 0.25; the yield stress of SiC 100MPa; 
tangent modulus 50GPa. The width of the specimen is 4mm; the thickness is 8mm, each gradient 
layer thickness is 2mm. About 4700 inclusions were modeled, the boundary conditions of the model 
were constrained as follows: the right hands of this specimen were constrained in Ux, Uy directions, 
and the left hands of the specimen were enforced 0.001 uniform displacement. The critical normal 
stress leading interfacial crack is 30MPa. In order to evaluate the influence of the interface cracks, a 
comparison with the model which does not take the interface cracks into consideration was made. 
The curve of displacement and reaction force was shown in Fig. 4. 

  
Figure 4. (a) curves of displacement and reaction force;  

(b) The effect of interface bond strength 
In Fig. 4(a), the results show that the overall stiffness of functionally gradient materials is gradually 
reduced when the interfaces are cracked. Compared with the model which does not take the 
interface cracks into consideration the overall stiffness is reduced largely. In Fig. 4(b), the results 
show that the overall stiffness of the specimen is increasing with the enhancement of interface bond 
strength. In this test, we can see that when the interface bond strength is between 10-35MPa the 
overall stiffness of the specimen is increased slowly or can't even reach the yield strength. In this 
case the SiC particles are a kind of damage to the Al matrixes, because they cannot work together 

70%SiC+30%Al 

55%SiC+45%Al 

40%SiC+60%Al 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-8- 
 

perfectly. With interface bond strength increasing for example between 35-70MPa, the overall 
stiffness of the specimen is increased obviously. And the yield strength is higher than 90MPa. So in 
this situation the spacemen can work very well. And the gradient performance of the functionally 
gradient materials is not obviously affected by the interfacial crack. 
 
4. Conclusion 
 
In this study, the modeling of fatigue crack initiation and propagation for particulate reinforced 
composites is facilitated with new Voronoi Cell Finite Element Method (VCFEM), considering the 
matrix-inclusion interfacial fatigue cracks, matrix fatigue cracks and crack closures. In the new 
element, all possible contacts on the crack edge is considered by contact seeking and remeshing 
methods, when the crack is closing under all possible changing loads. The fatigue crack initiates 
when the fatigue damage exceeds certain critical damage value, and fatigue crack propagation are 
simulated by gradual seeking crack propagating directions and new crack tips in a remeshing 
method.  
The second example of Particle-reinforced metal-matrix composites with 20 elliptical inclusions 
shows that the VCFEM has considerable accuracy and high efficiency in dealing with the initiation 
and propagation of the fatigue crack. Good agreements are obtained between the results of VCFEM 
and the general finite element method, not given in this paper. 
This kind of VCFEM method can predict functionally gradient material particles’ interfacial crack 
accurately. The particles’ size, topological structure, and interfacial deboning strength will influence 
FMES’ mechanical behavior. With the interface cracking the overall stiffness of functionally 
gradient materials is gradually reduced. 
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Abstract  A combined interface element consists of eight rigid beams and a zero thickness cohesive 
element is presented. The type of elements are used in conjunction with shell elements to constitute the three 
dimensional model. In the FE model, intralaminar damage takes place within the shell elements and 
interlaminar damage is restricted to occur at the interface elements. The eight-node interface elements are of 
finite thickness, with each node possessing six DOFs. No additional DOFs are required in the FE model 
except those of shell elements. The translational and rotational movements of the shell nodes contribute to 
the deformation of the interface elements. The interfacial damage accumulation and final delamination are 
characterized by progressive stiffness degradation of the internal cohesive element. The crack growth in 
double cantilever beam (DCB) was simulated with the proposed elements and corresponding finite element 
model. The simulation results agree well with the experimental ones and analytical solutions.  
 
Keywords  composite laminate, cohesive zone model, interface element, delamination 
 
1. Introduction 
 
Fiber reinforced composites are mostly used in the form of laminates, which are susceptible to 
interfacial delamination due to the weak interfacial bonding strength. Several numerical tools such 
as fracture mechanics based virtual crack closure technique (VCCT) [1, 2] and damage mechanics 
based cohesive zone model (CZM) method [3, 4] have been proposed to simulate the interfacial 
fracture process. CZM is superior to other methods in that the initiation and growth of delamination 
are considered within the same analysis without previous knowledge of crack position. The 
conventional way of applying CZM is to embed the cohesive elements among the layers of three 
dimensional solid elements (Fig. 1a). A softening constitutive law described by 
traction-displacement jump curve is introduced for the cohesive elements. The irreversible softening 
process is initiated when the traction attains the maximum interfacial strength and delamination is 
fully developed when the local energy release rates approach their critical values. However, it has 
been shown that highly refined mesh is required within cohesive zone which is a softening region 
ahead of crack tip [5]. The length of cohesive zone is usually on the order of 1 mm for typical 
polymeric matrix composite, which requires that much smaller elements is unacceptable for large 
scale application of delamination analysis using solid elements. On the other hand, more 
computational efficient shell elements are suitable for modeling thin walled structures than solid 
elements [6]. 
In this paper, we present a new interface element being used in conjunction with shell elements to 
constitute three dimensional models for laminated structures. Double cantilever beam (DCB) test 
are simulated using the proposed interface elements and corresponding finite element model. The 
simulated results are compared with experimental results and analytical solutions. 
 
2. Finite element model 
 
2.1. Model description 
 
In the finite element model, laminated structures are divided into several sublaminates through the 
thickness. A sublaminate is a set of adjacent physical layers among which debonding is unlikely to 
occur. All sublaminates are modeled with four node quadrilateral shell elements on mid-planes of 
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them. The finite thickness interface elements are used to connect shell elements belonging to 
adjacent sublaminates, see Fig. 1b. Thus the laminates could be considered as sandwich shells 
stacked by shell elements and the interface elements. In this way, the intralaminar and interlaminar 
damages could be considered separately with both kinds of elements. 
 
 
 
 
 
 
 

Figure 1. (a) 3D solid model   (b) 3D shell model 
 
The interface element consists of eight rigid beams and a zero thickness cohesive element. The 
master node of a rigid beam is used to connect external shell node, and its slave node is used to 
connect internal cohesive element node. The rigid beams transfer the translational and rotational 
movements of the shell nodes to the internal cohesive element (Fig. 2). Interlaminar fracture takes 
place at the internal cohesive elements. Although being composed of discrete rigid beams and 
cohesive element, the interface element presents itself as a solid one in which DOFs of the internal 
nodes have been eliminated by deduction of its kinematic formulae. There will be no additional 
DOFs are required in the FE models except those of shell elements. The interface element has been 
implemented in the commercial FE code ABAQUS [7] via its user element subroutine (UEL). 
Newton-Cotes full integration scheme is adopted. 
 
 
 
 
 
 
 

Figure 2. Schematic of the connection of shell elements and interface element 
 
2.2. Interface element formulation 
 
In the interface element, the relation of the nodal displacements between master and slave nodes of 
the ith (i=1,…,8) rigid beam can be given as: 
 S δi M

i iu = t u  (i=1,…, 8) (1) 

where ( )T

M M M M Mx My Mz= , , , , ,i i i i i i iu v w θ θ θu  and ( )T

S S S S Sx Sy Sz= , , , , ,i i i i i i iu v w θ θ θu  are the displacement 

vectors at master and slave nodes of ith rigid beam respectively. δit  is the displacement 
transformation matrix of the two nodes: 
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where x, y, z are coordinates, subscript S and M denote the slave and master nodes respectively, 
superscript i is the number of rigid beams. Similarly, the relation of nodal forces between master 
and slave nodes can be expressed as: 
 S Fi M

i iF = t F  (3) 
where M

iF  and S
iF  is the master and slave nodal force of ith rigid beam. Fit  is the nodal force 

transformation matrix. Furthermore, the relation of the two transformation matrices can be obtained 
according to the principal of virtual work: 
 T 1

δi Fi
−−t = t  (4) 

The relations (1) and (3) for all rigid beams in an interface element are brought together as: 
 N N N N

S δ M S F Mand =u = T u F T F  (5) 
where 
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The displacement jumps of internal cohesive element, δ , can be obtained as: 
 N

Sδ = Bψu                                       (7) 
where 
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is used to pass translational movements of the slave nodes to cohesive element. B  transforms the 
nodal displacements of the cohesive element to local displacement jumps. 
The constitutive law for internal cohesive element can be defined as: 
 τ = Dδ   (8) 
where τ  is stress vector, D  is damaged elasticity matrix. With the use of virtual work principle, 
we get the stiffness matrix of the interface element: 
 T T T

δ δd
Γ

Γ∫K = T ψ B DB ψT  (9) 

The nodal force vector of the element is: 
 T T T

δ= d
Γ

Γ∫F T ψ B τ  (10) 

It is seen that the nodal force vector and stiffness matrix of the new interface element can be simply 
obtained from cohesive element as follows: 
 T T

cohesive δ cohesive( ) ( ) and =( )δ δK = ψT K ψT F ψT F   (11) 
 
2.3. Bilinear constitutive law 
 
A bilinear constitutive damage model under pure Mode I loading is adopted for the new interface 
element, see Fig.3. The interfacial damage is initiated after the normal traction attains the interfacial 
tensile strength. After that, the stiffness is gradually reduced to zero. The onset displacement is 
obtained as: o

3 = /N Kδ , where N is the interfacial tensile strength and K is the interfacial stiffness. 
The area under the traction-displacement jump curve is the Mode I fracture toughness ICG : 
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δ
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where 3τ  is normal traction. The final displacements 3
fδ  can be obtained as: 3 IC2 /f G Nδ = . 

 
 
 
 
 
 
 
 
 

Figure 3. Pure Mode I bilinear constitutive law 
 
3. Numerical simulation of DCB specimen 
 
The double cantilever beam (DCB) is a standard specimen for mode I fracture and has been widely 
investigated. In this section, we simulated the DCB test [8] using the proposed interface element 
and relevant FE model. The specimen is made up of T300/977-2 unidirectional laminates [0]24. The 
geometry and boundary conditions are shown in Fig. 4 and material properties are listed in Table 1. 
 
 
 
 
 
 

Figure 4. Geometry and boundary condition for DCB test 
 

Table 1. Properties for T300/977-2[8] 

11E  22 33=E E  12 13=G G  23G    
150.0 GPa 11.0 GPa 6.0 GPa 3.7 GPa 

12 13=ν ν   23ν    ICG   N  
0.25 0.45 0.352 kJ/m2 60 MPa 

 
 
 
 
 
 
 
 
 
 

Figure 5. Irregular mesh for DCB model 
 
The FE model for DCB specimen was built with two layers of shell elements at the mid-planes of 
both beam arms. The interface elements were employed to connect the upper and lower shells 
except where of pre-crack. The interfacial stiffness was chosen as 6 3=10 N/mmK . To demonstrate 
the applicability of the interface element, we established two models with regular and irregular 
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meshes respectively. The regular mesh contains 24000 square shell elements, 7600 interface 
elements and 24682 nodes. The element size of the mesh is 0.5 mm 0.5 mm. The irregular mesh 
shown in Fig. 5 contains 29320 shell elements, 9296 interface elements and 30006 nodes and the 
nominal element size of which is 0.5 mm. The curves of load vs. deflection by FE analysis, 
experiment and analytical solutions were presented in Fig. 6, in which the analytical solution is 
obtained using a corrected beam theory for mode I case. 
It can be seen that the coincidence of the simulation results between regular and irregular meshes is 
very well. The predicted strength is closed to the experimental one. The simulated result of load vs. 
deflection curve achieves good agreement with experimental and analytical results. The mesh with 
the new interface elements is easy to be built for the same geometric form as brick elements. The 
longitudinal stress contours are exhibited in Fig. 7 on the deformed meshes at different moments of 
loading. The scaling factor of the deformation display is 4.0. 
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Figure 6. Results comparison for DCB 

 
 
 
 
 
 
 
 

Figure 7. S11 stress contour of DCB specimen at different status (regular mesh) 
 
4. Conclusions 
 
A combined interface element is proposed to be used together with shell element to establish finite 
element model of the shell structures and conduct interfacial fracture analysis. The new interface 
element comprised of a zero-thickness cohesive zone element and a number of rigid beam elements. 
The shell thickness offset and nodal translational and rotational degrees of freedom are considered 
by the use of rigid beams. A bilinear constitutive law is applied to the new interface element. The 
modeling technique greatly reduces the model scale as compared with the model built with solid 
elements. By the simulations of double cantilever beam test, good agreements are achieved among 
the results of simulation, experiment and analytical solution. 
 

References 
[1] E.F. Rybicki, M.F. Kanninen. A finite element calculation of stress intensity factors by a 

modified crack closure integral. Engineering Fracture Mechanics, 1977, 9: 931-938. 

Initial Crack Region Initial Crack Region Initial Crack Region 

(A) Status A (b) Status B (c) Status C 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-6- 
 

[2] I.S. Raju. Calculation of strain-energy release rates with higher order and singular elements. 
Engineering Fracture Mechanics, 1987, 28:251-274. 

[3] A. Hillerborg, M. Modeer, P.E. Petersson. Analysis of crack formation and crack growth in 
concrete by means of fracture mechanics and finite elements. Cem Concr Res, 1976,6:773-782. 

[4] V.K. Goyal, E.R. Johnson, C.G. Davila. Irreversible constitutive law for modeling the 
delamination process using interfacial surface discontinuities. Composite Structures, 
2004,65:289-305. 

[5] P.W. Harper, S.R. Hallett. Cohesive zone length in numerical simulations of composite 
delamination. Engineering Fracture Mechanics, 2008,75:4774-4792. 

[6] P.J. Gray, C.T. McCarthy. A global bolted joint model for finite element analysis of load 
distributions in multi-bolt composite joints. Composite: Part B, 2010, 41: 317-325. 

[7] ABAQUS 6.11 User’s Manual, ABAQUS Inc, Province, RI, USA, 2011. 
[8] A. Turon, C.G. Davila, P.P. Camanho, et al. An engineering solution for mesh size effects in the 

simulation of delamination using cohesive zone models. Engineering Fracture Mechanics, 
2007,74:1665-1682. 



13th International Conference on Fracture
June 16–21, 2013, Beijing, China

Advanced remeshing techniques for complex 3D crack propagation

Vincent Chiaruttini1,*, Vincent Riolo1,2, Frederic Feyel1

1 Onera, DMSM/MNU, Chatillon, France
2 LMS, Ecole polytechnique, Palaiseau, France

* Corresponding author: vincent.chiaruttini@onera.fr

Abstract  This  paper is  related to  the  development of  an efficient  numerical  technique to simulate the  
propagation of 3D cracks that can evolve inside complex industrial structures due to intense fatigue loading.  
In  this  prospect,  an  adaptive  remeshing  approach is  presented:  based  on  an  efficient  mesh intersection 
algorithm, and using robust automatic meshers developed at INRIA, this approach allows to insert almost 
any  kind  of  cracks  in  very  complex  meshes.  Associated  to  a  fast  and  accurate  stress  intensity  factor 
evaluation,  a kinking angle criterion and a fatigue propagation law, such remeshing algorithms allow to 
simulate complex crack growth phenomena (with coalescing multiple cracks, crack fronts splitting, contact 
in small deformation, etc.) in the context of linear elastic fracture mechanics.

Keywords 3D  crack  growth,  adaptive  remeshing,  conform  crack  remeshing,  linear  elastic  fracture 
mechanics.

1. Introduction

The accurate prediction of crack propagation becomes increasingly necessary in a wide range of 
industrial  applications (aeronautic,  automotive industry, civil  engineering,  etc.).  Mostly due to a 
better  optimisation  and  a  higher  level  of  complexity,  manufacturing  requires  ever  more 
sophisticated design techniques and precise damage tolerance analysis in order to correctly evaluate 
lifetime assessment. Critical parts, such as rotors in aircraft engines, are actively investigated for 
cracks,  using  non-destructive  means  of  detection.  Such  parts,  if  cracked,  are  usually  replaced 
immediately for safety reason, However, crack detection technologies have limitations, and some 
very small initiated cracks might not be detected during inspections. It is thus necessary to find a 
way to correctly define when the next inspection should occur. Modeling how such small cracks 
propagate due to fatigue loading is believed to be a solution.

During  the  last  decades,  many  new  approaches  have  been  developed  to  efficiently  deal  with 
complex 3D crack growth simulations under fatigue loading. Two main families of methods have 
been highly investigated by the computational mechanical community: on the one hand, PUM based 
methods  that  allows  the  presence  of  a  crack  inside  a  discretized  component  as  a  possible 
discontinuities  of  the  unknown fields  (like  the  famous  X-FEM/Levelset  method  [1]  with  non-
conform crack meshing), on the other hand method that describes the crack as evolving boundaries 
of  the  discrete  domain  (boundary  elements  based  methods  [2],  finite  element  methods  with 
remeshing [3], etc.).

Concerning the standard finite element approach, recent improvements of meshing and remeshing 
techniques  allow the generation of complex 3D meshes that  could be refined in local  areas  of 
interest where a crack could propagate. Thus, inserting the discontinuity surface in such meshes was 
one of the last drawback of those methods. Traditional approaches, usually based on a cracked CSG 
model, or mesh generation with boolean operations, generally lead to a lack of robustness which 
make them difficult to deal with complex geometries.
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In order to push the lines of remeshing based techniques, a new algorithm as been developed. Our 
approach is  mostly based on a  fast  and efficient  crack insertion algorithm. The robustness  and 
quickness of this method is obtained by the way the cracked mesh is represented (linked to element 
mesh size near the surface of discontinuity). In fact, each volumetric element of the initial mesh that 
crosses  the crack surface  is  cut.  An important  assumption is  that  the  generated surface  can be 
approximated by the polygonals built on the input element edges intersection points. Some special 
treatments are also performed on element faces to carry out the crack front intersection and some 
topological  difficulties  that  could arise  for  highly curved cracks.  This  resulting mesh is  finally 
rebuilt using an adaptive remeshing strategy in order to eliminate bad quality elements and provide 
a suitable discretization for accurate finite element solution and stress intensity factors computation.

The next section is related to the description of the crack insertion algorithm that builds a refined 
mesh closely to the crack front. The third section presents two numerical assessments (a validation 
problem and a complex crack growth simulation) computed using the software Z-Cracks (within all 
the herein presented algorithms have been implemented). Finally some conclusion and prospects to 
this work will be presented.

2. Crack insertion algorithm

Usually,  industrial  component  model  for  structural  integrity  analysis  are  described  using 
constitutive solid geometry (CSG) and efficient automatic meshers are able to deliver correct input 
for standard finite element solvers. Thus, when cracked structure is concerned, it is necessary to be 
able to introduce an initial crack geometry in the corresponding model. The current approach is 
based on the modification of an initial uncracked finite element mesh, that will be modified due to 
the presence of the crack and refined in the front vicinity.

For a 3D discrete problem, such an algorithm can be separated in five main stages:
 generating an accurate initial crack geometry.
 applying an adaptive refinement operation of the initial structure volumetric mesh.
 performing the “cutting” operation that builds a boundary mesh which contains the crack.
 performing an adaptive refinement operation on the cracked mesh for accurate finite element 

solution computation.
 boundary regeneration to separate the crack lips.

The first stage is related to the design of a suitable geometry that represents the surface of the crack 
itself.  Such  geometry  must  be  discretized  and  represented  by  a  surface  mesh  made  of  linear 
triangular elements. Such elements must be small enough to represent with a good accuracy the 
initial crack surface geometry. The most common case is a penny shape initial crack. In this case a  
radial mesh is performed using a prescribe number of sectors (usually about 64, possibly more for 
higher values of maximal/minimal radius ratio for elliptic shapes).  Then an adaptive remeshing 
process is always run: using the Yams surface remeshing software from Distene/Inria, the element 
size is reduced to a minimal prescribed value on the boundary of the surface (that corresponds to the 
crack  front)  and  the  edges  element  size  is  adapted  where  important  local  curvature  has  been 
observed, while the mesh quality is optimized.
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Figure 1. Cutting surface input/output.

The second stage of the a algorithm is related to a volumetric mesh adaption of the uncracked 
structure closely to the crack geometry. This operation is done using an iterative process. For each 
point of the actual volumetric mesh, the closest point of the crack surface will be searched (using a 
binary  tree  with a  log(n) complexity  for  n points  on the  crack surface).  Let  d be the  distance 
between  any  those  two  points.  Thus  an  explicit  refinement  function  is  applied  to  specify  the 
required element size on the volumetric mesh:

(1)

where hmin is a minimal edge length, N is the number of minimal size element layers that must be 
imposed closely to the crack surface,  is a refinement factor (usually chosen within 0.1<) and 
h is the actual mesh size (meaning that only a refinement operation is done).

Figure 2. Operation on a near surface cut element.

The volumetric remeshing operation is then carried out on the complete mesh (or only a subdomain 
close enough to the crack surface - while the interface with the rest of the mesh must be exactly 
preserved). This stage is done using the meshadapt software from Distene/Inria where the imposed 
isotropic refinement map is imposed. Another required distance map is finally rebuilt (using the 
same refinement function) on the output mesh and compared to the actual edges size. If the size 
maps are close enough, convergence is assumed to be reached, in the other case another remeshing 
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iteration is done.

Crack geometry

Inserted crack 

Admissible
edge/crack 
intersections

Figure 3. Simplification of a complex 2D crack geometry.

The next stage is related to the “cutting” algorithm, the aim of this stage is to generate a suitable 
approximation of the subtraction boolean operation between the volumetric mesh and the crack 
surface mesh (see figure 1). However, on complex meshes, such operation is very difficult to be 
operated robustly (due to the numerical errors in the numerous required operations). In order to 
make this operation much more robust, the approach is based on an idea out-coming from the X-
FEM/levelset  approach:  the  approximation  of  the  crack  surface  will  be  restrained  to  the  fine 
volumetric mesh topology. The algorithm 1 and the figure 2 give some details about the generation 
of the cracked surface mesh. In case of a very complex crack surface, an approximation will be 
obtained with such kind of algorithm (see figure 3), for very accurate cracked mesh generation the 
initial uncracked mesh must be accordingly refined near the crack surface. Since a convex surface is 
generated  during  each  element  splitting,  the  method  is  only  valid  for  linear  simplex  elements 
(during the process non-convex elements will be automatically split in simplex sub-elements).
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After  a cleaning operation (that  delete  the too bad quality  simplex elements),  the last  adaptive 
remeshing operation is done using the Distene/Inria remeshing tools, another iterative algorithm is 
involved in order to converge to a suitable mesh for FE computation and stress intensity factor 
extraction. The size map will now be build using the distance from any point of the volumetric 
mesh to the crack front nodes (using the previously defined size function (1)). When convergence is 
achieved the last stage is related to the boundary regeneration in order to separate both sides of the 
crack surface. In this respect a global/local coloring algorithm is used. The fast global approach is  
used on continuous zone without branching nodes while the local approach is required to deal with 
branching nodes.
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Figure 4. Crack extension during a propagation simulation.

During a crack propagation simulation, such kind of strategy will be adapted as a fewer number of 
operation is required. Starting from the current cracked mesh, an explicit surface will be generated 
as  the  extension  of  the  crack  front  during  a  given  time  step  (see  figure  4).  Thus,  the  current 
volumetric mesh, that is already sufficiently refined if the crack advance is small enough, will be 
directly cut by the crack extension surface. Then only the cleaning operations and a single adaptive 
remeshing step will be done, before the crack lips regeneration.

3. Numerical assessments

Such a technique for cracked structure meshing has been implemented in our finite element suite Z-
Set [4]. A dedicated new module, Z-Cracks, that includes the meshing algorithms, an efficient stress 
intensity factor extraction post-processing [5,6] has been developed. This tool has been successfully 
applied to many complex simulations, and two examples will be herein presented: a validation of a 
crack  growth  experiment,  and  the  numerical  simulation  of  a  very  complex  crack  path  will  be 
presented.

3.1. Crack propagation on a biaxial notched specimen

This example is based on the numerical simulation of a mixed mode crack propagation experiment 
done  on  a  biaxial  notched  specimen.  This  specimen  has  been  designed  to  be  able  to  apply  a 
controlled uniform stress field in its center. The notch is oriented with a 45° angle with the loading 
directions (see figure 5). Two loading phases are imposed:

 to initiate the crack in the direction of the notch, the same fatigue effort level is imposed on 
the both directions.

 when the crack has sufficiently advanced, the loading is  changed in order to impose an 
approximate constant vertical stress field in the center part.

The  mechanical  behavior  is  assumed  to  be  isotropic  linear  elastic  (E=210  000MPa  as  Young 
modulus and =0.3 as Poisson coefficient) under small deformations.
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Figure 5. Biaxial notched specimen for crack propagation.

Figure 6. Comparison of crack paths obtained between simulation and experiment.

Both test observation and crack growth simulation show that when the loading is changed, the crack 
branches. The figure 6 shows the comparison between the experiment and the simulation crack 
paths.
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3.2 Mixed mode crack propagation on a multi-perforated sample structure

This  last  example  highlights  the  robustness  of  the  method to  deal  with  a  very  complex crack 
propagation simulation.  The multiperforated sample geometry has been obtained from the Inria 
geometry  database1,  the  unit  length  size  and  the  coordinate  system used  to  describe  boundary 
conditions refer to the downloaded geometry.

The  mechanical  behavior  is  assumed  to  be  isotropic  linear  elastic  (E=210  000MPa  as  Young 
modulus and =0.3 as Poisson coefficient) under small deformations. The boundary conditions are: 
a prescribed null displacement in all directions on the bottom face (z=-50), vertical displacement 
Uz=1 and sheer displacement  Uy=-2 on the top face (z=50). A fatigue loading is imposed with a 
simple [0 → 1 → 0 ] loading cycle. A Paris law is used with a m=3 exponent on the K equivalent 
mode I stress intensity factor. The initial crack is a 1. radius disc with a (50.0000  1.79113 -8.14958) 
center position and a vertical normal direction (0. 0. 1.). 

Figure 7. Crack propagation on a multiperforated structure under mixed mode fatigue loading. 

1 To be downloaded at: 
http://www-roc.inria.fr/gamma/download/affichage.php?dir=DREXEL\&name=drxl\_cheese2\&last\_page=30
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The computation has been performed in 1h26mn on a dual core laptop with 110 remeshing steps. 
The mesh is built of linear tetrahedron, producing about 20 000 to 35 000 degrees of freedom, 
depending of the crack geometry complexity during the growth. Material integration, linear solver 
and stress intensity factors processes are multi-threaded. Some pictures of the cracked mesh are 
shown on figure 7, an animation can be watched on the web2 as others example on plates, or 3D 
structures with coalescing cracks.

4. Conclusion

A robust meshing technique for 3D crack growth simulations has been presented. This method, 
based on a simplification of the usual boolean operation between meshes, has been implemented in 
the finite element software Z-set and allows to perform complex crack propagation computations 
for academic problems (adaptive cohesive zone modeling [7], for instance) as well as for industrial 
components.
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Abstract  A 2-D time-domain boundary element method (BEM) is developed to study the static and dynamic 

fracture problems in thin piezoelectric structures under electromechanical loadings. The traditional displacement 

boundary integral equations (BIEs) are applied on the external boundary and the hypersingular traction BIEs are 

applied on the crack faces. The present time-domain BEM uses a quadrature formula for the temporal 

discretization to approximate the convolution integrals and a collocation method for the spatial discretization. 

Quadratic quarter-point elements are implemented at the crack tip. The strongly singular and hypersingular 

integrals are evaluated by a regularization technique based on a suitable variable change. The nearly singular 

integrals arisen in thin structures are dealt with by two ways. The first one is based on a nonlinear coordinate 

transformation method for curve-quadratic elements. The second method is on an analytical integration method 

for straight quadratic elements to avoid the nearly singularity. A displacement extrapolation technique is used to 

determine the dynamic intensity factors (DIFs) including the dynamic stress intensity factors (DSIFs) and 

dynamic electrical displacement intensity factor (DEDIF). Some examples are presented to verify the 

effectiveness and stability of present BEM in thin piezoelectric structures. 
 
Keywords  thin piezoelectric structure, time-domain boundary element method, nearly singular integration, 
dynamic intensity factors 
 

1. Introduction 
 
With intrinsic electro-mechanical coupling characteristics, piezoelectric materials are widely used 
in smart structures. For typical engineering piezoelectric materials like PZT and PVDF, it’s difficult 
to be applied to the complicated shape structures. Therefore, painting technology is developed, 
which forms piezoelectric coatings on the structures to produce electro-mechanical coupling 
function. But cracks may occur in the coating or between the coating and the matrix during 
preparation or under complex electro-mechanical loadings. So it’s significant to study the fracture 
problems in the thin piezoelectric structure. 
 
For general dynamic crack problems in piezoelectric materials, numerical methods are more 
feasible due to the mathematical complexity of the initial boundary value problems. Particularly, 
Boundary Element Method (BEM) has certain advantages in fracture analysis. In 2008, 
time-domain BEM for transient dynamic crack analysis of linear piezoelectric solids was 
implemented by García-Sánchez et al. [1], who used the Lubich convolution quadrature formula for 
the temporal discretization and a collocation method for the spatial discretization. However, its 
extension to dynamic cracks in thin piezoelectric structures is not straight-forward, since the 
corresponding dynamic Green’s functions have quite complicated mathematical structures, which 
generate nearly singularity during integration when the field point is very close to the source point. 
In 2002, Liu and Fan [2] successfully applied the BEM in the static analysis of thin piezoelectric 
solids. The nearly singular integrals were solved by an analytical method. But they didn’t take 
cracks into consideration. 
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To apply the time-domain BEM to the crack analysis of thin piezoelectric structures, two methods 
are developed to deal with the nearly singular integrals. The first one is based on a nonlinear 
coordinate transformation method for curve-quadratic elements. The second method is on an 
analytical integration method for straight quadratic elements. Numerical results are presented to 
verify the accuracy of the present integral equations and the time-domain BEM. 
 
2. Time-domain BIEs for Piezoelectric Materials 
 
2.1. Piezoelectric Equations 
 
Consider a 2D homogeneous, linear cracked piezoelectric solid occupying domain   with 
boundary  . To describe the electric-elastic fields, the ‘extended’ variables uJ, fJ, σiJ, εJi are 
defined:  
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which combine the elastic variables involving the displacement uj, body force fj, stress σij, strain εij, 
and the electric ones including electric potential  , charge q, electrical displacement Dj, field Ej. 
Without body forces and electrical charge, the governing equations and the constitutive equations 
under quasi-electrostatic assumption are given by 
 *

,iJ i JK Ku   , iJ iJKl KlC  , (2) 

where ρ is the mass density, “,” designates spatial derivative, while “  ” denotes temporal derivative. 
The capital index is from 1 to 3 while lower case letter index takes 1 or 2. The extended 
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Material constants CiJKl are as follows, 
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in which cijkl, eijk and κik are the elasticity constants, piezoelectric constants and dielectric constants, 
respectively. The extended strain and displacement relations are given by 

  , , / 2ij i j j iu u   , ,i iE   . (5) 

 
2.2. Time-domain Boundary Integral Equations 
 
On the boundary  , the displacement and traction BIEs are 

    G G G
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where cIJ(x) are free term constants, “ ” denotes Riemann convolution, Ju  are the extended 

crack-opening-displacements, G
IJu  and G

IJp  are 2D time-domain dynamic displacement and the 
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traction fundamental solutions. G
IJd  and G

IJs  are fundamental solutions of higher order. These 

fundamental solutions have been derived by Wang and Zhang [3].  
 
2.3. Laplace-domain dynamic fundamental solutions 
 
The traction fundamental solutions G

IJp  and G
IJd  have a strong singularity of Cauchy type, while 

the higher-order traction fundamental solution G
IJs  has a hypersingularity. To deal with the 

singularity, it is advantageous to split the fundamental solutions into a singular static part and a 
regular dynamic part. The singular static parts are given by 
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where 
 M Mz x y  , 0

0 0M Mz x y  , 1, 2,3M  . (11) 

0 0 0( , )x yx  is the source point while ( , )x yx  the observation point. JML , MIQ , M
IJT  and M  are 

determined by the anisotropic material constants [3]. 
 
2.4. Time-stepping scheme 
 
To approximate the Riemann convolution integrals in BIEs, Lubich quadrature formula is used [1] 
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where time t is divided into N equal time-steps, and the weights  n j t    are determined by 
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in which  ĝ   stands for the Laplace-transformation of the function g(t). After the temporal and 

spatial discretization, a system of linear equations for the discrete boundary quantities can be 
obtained. Leaving all the unknown boundary quantities on the left-hand side, an explicit 
time-stepping scheme 
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can be obtained for computing the unknown boundary quantities at the n-th time-step. 
 

3. Computation of singular integrals 
 
When a collocation point is on one element Γe, the BIEs possess strongly singular and hypersingular 
integrals. After discretization, the singular integrals correspond to the following integrals, 
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where q (q=1,2,3) is the quadratic shape function and ( )n x  donates the outward unit normal 
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vector to the boundary. A complex variable is introduced as 
 0

0 0( )M M M Mz z x x y y       . (16) 

With this transformation, 
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q  can be considered as a function of M , and its first Taylor series at 0M   is 

 0( ) ( 0) O( ) O( )q M q M M q M           . (18) 

With the substitution of Eq. (18) into MI , 
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The first part in Eq. (19) can be calculated by Gaussian quadrature formula. The second integral is 
strongly singular but can be evaluated analytically as 
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For MI  , the Taylor-series is expanded to two terms. Then, the integral can be transformed to 
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The first integral can be computed by Gaussian integral quadrature. The second and third integral 
can be evaluated analytically as 
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4. Computation of nearly singular integrals 
 
When the collocation point is very close to the integration point in thin piezoelectric structures, 
nearly singular integrals appear. To deal with this problem, two methods are developed for curve 
quadratic elements and straight quadratic element. On the analogy of the solution to the singular 
problems in section 3, the nearly singular integrals can be classified into three kinds 
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4.1. Curve quadratic element 
 
For isoparametric quadratic element, similar method as the singular integrals can be applied. Local 
coordinate system of [ 1,1]   is introduced. When collocation point 0x  is very close to e , the 

nearest point on e  to 0x  is assumed to be ( , )x y Q  which has the local coordinate   , so 

 M Mz x y    . (24) 

Let M M Mz z   , 0 0
M M Mz z   , so MJ  can be transformed into 
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With the substitution of Taylor expansion of q , MJ  can be separated into two parts as follows 
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The second integral can be calculated analytically as 
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For the first integral in Eq.(26), with the substitution of local coordinate  , the detailed 
formulation for q=1 is 
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where  

2
M

M

a c
a


 , 2 ( )M M Mb a b d    , 2

2 0 2 0( ) ( ) ( )M M M Mc a b d x x y y           . (29) 

i (i=1,2,3) are the local coordinates of the collocation points on the element. With a linear 

transformation      , Eq. (28) can be transformed into 
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Then nonlinear transformation m   proposed by Luo et al. [4] can be added to Eq. (30), so that 
it can be calculated using the standard Gaussian quadrature formula. 
 
For MJ  , second Taylor series are essential, and the equation can be separated into three parts as 
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The third part can be evaluated as in Eq. (27), and the second part can also be evaluated by 
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With linear transformation, the first part when 1q   can be transformed into 
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nonlinear transformation can also be applied.  
 
For the cases 2q   and 3q  , the integrals MJ and MJ   can be evaluated in the same way as the 

case 1q  . 
 
For MJ  , with the substitution of  
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it can be changed into 
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which has a similar form to MJ . So it can be evaluated with the advantage of the first 

Taylor-expansion series of q . The formulation is so complicated that it isn’t listed here. 

 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-6- 
 

4.2. Straight element 
 
For isoparametric quadratic element, the denominators of the nearly singular integrals possess a 
relative high order of  , which brings difficulty for the integration. So the non-isoparametric 
quadratic straight line element is introduced. The boundary quantities are described by the same 
shape functions as the isoparametric quadratic element, while the geometry quantities x  and y  
can be described as 

 3 1 1 3

2 2

x x x x
x  
  , 3 1 1 3

2 2

y y y y
y  
  , (36) 

in which 1 1( , )x y  and 3 3( , )x y  are respectively the start and end point of the element. With the 

above expressions, 0
M Mz z  can be represented by a linear function of  , 
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Nearly singular integrals can be expressed as 
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As the difference between ML  and ML  is just a coefficient, only Eq. (39) should be evaluated. 

 
Let 1q  , with the substitution of Eq. (38) into 1 , the shape functions can be expressed as 
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where M MA a c  , 0 0( )M MB b x d y    . Therefore ML  can be separated into three parts 

as follows, 
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The three integrals can be evaluated analytically, 
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With similarity of the expressions, the integrals can be evaluated in the same way when 2,3q  . 
 
Similarly, ML  can also be divided into three parts. Two of them can be integrated by Eq. (44), the 

other one can be evaluated as follows, 
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With straight line element applied, the nearly singular integrals can be integrated analytically, and 
the separated parts have simple expressions. 
 
5. Numerical examples 
 
5.1. A central crack in finite plate 
For the first example, a central crack of length 2a in a homogeneous and linear piezoelectric plate is 
considered to verify the correctness of the two methods. As shown in Fig. 1, the plate with width  
2L   height 2H is under a pure uniform mechanical tensile loading of 0 1Mpa  . 

 
Figure 1. A central crack in a piezoelectric plate 

 

Normalized stress intensity factor 0/ ( )IK a   is presented versus L/a of the finite plate, the 

results have been plotted and compared with the corresponding FEM results presented by Cao and 
Kuang [5] to test the accuracy of the present integration methods. Different heights are considered 
with H/a=0.368, 0.568, 0.968 and 4.618. The two methods coincide well with each other, and they 
also match well with the FEM results. It should be pointed out that the FEM results are obtained for 
the condition that the thickness b of the plate is 0.01a. It can be found from Fig.2 that the values of 
SIF are approaching to the stable values when the ratio of L/a is larger than 2.0, which means these 
values reach the case of a central crack in the corresponding strips with the height 2H.  
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Figure 2. Normalized stress intensity factors for different dimensions 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-8- 
 

 
5.2. A central crack in thin piezoelectric structure 
 
When H decreases to a very small value, the plate becomes piezoelectric film. Since the film is thin, 
the crack length is set to be relatively small. Let L/a=25, 50, normalized stress intensity factor 

0/ ( )IK a   is presented versus H/a which is changing from 1 to 61 10 . When the ratio is as 

small as 10-6, it is sufficient for modeling many thin piezoelectric films as used in smart materials 
and micro-electro-mechanical systems. 
 
With the decrease of H, the stress intensity factor keep increasing when the strip is relatively thick, 
namely H/a is higher than 0.01. But in the interval [0, 0.01], the SIFs become stable. Since the crack 

is small, the value of 0/ ( )IK a   is not so high. For the straight line element method, the stress 

intensity factors at H/a= 61 10  jump slightly. 
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Figure 3. Normalized stress intensity factors versus H/a 

 
Dynamic intensity factors are also taken into consideration. For H/a=0.1, L/a=25, Fig. 3 shows the 
normalized dynamic intensity factors versus dimensionless time tcL/H, where  

 2
22 22 22( / ) /Lc C e    . (46) 

The methods of line element and quadratic element are both used and the results coincide with each 
other very well. 
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Figure 4. Normalized dynamic stress intensity factors versus dimensionless time 
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6. Conclusions 
 
Transient dynamic crack problems in piezoelectric thin structures are considered. Two methods are 
presented to deal with the nearly singular problems in the Laplace domain fundamental solutions. 
The first method for quadratic element is semi-analytical and the second method for straight line 
element is analytical. Static stress intensity factor of a piezoelectric plate is obtained for different 
structural dimensions. The results have been compared with FEM results and the agreement verifies 
the accuracy of the present methods. Then cracks in thin structures are considered, normalized 
intensity factors of both static and dynamic cases are obtained. The results indicate that the two 
methods function well when the ratio of the film thickness to the crack length is as small as 10-6 
which is sufficient for modeling many thin piezoelectric films and coatings.  
 

Acknowledgements 
This work is supported by the Natural Science Foundation of China under Grant No. 11002006 and 
the German Research Foundation (DFG) under the project number ZH 15/6-1 and ZH 15/6-3, 
which are gratefully acknowledged. 
 

References 
[1] F. García-Sánchez, C.H. Zhang, A. Sáez, 2-D transient dynamic analysis of cracked 

piezoelectric solids by a time-domain BEM. Comput. Methods Appl. Mech. Engrg., 197 (2008) 
3108–3121. 

[2] Y.J. Liu, H. Fan, Analysis of thin piezoelectric solids by the boundary element method. Comput. 
Methods Appl. Mech. Engrg., 191 (2002) 2297–2315. 

[3] C.Y. Wang, C.H. Zhang, 3-D and 2-D dynamic Green’s functions and time-domain BIEs for 
piezoelectric solid. Engineering Analysis with Boundary Elements, 29 (2005) 454–465. 

[4] J.F. Luo, Y.J. Liu, E.J. Berger, Analysis of two-dimensional thin structures (from micro- to 
nano-scales) using the boundary element method. Computational Mechanics, 22 (1998) 
404–412. 

[5] Z.J. Cao, Z.B. Kuang, A finite element modeling for directly determining intensity factors of 
piezoelectric materials with cracks. Int J Fract, 149 (2008) 67–85. 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-1- 
 

Transient Dynamic Crack Analysis in Decagonal Quasicrystal 
 

Jan Sladek1,*, Vladimir Sladek1, Slavomir Krahulec1, Chuanzeng Zhang2, 
Michael Wünsche2 

 
1 Institute of Construction and Architecture, Slovak Academy of Sciences, 84503 Bratislava, Slovakia 

2 Department of Civil Engineering, University of Siegen, D-57068 Siegen, Germany 
* Corresponding author: jan.sladek@savba.sk 

 
Abstract: A meshless method based on the local Petrov-Galerkin approach is proposed to solve 
initial-boundary value crack problems in decagonal quasicrystals. These quasicrystals belong to the class of 
two-dimensional quasicrystals, where the atomic arrangement is quasiperiodic in a plane, and periodic in the 
perpendicular direction. The ten-fold symmetries occur in these quasicrystals. The two-dimensional (2-d) 
crack problem is represented by a coupling of phonon and phason displacements. Both stationary governing 
equations and dynamic equations represented by the Bak model with oscillations for phason are analyzed 
here. Nodal points are spread on the analyzed domain, and each node is surrounded by a small circle for 
simplicity. The spatial variation of the phonon and phason displacements is approximated by the Moving 
Least-Squares (MLS) scheme. After performing the spatial integrations, one obtains a system of ordinary 
differential equations for certain nodal unknowns. That system is solved numerically by the Houbolt 
finite-difference scheme as a time-stepping method.  
 
Keywords: Meshless local Petrov-Galerkin method (MLPG), phonon, phason, intensity factors 

 
1. Introduction 
 
Qusicrystals discovered in 1984 combine aperiodic long-range positional order with 
noncrystallographic rotational symmetry [1]. Decagonal quasicrystals (QC) belong to the class of 
two-dimensional quasicrystals, where the atomic arrangement is quasiperiodic in a plane, and 
periodic in the third direction. The problem can be decomposed into plane and anti-plane elasticity. 
Here, we consider only the plane elasticity, because the anti-plane elasticity is a classical one.  
Experimental observations [2] have shown that quasicrystals are brittle. Therefore, to understand 
the effect of cracks on the mechanical behaviour of a quasicrystal, the crack analysis of 
quasicrystals, including the determination of the stress intensity factors, the elastic field, the strain 
energy release rate and so on, is a prerequisite. Many crack investigations in the QC are focused on 
Griffith cracks in an infinite body, where analytical solutions are available for one and 
two-dimensional quasicrystals [3-6]. Elastodynamics of quasicrystals brings some additional 
problems. A unique opinion on governing equations for the phason field is missing. According to 
Bak [7] the phason describes particular structure disorders in qusicrystals, and it can be formulated 
in a six-dimensional space. Since there are six continuous symmetries, there exist six hydrodynamic 
vibration modes. Then, phonons and phasons play similar roles in the dynamics and both fields 
should be described by similar governing equations, namely the balance of momentum. Lubensky 
and his students [8] were thinking that the phason field should be described by a diffusion equation 
with very a large diffusion time. According to them, phasons are insensitive to spatial translations 
and phason modes represent the relative motion of the constituent density waves. Rochal and 
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Lorman [9] suggested the minimal model of the phonon-phason dynamics in quasicrystals to 
reconcile contradictions between Bak´s and Lubensky´s arguments. In literature, analyses of 
dynamic crack problems are very seldom [10-12].  
The purpose of this paper is to develop a reliable computational method for a general crack problem 
in quasicrystals with a finite size. Up to date we have practically only analytical solutions for simple 
boundary value problems of elasticity for quasicrystals. However, there are some limitations to 
apply analytical approaches for complicated boundary value problems. The finite difference method 
has been applied to elasto-hydrodynamics problems by Fan [12]. The basic equations for the finite 
element formulation can be found in the Fan`s book too. Meshless methods for solving PDE in 
physics and engineering sciences are a powerful new alternative to the traditional mesh-based 
techniques. Focusing only on nodes or points instead of elements used in the conventional FEM, 
meshless approaches have certain advantages. The meshless local Petrov-Galerkin (MLPG) method 
is a fundamental base for the derivation of many meshless formulations, since trial and test 
functions can be chosen from different functional spaces. The MLPG method with a Heaviside step 
function as the test functions has been successfully applied to multi-field coupled and crack 
problems [13,14]. 
In the present paper, the MLPG is applied to crack analysis in decagonal quasicrystals under static 
and transient dynamic loads. The MLPG formulation is developed for the Bak`s model. The 
coupled governing partial differential equations are satisfied in a weak-form on small fictitious 
subdomains. Nodal points are introduced and spread on the analyzed domain and each node is 
surrounded by a small circle for simplicity, but without loss of generality. The spatial variations of 
the phonon and phason displacements are approximated by the Moving Least-Squares (MLS) 
scheme. After performing the spatial MLS approximation, a system of ordinary differential 
equations for certain nodal unknowns is obtained. Then, the system of the ordinary differential 
equations of the second order resulting from the equations of motion is solved by the Houbolt 
finite-difference scheme [15] as a time-stepping method.  

 
2. Local integral equations 
 
Two displacement fields named phonon and phason displacements are used for the deformation 
theory of quasicrystals [12]. The generalized Hooke`s law for plane elasticity of decagonal QC is 
given as 

11 11 11 12 22 11 22( )c c R w wσ ε ε= + + + ,   22 12 11 22 22 11 22( )c c R w wσ ε ε= + − + , 

12 21 66 12 21 122 ( )c R w wσ σ ε= = + − , 

11 1 11 2 22 11 22( )H K w K w R ε ε= + + − ,   22 1 22 2 11 11 22( )H K w K w R ε ε= + + −  , 

 12 1 12 2 21 122H K w K w Rε= − − ,   21 1 21 2 12 122H K w K w Rε= − +  , (1) 

where ijε and ijσ  correspond to the phonon strain and stress tensor, and ijw and ijH  denote the 
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phason strain and stress tensor, respectively. Symbols ijc , R and iK denote phonon elastic 

constants, phonon-phason coupling parameter and phason elastic constants, respectively. The 
phonon and phason strains are defined as 

 ( ), ,
1( )
2ij i j j iu uε = +x , (2) 

 ,( ) ( )ij i jw w=x x , (3) 

where ( )iu x and ( )iw x are the phonon and phason displacements, respectively. The phonon field 

describes the mechanical displacements of the crystal system, and the phason field represents the 
atom arrangement along the quasiperiodic direction. The phonon strains are the same as in classical 
elasticity and they are symmetric. However, the phason strains are new physical quantities used 
only in quasi-crystal elasticity and they are asymmetric. 
According to Bak`s model [7] the phason structure disorders are realized by fluctuations in 
quasicrystals. The balance of momentum is valid for phonon deformation and similarly for phason 
oscillations too. Then, the model is described by following governing equations: 

 , ( , ) ( , ) ( , )ij j i iX uσ τ τ ρ τ+ =x x x&& , (4) 

 , ( , ) ( , ) ( , )ij j i iH g wτ τ ρ τ+ =x x x&& , (5) 

where iu&&, iw&& , ρ , iX  and ig  denote the acceleration of the phonon and phason displacements, 

the mass density, and the body force vectors, respectively. Both governing equations have 
mathematically a similar structure. 

The MLPG method constructs a weak-form over the local fictitious subdomains such as sΩ , which 

is a small region taken for each node inside the global domain [16]. The local subdomains could be 
of any geometrical shape and size. In the present paper, the local subdomains are taken to be of a 
circular shape for simplicity. The local weak-form of the governing equations (4) and (5) can be 
written as 
 *

, ( , ) ( , ) ( , ) ( ) 0
s

ij j i i iku X u dσ τ ρ τ τ
Ω

⎡ ⎤− + Ω =⎣ ⎦∫ x x x x&& , (6) 

  *
, ( , ) ( , ) ( , ) ( ) 0

s

ij j i i ikH w g u dτ ρ τ τ
Ω

⎡ ⎤− + Ω =⎣ ⎦∫ x x x x&& , (7) 

where * ( )iku x is a test function. Applying the Gauss divergence theorem to the first domain 

integrals in both equations one gets 
 [ ]* * *

,( , ) ( ) ( ) ( , ) ( ) ( , ) ( , ) ( ) 0
s s s

ij j ik ij ik j i i ikt n u d t u d u t X t u dσ σ ρ
∂Ω Ω Ω

Γ − Ω+ − + Ω =∫ ∫ ∫x x x x x x x x&& , (8) 

 [ ]* * *
,( , ) ( ) ( ) ( , ) ( ) ( , ) ( , ) ( ) 0

s s s

ij j ik ij ik j i i ikH t n u d H t u d w t g t u dρ
∂Ω Ω Ω

Γ − Ω+ − + Ω =∫ ∫ ∫x x x x x x x x&& , (9) 
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where s∂Ω  is the boundary of the local subdomain which consists of three parts 

s s st suL∂Ω = ∪Γ ∪Γ  [16]. Here, sL  is the local boundary that is totally inside the global domain, 

stΓ  is the part of the local boundary which coincides with the global traction boundary, i.e., 

st s tΓ = ∂Ω ∩Γ , and similarly suΓ  is the part of the local boundary that coincides with the global 

displacement boundary, i.e., su s uΓ = ∂Ω ∩Γ . 

By choosing a Heaviside step function as the test function * ( )iku x  in each subdomain the local 

weak-forms (6) and (7) are converted into the following local integral equations  

 ( , ) ( , ) ( , ) ( , )
s su s st s

i i i i
L

t d u d t d X dτ ρ τ τ τ
+Γ Ω Γ Ω

Γ − Ω = − Γ − Ω∫ ∫ ∫ ∫x x x x%&& , (10) 

 ( , ) ( , ) ( , ) ( , )
s su s st s

i i i i
L

h d w d h d g dτ ρ τ τ τ
+Γ Ω Γ Ω

Γ − Ω = − Γ − Ω∫ ∫ ∫ ∫x x x x%&& . (11) 

The expressions for the traction and the generalized traction vectors result from the constitutive 
equations and are given as 

 , ,( , ) ( ) ( , ) ( ) ( , ) ( )i ijkl k l ijkl k l jt c u R w nτ τ τ⎡ ⎤= +⎣ ⎦x x x x x x , (12) 

 , ,( , ) ( ) ( , ) ( ) ( , ) ( )i ijkl k l ijkl k l jh K w R u nτ τ τ⎡ ⎤= +⎣ ⎦x x x x x x , (13) 

where ( )jn x  is the unit outward normal vector to the boundary s∂Ω . 

The trial functions are chosen to be the MLS approximations by using a number of nodes spreading 
over the domain of influence. The approximated functions for the phonon and phason displacements 
can be written as [16] 

 
1

垐( , ) ( ) ( ) ( )
n

h T a a

a
τ φ τ

=

= ⋅ =∑u x Φ x u x u , (14) 

 
1

ˆ( , ) ( ) ( )
n

h a a

a
τ φ τ

=

=∑w x x w , (15) 

where the nodal values ( )1 2垐 �( ) ( ), ( )
Ta a au uτ τ τ=u  and ( )1 2垐 �( ) ( ), ( )

Ta a aw wτ τ τ=w  are fictitious 

parameters for the phonon and phason displacements, respectively, and ( )aφ x  is the shape 

function associated with the node a. The number of nodes n used for the approximation is 

determined by the weight function ( )am x . A 4th order spline-type weight function [16] is applied in 

the present work. 
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Then, the traction vector ( , )it τx  at a boundary point s∈∂Ωx  is approximated in terms of the 

same nodal values ˆ ( )a τu  and ˆ ( )a τw  as 

 
1 1

垐( , ) ( ) ( ) ( ) ( ) ( ) ( )
n n

h a a a a
w

a a
τ τ τ

= =

= +∑ ∑t x N x C B x u N x R B x w , (16) 

where N(x) is related to the normal vector n(x) on s∂Ω  and the matrices aB  and a
wB  are 

represented by the gradients of the shape functions with 

1 2

2 1

0
( )

0
n n

n n
⎡ ⎤

= ⎢ ⎥
⎣ ⎦

N x ,    
,1

,2

,2 ,1

0
( ) 0

a

a a

a a

φ
φ

φ φ

⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦

B x ,       
,1

,2

,2 ,1

0
( ) 0

a

a a
w

a a

φ
φ

φ φ

⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥−⎣ ⎦

B x , 

and the material matrices 

11 12

12 22

66

0
0

0 0

c c
c c

c

⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦

C   ,      
0
0

0 0

R R
R R

R

⎡ ⎤
⎢ ⎥= − −⎢ ⎥
⎢ ⎥−⎣ ⎦

R   . 

Similarly the generalized traction vector ( , )ih τx  can be approximated by 

 
1 1

垐( , ) ( ) ( ) ( ) ( ) ( ) ( )
n n

h a a a a
h h h hw

a a

τ τ τ
= =

= +∑ ∑h x N x R B x u N x K B x w , (17) 

where  

1 2

2 1

0 0
( )

0 0h

n n
n n

⎡ ⎤
= ⎢ ⎥
⎣ ⎦

N x ,      

1 2

2 1

1 2

2 1

0 0
0 0

0 0
0 0

K K
K K

K K
K K

⎡ ⎤
⎢ ⎥
⎢ ⎥=
⎢ ⎥−
⎢ ⎥−⎢ ⎥⎣ ⎦

K , 

,1

,2

,2

,1

0
0

( )
0

0

a

a
a
hw a

a

φ
φ

φ
φ

⎡ ⎤
⎢ ⎥
⎢ ⎥= ⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

B x ,     

0
0

0 0
0 0

h

R R
R R

R
R

R

−⎡ ⎤
⎢ ⎥−⎢ ⎥=
⎢ ⎥−
⎢ ⎥
⎣ ⎦

. 

Satisfying the essential boundary conditions and making use of the approximation formulae (14) 
and (15) one obtains the discretized form of these boundary conditions as 

 
1

ˆ( ) ( ) ( , )
n

a a

a

φ τ τ
=

=∑ ζ u u ζ% , (18) 

 
1

( ) ( ) ( , )
n

a a

a

φ τ τ
=

=∑ ζ w w ζ% ,   for u∈Γζ . (19) 
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Furthermore, in view of the MLS-approximations (16) and (17) for the unknown quantities in the 
local integral equations (10) and (11), we obtain their discretized forms as 

1

垐( ) ( ) ( ) ( ) ( )
s st s

n
a a a a

a L

d dτ ρ φ τ
= +Γ Ω

⎡ ⎤⎛ ⎞ ⎛ ⎞
⎢ ⎥Γ − Ω +⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎢ ⎥⎝ ⎠ ⎝ ⎠⎣ ⎦

∑ ∫ ∫N x CB x u x u&&  

 
1

ˆ( ) ( ) ( ) ( , ) ( , )
s st st s

n
a a
w

a L

d d dτ τ τ
= +Γ Γ Ω

⎛ ⎞
+ Γ = − Γ − Ω⎜ ⎟⎜ ⎟

⎝ ⎠
∑ ∫ ∫ ∫N x RB x w t x X x% , (20) 

 

1 1

垐( ) ( ) ( ) ( ) ( ) ( )
s st s st

n n
a a a a

h h h hw
a aL L

d dτ τ
= =+Γ +Γ

⎛ ⎞ ⎛ ⎞
Γ − Γ −⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟

⎝ ⎠ ⎝ ⎠
∑ ∑∫ ∫N x R B x u N x KB x w  

 
1

ˆ( ) ( ) ( , ) ( , )
s st s

n
a a

a

d d dρ φ τ τ τ
= Ω Γ Ω

⎛ ⎞
− Ω = − Γ + Ω⎜ ⎟⎜ ⎟

⎝ ⎠
∑ ∫ ∫ ∫x w h x g x&& % , (21) 

which are considered on the sub-domains adjacent to the interior nodes as well as to the boundary 

nodes on stΓ .  

Collecting the discretized local integral equations together with the discretized boundary conditions 
for the phonon and phason displacements results in a complete system of ordinary differential 
equations which can be rearranged in such a way that all known quantities are on the r.h.s. Thus, in 
matrix form the system becomes 

 + =Ax Cx Y&& . (22) 
There are many time integration procedures for the solution of this system of ordinary differential 
equations. In the present work, the Houbolt method is applied [15].  

 
3. Computation of stress intensity factors 
 

It can be proved that both phonon and phason stresses exhibit the same singularity 1/ 2r− , where r is 

the radial coordinate with origin at the crack-tip [17]. Neglecting higher-order infinitesimal terms in 
the analytical solution, one can obtain the asymptotic expression of stresses at the crack-tip vicinity 

proportional to 1/ 2r− . For the mode-I crack under a pure phonon load we have the following 

asymptotic stresses in polar coordinate system [11]: 
||

11
1 1 3( , ) cos 1 sin sin
2 2 22

IKr
r

σ θ θ θ θ
π

⎛ ⎞= −⎜ ⎟
⎝ ⎠

, 

||

22
1 1 3( , ) cos 1 sin sin
2 2 22

IKr
r

σ θ θ θ θ
π

⎛ ⎞= +⎜ ⎟
⎝ ⎠

, 
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||

12 21
1 3( , ) ( , ) cos cos
2 22

IKr r
r

σ θ σ θ θ θ
π

= = , (23) 

 
||

21
11

3 3 5( , ) sin 2sin sin cos
2 2 22

Id KH r
r

θ θ θ θ θ
π

⎛ ⎞= − +⎜ ⎟
⎝ ⎠

, 

||
221

22
3 5( , ) sin cos
2 22

Id KH r
r

θ θ θ
π

= , 

||
221

12
3 5( , ) sin sin
2 22

Id KH r
r

θ θ θ
π

= − , 

 
||

21
21

3 3 5( , ) sin 2cos sin sin
2 2 22

Id KH r
r

θ θ θ θ θ
π

⎛ ⎞= −⎜ ⎟
⎝ ⎠

, (24) 

 
where 

( )
( )

1 2
21 2

14
R K K

d
MK R

−
=

−
, 

 220
lim 2 ( ,0)I r

K r rπ σ
→

=P , (25) 

and 11 12( ) / 2M c c= − .       

4. Numerical examples 

In the first example a straight central crack in a finite quasicrystal strip under a pure phonon load is 
analyzed (Fig. 1). The strip is subjected to a stationary or impact mechanical load with Heaviside 

time variation and the intensity 0 1Paσ =  on the top side of the strip. The material coefficients of 

the strip correspond to Al-Ni-Co quasicrystal and they are given by  

 10 2
11 2 23.43 10c L M Nm−= + = ⋅ ,  10 2

12 5.74 10c L Nm−= = ⋅ ,     10 2
1 12.2 10K Nm−= ⋅ , 

 10 2
2 2.4 10K Nm−= ⋅ , 34180 /kg mρ = ,  19 34.8 10 /w m s kg−Γ = ⋅  . 

The crack-length 2 1.0a m= , strip width ratio / 0.4a w = , and strip-height 1.2h w=  are considered. 
Due to the symmetry of the problem with respect to the crack-line as well as vertical central line, 
only a quarter of the specimen is numerically analyzed. Both phonon and phason displacements in 
the quarter of the specimen are approximated by using 930 (31x30) nodes equidistantly distributed.  
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Figure 1. Central crack in a finite homogeneous strip 

Numerical results for the phonon displacement 2u  along the crack-face for various coupling 

parameter R are given in Fig. 2. For a vanishing coupling parameter R/M = 0, we obtain phonon 
displacements corresponding to conventional elasticity. One can observe a good agreement between 
the FEM and present MLPG results. The FEM results have been obtained by the COMSOL code 
with 576 quadrilateral elements. One can observe that the phonon crack-opening-displacements 
increase with increasing value of the coupling parameter. The stress intensity factor (SIF) is 
computed by using equation (25) and the extrapolation technique from stresses ahead of the 

crack-tip with finite distances. The normalized SIF 0/IK aσ πP  is increasing from 1.139 at 

R/M=0 to 1.323 at R/M=0.5.  

 
Figure 2. Variations of the phonon crack displacement with the normalized coordinate 1 / 2x a   
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In the next example, we analyze the same cracked strip under an impact load with Heaviside time 

variation 0 ( 0)H tσ − . The normalized SIF is compared with the FEM results in Fig. 3 for 

R/M=0.5 . The time variable is normalized as /Lc hτ , where 11 /Lc c ρ=  is the velocity of 

longitudinal wave. One can observe again a good agreement of the FEM and MLPG results. Only 
some differences appear at larger time instants.  

 

Figure 3. Temporal variation of the normalized SIF for the central crack in a strip under an impact load  
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Finite Deformation Modeling of Crystalline Defects
in Hyper-elastic Material

Akihiro Nakatani1,∗, Mitsuhiro Akita1

1 Department of Adaptive Machine Systems, Osaka University, Suita, Osaka 565-0871, Japan
∗ Corresponding author: nakatani@ams.eng.osaka-u.ac.jp

Abstract An updated Lagrangian formulation is established to deal with the finite deformation of
hyper-elastic body including the discontinuous slips due to the nucleation of lattice defects. The prin-
ciple of virtual power is modified to treat the discontinuous deformation measured by initial lattice
and a computational model is established by a penalty method with Lagrange multiplier. A few ex-
amples are shown for the application of geometrically non-linear deformation of hyper-elastic body
including some dislocation structures and they are compared with the solutions of linear elasticity.
The results have showed that the proposed method can be applicable to the analysis of kink deforma-
tion which had been observed experimentally in long-period stacking ordered magnesium alloy.
Keywords Computational Mechanics, Finite Deformation, Hyper-elasticity, Driving Force

1. Introduction

Magnesium alloys containing long-period stacking order (LPSO) phase have attracted a great deal
of attention. The origins of both high strength and high ductility of these alloys are thought to be
related to the grain refinement of matrix phase and kink deformation band of LPSO phase. Collective
behaviors of dislocations on basal slip planes are important for the formation of kink deformation
which consists of unique arrangement of microscopic lattice defects.

Theoretical studies of the relationship between lattice defect theory and generalized continuum theory
have been carried out since early time, but they are still developping[4, 5, 6, 7].

There are quite a few literature of the deformation analysis using discrete dislocation plasticity and
some disclination dynamics; e.g. deformation mechanism and mechanical properties[1], Interface
crack[2], grain boundary[3], and so on.

However, there are few studies of formulation based on finite deformation except for Refs.[8, 9, 10]

In this study, the boundary value problem based on discrete defect theory is formulated to study the
kink deformation using finite deformation theory. The essential mechanism of kink deformation is
related to instabilities like buckling or localization of deformation. It will be important to consider
the boundary value problem including lattice defects such as dislocations and disclinations.

2. Formulation

Some relative discontinuous displacement on planes ∂Γ is considered in a hyper-elastic body Ω. Cur-
rent coordinates for deformed position x is referred to the reference coordinates X for initial position,
as shown in Fig.1. The displacement u is defined by u = x −X . The tensors F , v, and L = ∂v/∂X

-1-
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(l = ∂v/∂x) are deformation gradient, velocity of a material point, and velocity gradient tensors,
respectively An updated Lagrangian formulation is established.

u*
XA

x i

Fi A

t *

Γ
Ω

S

O = tt
0=t

Initial configuration current configuration

Figure 1. Boundary value problem of elastic body including discontinuous planes

2.1. Updated-Lagrangian Formulation

St.Venant-Kirchhoff material is assumed to be analyzed. The second Piola-Kirchhoff stress tensor S
is expressed as a function of Green-Lagrange strain E as following:

S AB = C(0)
ABCDECD (1)

where C (0) is the elastic tensor. Truesdell’s stress rate T̆ is defined as follows:

T̆ = Ṫ − lT − T lT + T trl, (2)

where T and Ṫ are Cauchy stress tensor and its material derivative. Then, we assume the linearity
between the Truesdell’s stress rate T̆ and strain rate tensor d with a tensor C :

T̆i j = Ci jkldkl (3)

Using an approximation of the updated Lagrangian formulation, we obtain

Ci jkl =
1
J

FiAF jBFkCFlDC(0)
ABCD. (4)

where

J = det|F |. (5)

For the UL formulation, the principle of virtual power is written as follows:∫
Ω

δdTCddv +
∫
Ω

δlTT ldv =
∫
Ω

ρḃ · δvdv +
∫
∂Ω

ṫ∗ · δvda, (6)

where ρ, ḃ, and ṫ∗ are mass density, body force, and surface traction, respectively.

-2-
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2.2. Internal Discontinuous Deformation

The relative slip of bτ(t) on a slip plane ∂Γ is described by

bτ(t)MA = X+A − X−A , on ∂Γ, (7)

where MA is the tangential vector along slip direction. X+ and X− are the upper and lower reference
coordinates on the slip plane at time t, respectively. b means the amount of unit discontinuous slip
such as the norm of Burgers’s vector. A monotonically increasing function τ(t) is varied from 0 to 1;
τ(0) = 0 and τ(tend) = 1, where tend is the finish time. A linearized assumption of slip amount from
t = t(i) to t = t(i) + ∆t gives

bτ(t(i) + ∆t) = bτ(t(i)) + bτ̇∆t, (8)

where τ̇ means the temporal rate of τ. From Eq.(7),

bτ(t(i))MA = (F −1)+Aix
+
i − (F −1)−Aix

−
i , (9)

and

bτ(t(i) + ∆t)MA =
(
(F −1)+Ai + (F −1)+•Ai∆t

)
(x+i + ẋ+i ∆t)

− (
(F −1)−Ai + (F −1)−•Ai∆t

)
(x−i + ẋ−i ∆t). (10)

Then, a rate type constraint condition is described by

bτ̇MA−(F −1)+Akl
+
kix
+
i − (F −1)−Akl

−
kix
−
i −

(
(F −1)+Aiv

+
i − (F −1)−Aiv

−
i
)
= 0, (11)

and

bτ̇MA−(F −1)+AkL+kBX+B − (F −1)−AkL−kBX−B −
(
(F −1)+Aiv

+
i − (F −1)−Aiv

−
i
)
= 0, (12)

in current coordinates system and in reference coordinates system, respectively. For the sake of
simplicity in this study, we use the approximation as following

bτ̇F̄iAMA − (v+i − v−i ) = 0, where F̄iA = F+iA + F−iA. (13)

There are several approached for the computational setup. For example, the extended finite element
formulation can be used as well as some cohesive zone model. In this study, we use the double nodes
on the slip plane. A Lagrange multiplier λL is introduced to take into account the constraint condition
(13), and the principle of virtual power (6) is modified as∫

Ω

δdTCddv +
∫
Ω

δlTT ldv +
∫
∂Γ

λL

(
bτ̇F̄M − (v+ − v−)

)
· (δv+ − δv−) ds

=

∫
Ω

ρḃ · δvdv +
∫
∂Ω

ṫ∗ · δvda. (14)
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3. Analysis Examples

3.1. Analysis Model

The isotropic hyper-elasticity model (St.Venant-Kirchhoff material) is used in the finite displacement
assumption:

S AB = CABCDECD, CABCD = 2µδACδBD + λδABδCD, (15)

where S and E are the second Piola-Kirchhoff stress tensor and the Green-Lagrange strain. The
parameter λ and µ are Lamé’s constants. In this study, Poisson’s ratio ν = λ/(2λ+ 2ν) is set to be 0.4.

Some results are compared with the analysis based on linear elasticity in the small displacement
assumption:

Ti j = Ci jklεkl, Ci jkl = 2µδikδ jl + λδi jδkl, (16)

where T and ε is Cauchy stress tensor and small strain tensor, respectively.

Plane strain problems are assumed in a rectangular specimen of 100b × 20b, where b means the
amount of unit discontinuous slip. The displacement on the left edge of the specimen is fixed and
four different problems as shown in Fig. 2 are solved: Fig. 2(a) a dislocation dipole composed of
two dislocations on 1-slip plane, (b) three dislocation dipoles on 3-slip planes, (c) some dislocation
structures arranged on 3-slip planes, and (d) three dislocation dipoles on 3-slip planes under both
compression and shear loading.

u = 0 u = 0

u = 0u = 0

100 b

20
b

(a)

100 b

20
b

(b)

100 b

20
b

100 b

20
b

(c)

u

uy

x

(d)

Figure 2. Schematics of model of analysis

3.2. Results of Analysis

3.2.1. Dislocation Dipoles on Slip Planes

Figure 3 shows the distribution of stress σyy on deformed body for (a) one dislocation dipole on 1-slip
plane model, and for (b) three dislocation dipoles on 3-slip plane model. In Fig.3(a), the dislocation
on the left affects a repulsive image force due to the fixed boundary condition. On the other hand, the
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dislocation on the right affects an attractive image force due to the traction-free boundary condition.
According to the comparison between linear elasticity and hyper-elasticity models, both are almost
same qualitatively.

(i) linear elasticity model (ii) hyper-elasticity model
(a) 1-slip plane model

(i) linear elasticity model (ii) hyper-elasticity model
(b) 3-slip plane model

Figure 3. Distribution of stress σyy on deformed body

For the 3-slip plane model in Fig.3(b), the manners of image forces that act dislocations are similar
to that for the 1-slip plane model in Fig.3(a). However, according to the comparison between linear
elasticity and hyper-elasticity models, there appears some difference. The shape of stress contour has
symmetry with respect to the neutral axis for the linear elasticity model. It is naturally understood,
because the principle of superposition can be assumed in the small deformation theory. On the other
hand, the shape of stress contour has non-symmetry with respect to the neutral axis for the hyper-
elasticity model. This occurs due to the contribution of non-symmetric deformed shape of specimen.

3.2.2. Kink Deformation of Dislocations

The kink deformation in model 1 (Fig. 4(a)) and model 2 (Fig. 4(b)) corresponds to a wedge-type
and ridge-type kink deformations, respectively. The deformation in model 3 (Fig. 4(c)) consists of
two wedge-type kink deformation patterns. When the two edge dislocation array near the center of
specimen merges to a dislocation wall on a single plane, model 3 is reduced to model 2. These types
of kink deformation are often observed in zinc and LPSO magnesium alloy. The discrete disloca-
tion plasticity based on finite deformation theory will be applicable to the investigation of such kink
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deformation mechanism.

(i) σxx (ii) σyy
(a) model 1

(i) σxx (ii) σyy
(a) model 2

(i) σxx (ii) σyy
(a) model 3

Figure 4. Kink deformation expressed using discrete dislocations

3.2.3. Dislocation Dipoles on Slip Planes under Loading

Figure 5 shows the stress distribution σxx on deformed body for three dislocation dipoles on 3-slip
plane model under both compression and shear loading. According to the comparison between (i)
linear elasticity and (ii) hyper-elasticity models, deformed shape of specimens are similar to each
other, but there appears some difference both qualitatively and quantitatively.

(i) linear elasticity model (ii) hyper-elasticity model
Figure 5. Distribution of stress σxx on deformed body under compression- shearing test

The stress contour for the linear elasticity model is simply recognized by the superposition of intrinsic
stress field of dislocations and their image field, and external loading of compression and shearing.
On the other hand, the typical bending stress due to the deformed shape of specimen can be observed
in the shape of stress contour for the hyper-elasticity model.
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4. Conclusions

An updated Lagrangian formulation based on finite deformation theory has been established for struc-
tural analysis of deformation of hyper-elastic body including lattice defects. A few examples have
been shown for the application of the geometrically non-linear deformation of hyper-elastic body in-
cluding lattice defects. The results have showed that the method can be applicable to the analysis
of kink deformation which had been observed experimentally in long-period stacking ordered mag-
nesium alloy. The criterion of dislocation nucleation, short-range interaction of lattice defects, and
driving force of lattice defects should be discussed in the further study.
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Investigation on 3D fatigue crack propagation in surface-cracked specimens 
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Abstract  In the present work the fatigue crack growth in AISI304 specimens is investigated 
experimentally. In 3D finite element analysis the virtual crack closure technique is applied to calculate 
distributions and variations of the stress intensity factor along the surface crack front. It is confirmed that the 
stress intensity factor along the surface crack front non-uniformly varies with crack growth. Crack growth 
rate is proportional to the stress intensity factor distribution in the 3D cracked specimen. The fatigue crack 
growth in surface cracked specimens can be described by the Forman model identified in conventional CT 
specimens. For crack growth in the free specimen surface the arc length seems more suitable to quantify 
crack progress. Geometry and loading configuration of the surface cracked specimen seem to not affect the 
fatigue crack growth substantially.  
 
Keywords: Surface crack, crack front, fatigue crack growth, 3D stress intensity factor 
 

1. Introduction 
In engineering critical cracks exist mainly on surfaces of mechanical components. To predict fatigue crack 
growth life, characterization and verification of a surface crack through the conventional fracture mechanics 
specimen, such as compact tension C(T), are of interesting. From fracture analysis it is known that the stress 
field in a 3D surface crack differs from the conventional plane strain tip field. The stress intensity factor (SIF) 
depends additionally on crack front curvature, crack edge to free surface and structure configuration. 
Especially, SIF may vary non-proportionally with crack growth. Predictability and accuracy of the fracture 
mechanics to 3D surface crack are still interesting issue for many mechanical parts under complex loading 
conditions. 

In the present work, surface crack in circular rod of stainless steel AISI304 is studied experimentally. 
The crack growth rate (da/dN) versus stress intensity factor (ΔK) relation with different load ratios (R) was 
firstly obtained from standard CT specimens. Fatigue crack growth in the CT specimens can be described by 
the Forman model [1]. To investigate surface crack growth the axial tension rods are fabricated and 
pre-cracked. Fatigue crack growth tests on the rods were carried out at different load ratios. Backtracking 
method [2, 3] was attempted for monitoring crack shape evolution. To obtain more accurate SIFs, beach 
marks on the crack surface were represented by fitting elliptical arc curves. 3D finite element meshes are 
generated in compliance with the crack configurations. The SIF along the whole crack front was calculated 
via the virtual crack closure technique (VCCT) [4-7]. The relation of crack shape evolution with the SIF 
distribution along the crack front was discussed. Finally, the Forman model obtained from the standard CT 
specimen is used to predict the surface crack evolution in tensile rods. 

 

2. Calculation of SIF for a surface crack 
A 3D crack front can be represented by an elliptical arc crack front [8-16] as shown in Fig. 1. a denotes the 
depth of the surface crack. The elliptical crack can be described by the semi-axes, a and b. For a given crack 
depth, the crack shape can be controlled by the aspect ratio α=a/b. For a straight line crack α=0, whereas 
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α=1 represents a part-circular crack [9-10, 14-16]. Carpinteri [9] discussed the crack aspect ratio influence 
on the stress-intensity factor of elliptical-arc crack front. The maximum stress intensity factor is attained in 
correspondence to the deepest point on the crack front in the case of a/b=0, while it is attained near the 
external surface in the case of a/b=1. Shin and Cai [15] evaluated stress intensity factors along an elliptical 
surface crack front in a rod using experimental backtracking technique and finite analysis.  

 
Figure 1. Sketch of surface crack geometry. 

 
For the present specimens, the known solutions cannot directly be applied due to arbitrary crack front. The 
virtual crack closure technique (VCCT) is widely applied in computing energy release rates based on finite 
element analysis. The VCCT method provides the energy release rate GI based on the work to be done by the 
nodal force Fy,i(a) against the relative nodal point displacement Δuy,i(a+Δa)  in order to close the crack by 
Δa [17]. The nodal force Fy,i(a) can be obtained from the first step analysis where the crack is closed. The 
nodal point displacement can be obtained from the second step analysis where the crack has been extended to 
its full length a+ Δa, as illustrated in Fig. 2. 

)()(
2
1

,, aauaFE iyiyy Δ+Δ⋅=Δ                                                       (1) 
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E

G yD
I Δ⋅

Δ
−=Δ 2

                             
                                      (2) 

 

      
 

Figure 2. Illustration of VCCT.  
 

Equation (2) is derived under assumption that the crack front is straight. For an arbitrary shaped crack 
front the mode definition constantly changes along the counter. A local crack tip coordinate system is 
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necessary to be defined at each nodal point along the front [18]. A half of element and element surface is 
related to the node in calculation of the energy release rate.  

In linear elastic fracture mechanics (LEFM), the energy release rate G is connected to the stress intensity 
factor K as:  

 

K = G ⋅E ' , with E ' =
E for plane stress

E
1−ν 2 for plane strain

⎧

⎨
⎪⎪

⎩
⎪
⎪            

          (3) 

In above equation, E denotes the Young’s modulus and µ Poisson’s ratio.  
 

3. Experimental procedure 
Standard compact tension (CT) specimens (50mm wide × 12.5mm thick) confirming to ASTM E647 and 
rod specimens (10mm in diameter and 138mm long) are tested. The chemical components of the tested 
material AISI 304 stainless steel are given in Table. 1. The heat treatment of the raw material is undertaken 
in vacuum with 1100 °C for one hour and followed by quick cooling in air. The straight-front initial notch 
was generated in the rod by wire-electrode cutting. The initial flaw depth is taken 1.5mm for all load ratios.  
 
Table 1. Chemical composition of AISI304 

Element C Si Mn P S Cr Ni 

(wt %) 0.040 0.41 1.05 0.035 0.003 17.1 8.1 

 
All tests were performed on MTS 810 servo-hydraulic tension-torsion test machine at room temperature. 

The CT specimens were tested at the load ratios R=0.1, 0.3 and 0.5 with a loading frequency of 15 Hz. The 
rod specimens were tested at the load ratios R=0, 0.1 and 0.4 with a loading frequency of 10 Hz. To reduce 
the experimental error, two specimens were tested at a given loading condition and the test results show a 
good repeatability. All specimens were tested under a loading with sinusoidal waveform and in force control.  

 

  
Figure 4. Typical beach marked crack surfaces of CT (left) and rod (right) specimen. 

 
Instantaneous crack fronts were recorded by creating beach marks using a waveform that the mean load 
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will keep constant but the load amplitude will reduce to 50% for several cycles. By comparing successive 
crack profiles obtained after loading for designated cycle numbers of each interval, the crack growth rate at 
different points on the crack front can be evaluated. The crack growth length in CT specimens and the crack 
depth as well as the surface crack arc length in rod specimens will be measured under light microscope. Fig. 
4 shows typical beach marked crack surfaces for CT specimen and rod specimen. 

 

4. Crack propagation behavior of CT specimen 
A simple and well known method for predicting fatigue crack propagation is a power law described by Paris 
and Erdogan [19], and it is also known as Paris law. Forman [20] improved the model by considering effects 
of KC and stress ratio. Hartman and Schijve [21] proposed the following equations which is the continuation 
of Forman’s work by including the threshold stress intensity factor ΔKth: 

KKR
KKC

dN
da

C

m
th

Δ−−
Δ−Δ⋅=

)1(
)(

             
                                     (4) 

where C is the intercept and m is the slop on the double logarithmic plot of da/dN versus ΔK. Kc is the 
fracture toughness for the material and ΔKth is the threshold stress intensity factor value for fatigue crack 
growth which is sensitive to R.  

For AISI304 material, the fracture toughness Kc is 133 MPa m and the threshold value ΔKth with R=0 
8.053 MPa m . Fitting with the experiment data, the coefficient can be fixed as C=10!!.!"#$#  and 
m=2.80192. The experiment data are shown in Fig. 5 with identified Forman model curves. In the figure the 
loading ratio effect is clearly illustrated and experimental data agree with the Forman model.  

 
Figure 5. Crack growth curve of CT specimens. 

 

5. Crack propagation in cracked rod specimens 
The crack geometry of the rod specimen is described in Fig. 1. An equivalent elliptical arc curve is used to 
indicate the actual crack front after certain number loading cycles. 3D FE model is generated with symmetric 
boundary conditions, as shown in Fig. 6. The location of the points on the crack front can be described by the 
location x/h. with x=0 for the middle of the specimen and x=h for the specimen surface. The crack growth of 
the deepest point A and the surface point C are represented as the depth length Δa and the chord length Δc, 
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respectively. 
From fracture mechanics, the SIF KI for small surface crack can be calculated from 

aFKI πσ⋅=                                                   (5) 

where σ is the nominal stress on uncracked ligament and a is the crack depth at point A. F is the geometry 
factor. Obviously, F is a function of the crack front geometry and the location. On the other hand, F 
represents the non-dimensionalized SIF  

F = KI

σ πa
                                (6) 

and can be taken as a variable to characterize distribution of the SIF in the crack front.  
 

 
Figure 6. Element meshes of the cross section in compliance with the crack configurations. 

 
To verify the computation of surface crack analysis, the geometry factor F is plotted as a function of the 

crack depth in Fig. 7(a). The result confirms that VCCT provides reliable results in comparing with other 
methods [9, 15]. In general, the solution by Carpinteri [9] seems higher, whereas Shin [15] agrees with 
VCCT.  
 

   
        (a) F as a function of crack depth                     (b) F as a function of crack front 

Figure 7. Variations of the geometry factor with the crack geometry  
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Fig. 7(b) shows variations of F along the crack front during crack shape evolution in the rod specimen, as 
shown in Fig. (6). For the initial notch, a straight crack front with the crack aspect ratio α=0 reveals the 
maximum SIF in the specimen middle and the SIF decreases with the distance x/h. It implies that the crack 
propagation starts at Point A and the crack front tends to become curved. With the crack developed α 
increases, the distribution of SIF reaches gradually constant in the whole crack front. In this region the crack 
front attains a uniform growth rate. Due to varying geometry of the circular rod, the stationary crack growth 
cannot maintain long. The SIF at the crack front near rod surface increases and becomes maximal in the SIF 
distribution. It follows that the crack propagation near the rod surface is quicker than elsewhere. Variations 
of the geometry factor F agree with experimental observation, as shown in Fig 6. 

The variations of the geometry factor F can be further found in fatigue crack growth. In Fig. 9 ΔK is 
plotted as a function of crack growth for Points A and C with different loading ratios. Due to transient 
behavior the crack growth near the initial straight notch is not included in the figure, so that the SIF at C is 
mainly larger than that at A in the whole crack growth process. The curvature of the crack front decreases 
with crack growth, that is, the crack rate in the middle of the specimen is lower than that near the specimen 
surface. 

The difference of the crack rate can be further observed in Fig. 10, in which the crack length at A and C 
is plotted as functions of loading cycles. The predictions are based on the Forman model identified from the 
CT specimens. The figure shows that the prediction of the Forman model agrees with the experiments well 
for all investigated loading ratios. Note that the crack length at A is represented by the crack depth a and the 
surface point B is given by the arc length s respectively. Fatigue crack growth in the 3D surface cracked 
specimen can be described by the conventional long crack model. 

 
 

 
Figure 9. Development of ΔK in the crack front Point     Figure 10. Crack growth in a surface cracked 

and Point C in the cracked rod                         specimen in fatigue tests.  
 

The crack rate curves for surface crack at Points A and C are plotted together with the experimental data 
for CT specimen in Fig. 11. The Forman model baselines obtained from CT specimens, Eq. (6), are 
illustrated in the figure. In the range with lower ΔK, the crack growth at the internal crack front is faster than 
that at the surface point. For high loading range, the crack growth at the surface becomes higher. This 
phenomenon is also reported by Shin [15]. Generally, the surface crack data agree with the Forman model. 
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Figure 11. Crack growth behavior of rod specimen. 

 

6. Conclusions 
The fatigue crack growth in AISI304 specimens is investigated experimentally. The surface crack in 3D rod 
under tension is characterized by the fatigue crack data from the CT specimen. 3D finite element models are 
generated in compliance with the surface crack configurations and the stress intensity factor along the crack 
front is calculated through virtual crack closure technique. The present work confirms: 
1. The stress intensity factor along the surface crack front non-uniformly varies with crack growth. Crack 

growth rate is proportional to the stress intensity factor distribution in the 3D cracked specimen. After 
crack grows up over the crack front, the maximum of the stress intensity factor appears near the free 
surface of the tensile rod, so that the crack front curvature becomes smaller. 

2. Experiments confirm that the fatigue crack growth in surface cracked specimens can be described by the 
Forman model identified in conventional CT specimens. For crack growth in the free specimen surface 
the arc length seems more suitable to quantify crack progress.  

3. Geometry and loading configuration of the surface cracked specimen seem to not affect the fatigue crack 
growth substantially. The Forman model can predict local crack front growth rather precisely.  
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Abstract  The fracture behaviour of three fiber reinforced and regular High Performance Concretes (HPC) 
is presented in this paper. Two mixes are based on optimization of HPC whereas the third mix was a 
commercial mix developed by CONTEC ApS (Denmark). The wedge splitting test setup with 48 cubical 
specimens was used experimentally and the cracked non-linear hinge model based on the fictitious crack 
model was applied for the interpretation of the results. The stress-crack opening relationships were extracted 
by using inverse analysis algorithm for various multi-linear softening curves. The fracture mechanics 
parameters such as crack opening displacement (COD), fracture energy and characteristic length were 
experimentally determined. Experiments were performed at 1, 3, 7 and 28 days. Fracture energy, Gf, was 
found to increasing with age, while the characteristic length, Lch, was found to decrease. 
 
Keywords  High Performance Concrete, Wedge Splitting Test, Inverse Analysis, Fictitious crack model.  
 
1. Introduction 
 

Development of fiber reinforced concrete plays important role in industrialization of the building 
industry. The possibility of replacement of ordinary reinforcement is presently very important topic 
[1]. The number of practical applications of fiber-reinforced High Performance Concrete (HPC) is 
increasing like foundation slabs, foundations and walls. The fibres are likely to replace the ordinary 
reinforcement completely [2]. While the other structures like beams and slab, fibers can be used in 
combination with ordinary reinforcement or pre-stressed reinforcement. The both cases show 
improvement of working environment at the construction site and potential benefits due to 
economical factors. The one of main benefits of fiber reinforcement is an ability to transfer stress 
across a crack. However, if fiber-reinforced HPC is to be a more widely used material, general 
simple test method is needed for the concrete industry. This is necessary for fiber-reinforced HPC, 
where industry lacks such a method to verify their daily production quality control. Further, it 
would provide relevant material data allowing to the structural engineers design of structures that 
are safe and cost-efficient. As design tools seem to become more advanced and the design 
requirements are more complex, the need of fracture properties is required for structural analysis. 
Therefore there is a need of simple test method that allows determining the fracture properties of 
fiber-reinforced HPC with acceptable accuracy, which can be used by companies in their daily 
production without expensive investment to testing equipment. 
In last two decades the tensile behaviour of non-fiber and fiber reinforced concretes is mostly 
described by the concepts of the fictitious crack model. The most often used non-linear fictitious 
crack model was originally developed by Hillerborg [3]. This model is able to closely describe the 
fracture properties of concrete. However, determination of softening curves of stress-crack opening 
relationships can cause particular difficulties like in case of uniaxial tensile test and three point 
bending [4]. Another option is the wedge splitting test setup (WST), which is made for indirect 
determination of the softening curve. The WST was originally proposed by Linsbauer and Tschegg 
[5] and later developed by Brühwiler and Wittmann [6]. The researchers have greatly used the 
WST-method, and recently interest in the method increased rapidly. Its main advantage lies in its 
simplicity and stability. Furthermore, a standard cube is used, but the test can also be performed on 
core-drilled samples from the existing structure. Moreover, it was proven by Østergaard et al. [4] 
and Hansen et al. [7] that the test is suitable for early-aged concretes because it doesn’t suffer 
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problems cause by self-weight of the specimen. The work of Elser et al. [8] should be mentioned as 
well. Their work presented the fracture behaviour of polypropylene fiber-reinforced concrete. 
The present paper focuses on the inverse analysis of WST approach developed by Østergaard et al. 
[4] for bi-linear softening curve and the approach, which comes out Skocek et al. [9] work for 
multi-linear softening curve. So far, Østergaard’s bi-linear softening curves are mostly used to 
approximate the softening behaviour of concretes. It is expected that refinement of the softening 
curves will reflect in improved accuracy of the WST simulation. For that purpose the 
semi-analytical approached is used as the background for inverse analysis of the WST. The inverse 
analysis is capable in estimating both elastic and fracture properties from the WST. Fracture energy, 
Gf, was found to increasing with age, while the characteristic length, Lch, was found to decrease. 
 
2. Modelling 
 
Loading of the specimen by wedge leads to splitting force and subsequently initiation of a crack at 
the bottom of the notch. Furthermore with increase of load stable crack propagation is observed. 
The control of the experiment may be performed by crack mouth opening displacement or by 
constant displacement rate of the wedge. The crack hinge model (CHM) to the WST geometry was 
developed by Ulfkjaer et al. [10] and later extended by Olesen [11]. The CHM simulates the area 
closely surrounded by propagated crack. The hinge is modelled as array of springs, which are 
attached to the rigid boundaries of the element. The stress transferred by the spring is assumed to be 
linear elastic in the pre-cracked state, whereas the cracked state is determined by the stress-crack 
opening relationship as shown in Eq. (1) 
 

 
( ) Preckracked State
( ) ( ) Cracked Statew t

E
w g w f

σ ε ε
σ

σ
=⎧

= ⎨ =⎩
 (1) 

 
where E represent elastic modulus, ε denotes elastic strain, σw(w) denotes stress-crack opening 
relationship with crack opening w, and ft represents tensile strength. In Fig.1 the function g(w) is for 
the N-linear (N ≥ 2) softening curve is shown and is defined as : 
 

 
Figure 1. The scheme of multi-linear softening curve. 
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where wi corresponds to the intersection of i-th and i + 1th line and has the form: 
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The critical crack width (width at which g(w) = 0) is calculated by: 
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with N equals to number of lines in the softening curve. Fig. 2 shows hinge model geometry, which 
is described by the half of the angular deformation φ and depth of the neutral axis y0.  
 

(ε)

(w)σ
ft

σ

y

M M

N N

2φ

y0

h

s
crack

σ

 
Figure 2. The hinge model and assumed stress distribution. 

 
Olesen [11] analytically determined crack opening w(y) for each point y for known stress σ(y). The 
mean of longitudinal strains, ε*(y) is then calculated as: 
 
 ( ) ( )*

0 2 /y y y sε ϕ= −  (5) 
 
Then deformation of an incremental strip of the hinge is given by u(y) = sε*(y), where s is the 
length of the hinge (s = 0.5h). Once crack occurs, u(y) can be computed as the sum of the elastic 
deformation and the crack opening according Eq. (6). 
 

 ( ) ( ) ( )( ) ( )* w w y
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E
σ
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The stress distribution equation can be obtained by combining Eq. (5) and (6) as follows:   
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Solving Eq. (7) by introducing cohesive law (Eq.1) with respect to w(y) and σw(w(y)) the following 
solution is observed:  
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where ςi and βi are dimensionless factors:  
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For additional information on the development and implementation of the CHM see the following 
references [4,9,11]. However, two equations have to be fulfilled to determine the material properties 
from the CHM:  
 
 0 and 0ext hinge obs WSTM M CMOD CMOD− = − =  (11) 
 
where Mext is the external bending moment and Mhinge stands as bending moment transferred by 
hinge. The CMODobs represents the observed CMOD and CMODWST is computed CMOD. The 
external bending moment, Mext can be calculated as follow: 
 

 ( )2 0 1
1 1
2 2ext sp vM P d y P d mge= − + +  (12) 

where 

 2 tan
1 tan

w c
v sp

c w

P P α μ
μ α

+
=

−
 (13) 

 
refers to splitting load, Psp, and vertical load Pv; αw stands for wedge angle, μc for friction in the 
roller bearing, m denotes mass of the specimen, g is the acceleration of gravity and e represents the 
horizontal distance between the axis of symmetry of the specimen and the centre of gravity of one 
half of the specimen. The bending moment transferred by hinge, Mhinge is computed by: 
 

 ( )( )0
0

h

hingeM y y y dyσ= −∫  (14) 

 
where σ stands for cohesive law from Eq. (1). The CMODWST is defined as sum of elastic 
deformation of the specimen, δe; deformation due to presence of the crack opening, δw; and 
deformation caused by geometrical amplification, δg.  
 
 WST e w gCMOD δ δ δ= + +  (15) 
 
The evaluation of the elastic deformation, δe can be found in Tada et al. [15] as 
 

 2
sp

e

P
v

Et
δ =  (16) 

 
where t = specimen thickness and v2 is a function of the ratio between the length of the initial notch 
and the distance from the loading line to the bottom of the specimen. 
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 (17) 

 
The ratio is given by x = 1 – h/b (See Fig.3). The deformation due to presence of the crack opening, 
δw can be directly computed from Eq. (9) at y = h. Finally, deformation caused by geometrical 
amplification, δg is derived as 
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where φel is denoted as maximum elastic angular deformation of the hinge and βi is dimensionless 
factors defined in Eq. (10). 
 

 
Figure 3. WST specimen geometry with the blue area indicating the groove and the red area indicating 

4.5mm notch. 
 

The computation of inverse analysis is based on three steps that are repeated until convergence 
criteria are obtained. The first step involves computation of elastic modulus, E. Therefore, only data 
corresponding to the elastic loading are considered. Determination of elastic modulus is very fast 
and reliable since the part of working diagram is governed by E. Once elastic modulus is found, the 
tensile strength ft and the first decreasing branch of softening curve a1 are searched. Furthermore, 
N-1 searchings are performed in order to find ai and bi, where i ≥ 2. The process of inverse analysis 
can be written as: 
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Where K is total number of recorded load-crack opening pairs in the experiment, Kel is number 

of recorded load-crack opening pairs corresponding to elastic part of loading, Pj,obs denotes splitting 
force in j-th recorded load-crack opening pair, Pj,hinge is optimized splitting force in j-th computed 
load-crack opening pair. 

The each measurement can be influenced by errors, and it is impossible to fit the model exactly 
to the measurements, which means that the choice of the suitable robust form ||Pobs  �  Phinge|| 
plays important role. The iterative process minimizes the difference between observed loads applied 
in the experiments, Pobs, and the load predicted by CHM, Phinge according to the error normalization 
function as: 
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The stopping criteria for the maximum relative difference for two subsequent sets were used 

fracture energy; Gf obtained from Eq. (21) and the characteristic length, Lch from Eq. (22). 
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The points obtained from the experimental load-CMOD data used by the inverse analysis program 
to determine the cohesive laws were selected equidistantly in regards to arch length in the 
normalized coordinate system. The linear interpolation is used for points selected between 
measured data. The arc length increment used for given analysis was 0.05. 
 
3. Experimental procedure 
 
The present work represents three fiber reinforced and regular HPC mixes. The first mix was a 
commercial mix developed by CONTEC ApS and was denoted as Contec mix. Another two HPC 
mix designs were based on research work of Ozbay et al. [13]. These two mixes were denoted as 
DTU mixes. The DTUI mix was designed to correspond to the mechanical properties of the Contec 
mix. The DTUII mix was adjusted by bauxite sand and fly ash to obtain better mechanical 
properties than Contec and DTUI. The mix designs are shown in Table 1. A 60l pan mixer was used 
for mixing; mixing time was 2 minutes for the dry mixing and 5 minutes with water and 
super-plasticizer. The vibrating time was chosen to be 30s. After casting, the specimens were left to 
harden in a climate chamber (22±2 °C and 65±5% RH). Specimens were demoulded after 24h and 
put in the water at 20 °C for curing. The experimental programme presented in this paper included 
48 wedge splitting tests. 

WST-specimens were casted in special PVC moulds with groove and notch made for this 
purpose. The geometry of the WST-specimen is shown in Fig. 3. The WST-cube has length         
L = 100mm and thickness t = 100mm. The height of the ligament was h = 50mm. The mean width 
of notch am = 4.5mm, however, the walls of a real notch were a little bit inclined in order to avoid 
demoulding problems. The length of notch was a0 = 28mm. Position of center of roller bearing, 
where splitting load is applied was d1 = 39.5mm and d2 = 85.4mm. 

 

 
Figure 4. Schematic showing of experimental WST test setup. 
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Fig. 4 shows WST experimental setup, where the rotational joints are used to prevent unwanted 
restrained. The rotational joint (a rectangular bar) was placed below specimen combined with roller 
bearing above the wedge.  

Loading is controlled by displacement measurements from a clip gage inserted into the groove of 
the WST specimen to measure the CMOD. Distance b = 83.5mm describes contact position of the 
clip gage. The clip gage was modified by using brass feet to contact the side of the groove. The 
vertical load was recorded by the testing machine, and subsequently used for calculation of the 
splitting load. The wedge angle from the vertical axis was used 15°. The constant displacement rate 
of the wedge was kept initially of 0.05 mm/s to a CMOD of 0.5mm. After reaching a CMOD of 
0.5mm, the displacement rate was increased to 0.10mm/s to minimize testing time.  
 

Table 1 – Mix designs (kg/m3) 
Mix Contec DTUI DTUII Contec-F DTUIF DTUIIF 
Cement (CEM I 52.5 R) / 495 460 / 495 460 
Binder Contop S 105-2  582.3 / / 582.3 / / 
CA, granite, 02-05 mm  832.3 868.4 1015.6 832.3 868.4 1015.6 
FA, sea gravel, 0.1-1.5 mm 
FA, bauxite sand, 0-1 mm 

763.7 
/ 

781.6
/ 

/ 
609.4 

763.7 
/ 

781.6 
/ 

/ 
609.4 

Silica fume 
Fly ash 
Superplasticizer 
Glass fibers 
Polypropylene fibers 
Total dry mass 

/ 
/ 
/ 
/ 
/ 

2178.3

55 
/ 

11 
/ 
/ 

2200 

57.5 
57.5 
25.9 

/ 
/ 

2200 

/ 
/ 
/ 

4.04 
2.02 

2184.4 

55 
/ 

11 
4.0 
2.0 

2206 

57.5 
57.5 
25.9 
3.5 
1.78 

2205.3 
Water-cementitious material ratio 0.304 0.25 0.25 0.304 0.25 0.25 
Water-cementitious material ratio* / 0.27 0.295 / 0.27 0.295 
 * including the water content of the superplasticizer 
 
4. Results and discussion 
 

Fig. 5a shows the load-CMOD curves demonstrate the performance of the model and of the 
inverse analysis (Example for DTUIF at 28 day maturity). It is visible that computation based on 
softening curve for N = 3 provide better approximation compared to the bi-linear curve. The 
computational time was approximately 15 minutes with softening curve for N = 2 and 
approximately 25 minutes with softening curve for N = 3. The increase in computational time is 
compensated with increase in accuracy of the model.  
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Figure 5. Example of comparison of the measured and the computed load-CMOD curves for DTUIF at 28 

day maturity (a) and stress-crack opening relationships for DTUIF for different ages (b). 
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Fig. 5b shows an example of stress-crack opening relationships at different ages for DTUIF. 
Furthermore, it shows the fracture energy given by the area under the curves is increasing with age. 

The development of modulus of elasticity E seen in Fig. 6 shows some scatter and furthermore, a 
drop in E is seen for DTUII mix. With the exception of the Contec mixes, the mean static elastic 
modulus of the concretes Ecm, reached about 60GPa after 28 days. The static elastic modulus of the 
Contec mixes was at 40GPa, thus significantly lower. This seems to be caused by discontinues grain 
size distribution curve and by a disadvantageous pore size distribution of the hardened concrete. 
The static elastic modulus of the DTU mixes developed significantly faster than Contec mixes. 
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Figure 6. Development in modulus of elasticity. 

 
Fig. 7 shows the development in the tensile strength, ft. The 28 days tensile strength of all HPC 

mixes was high around 6 MPa. The tensile strength of the DTU mixes made with silica fume, fly 
ash and cement with rapid hardening was observed to develop faster. After three days it was at 
roughly 5 MPa - well above the strength of the Contec mixes, 3 MPa. Tensile strength development 
of Contec mixes tended to increase slower than DTU mixes. There was no obvious change of 
tensile strength caused by adding fibers to HPC matrix. 

In general results of development of elastic modulus E and tensile strength ft follow the literature, 
see e.g. [4]. Their results also indicate a drop in the modulus of elasticity at 28 days. 
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Figure 7. Development in tensile strength. 

 
Development in fracture energy with age is shown in Fig. 8. The development of this property is 

in agreement with observation found in literature see e.g. [1,4]. Same as at these papers the fracture 
energy is found increase with age. 
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Figure 8. Development in fracture energy. 

 
Fig. 9 shows the development in characteristic length. The general trend in the development of 

the characteristic length despite the scatter was observed to decrease with maturity. The same results 
were also found in literature, e.g. [4]. 
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Figure 9. Development in characteristic length. 

 
5. Conclusion  
 

This paper presents knowledge of the inverse analysis of the WST. The fracture behaviour of 
three fiber reinforced and regular HPC were investigated. The wedge splitting test setup with 48 
cubical specimens was used experimentally and the cracked non-linear hinge model based on the 
fictitious crack model was applied for the interpretation of the results. The stress-crack opening 
relationships were extracted by using inverse analysis algorithm for various multi-linear softening 
curves. The fracture mechanics parameters such as crack opening displacement (COD), fracture 
energy and characteristic length were experimentally determined. Experiments were performed at 1, 
3, 7 and 28 days. Fracture energy, Gf, was found to increasing with age, while the characteristic 
length, Lch, was found to decrease. 

 
The conclusions that can be drawn from this study are that: 

- The wedge splitting test is suitable test method for assessment of fracture properties of regular 
and glass-polypropylane fiber reinforced HPC. 

- The test method is easy to handle and the execution is relatively fast. 
- Using the inverse analysis, the both elastic and fracture properties may be interpreted from the 

test results as a bi-linear or multi-linear stress-crack opening relationship. 
- The refinement of the softening curves reflects in improved accuracy of the WST simulation 

in comparison with bi-linear softening curves with acceptable increase of computational time.   
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Abstract  In particulate materials under compression at the peak load the accumulated damage allows 
particle rolling. For non-spherical particles the moment equilibrium dictates that further increase in 
displacement requires reduced shear stress producing an effect of apparent negative stiffness; its value 
depends upon the magnitude of the compressive stress. Dilatancy produced by rolling particles reduces the 
value negative stiffness, while the contraction phase causes immediate instability. Material with rolling 
particles is macroscopically modelled as a matrix containing inclusions with negative shear modulus. When 
the concentration of negative stiffness inclusions is low, the effective shear modulus is positive and the 
material is stable. When the concentration reaches a critical level the effective shear modulus abruptly 
becomes negative and the material loses stability. Furthermore, there exists a special value of negative shear 
modulus of inclusions (and hence the magnitude of compressive stress) when the critical concentration 
becomes zero, such that the first rolling particle induces the global instability.  
 
Keywords  Rolling particles, Negative shear modulus, Effective shear modulus, Critical concentration, 
Dilation 
 
1. Introduction 

The importance of particle rotations (and the associated rotational degrees of freedom) in the 
mechanisms of instability and failure of particulate materials has long been recognised (e.g. [1-7]). 
The particle rotations were observed in physical experiments (e.g. [8-10]) and discrete element 
simulations (e.g. [11-14]). The modelling of the effect of particle rotation was mainly based on the 
concept of spherical (circular in 2D) particles, which offered the maximum simplicity. The effect of 
particle shape was thought to be quantitative, for instance resulting in reduced velocities of particle 
flow and increased stresses (e.g. [15]). However, the non-spherical particles can interlock – a 
phenomenon that does not exist in spherical particles [16]. Furthermore, rotations of non-spherical 
particles cause elbowing [17] that is coupling between the rotations and normal stresses. Both these 
mechanisms could lead to qualitatively new phenomena, such as the apparent negative stiffness 
[18-23]. It was further pointed out in [24] that in producing the negative stiffness effect the role of 
non-spherical particles could be played by clusters of connected spherical particles. The role of 
non-spherical particles and clusters of spherical particles is also discussed in [25].   
 
Dyskin and Pasternak [20-24] modelled the apparent negative stiffness associated with particle 
rotations without taking into account the effect elbowing has on dilation/contraction. Here we 
include the latter into consideration. This will be accomplished in Section 2. Section 3 models the 
volume elements with apparent negative stiffness as inclusions in a matrix with positive definite 
elastic moduli and takes into account the interaction between the inclusions. This result gives an 
insight into the effect of rotating particles on global stability.  
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2. Apparent negative stiffness caused by rotating particles. The effect of 
elbowing 

Consider a particulate material loaded in compression to near the peak load. We assume that in the 
process of loading considerable amount of defects have been accumulated, mainly on the bonds 
(cement) between the particles such that some particles are now partially detached from the matrix, 
Fig. 1. The balance of moments of shear and normal forces shown in Fig. 1 about point O reads 
 
   T sinϕ + Pcosϕ = 0, π 2 ≤ϕ ≤ π . (1) 
 
Here l is the corresponding particle diameter, T and P are the magnitudes of the shear and normal 
forces and angle ϕ is related to the position of the particle at the moment of detachment. Obviously, 
the moment equilibrium is only possible for the range of angles ϕ indicated in (1) and in Fig. 1a; 
when ϕ<π/2, Fig. 1b, the particle becomes unstable. It is reasonable to assume that the initial 
packing of particles was a stable one similar to the configuration shown in Fig. 1a. The analysis 
below is based in infinitesimal deformations and hence all movements considered will leave the 
initially stable configuration in its stable state. For that reason we will disregard the unstable 
configurations shown in Fig. 1b. 
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Figure 1. A moment balance of rotating (rolling) partially detached particle: (a) stable 
configuration, (b) unstable configuration. 

 
Suppose the particle underwent an infinitesimal rotation dϕ. This will change the coordinates (x, y) 
of point A, Fig. 1 by dx=-lsinϕ dϕ and dy=lcosϕ dϕ. The moment equilibrium (1) imposes the 
following force increments:  
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dT sinϕ −T cosϕ

sinϕ
dx
l
+ dPcosϕ −T sinϕ

cosϕ
dy
l
= 0 . (2) 

 
We now assume that the change dP in the magnitude of compression is proportional to the vertical 
displacement such that  
 

 
 
dP = km

dy
l

. (3) 

 
where km is the stiffness of the surrounding parts of the particulate material. Hereafter we refer to 
the surrounding parts of the particular material as the matrix.  
 
Substituting (3) into (2), expressing T via P through the equation of moment equilibrium (1) and 
taking into account that dy=-dx cosϕ/sinϕ we obtain 
 

 
  
dT = −P 1

sin3ϕ
+ km

cos2ϕ
sin2ϕ

#
$
%

&
'
(

dx
l

. (4) 

 
It is seen that the coefficient between incremental shear force dT and incremental shear strain dx/l 
can assume negative values, when P>kmsinϕ cos2ϕ. We call this effect the apparent negative 
stiffness. 
 
Following [20-23] we model the collective effect of rotating particles by treating them as negative 
stiffness inclusions (inclusions with negative shear modulus, µincl) embedded in a matrix with 
positive definite elastic moduli. We then use the theory of effective characteristics in order to 
determine the elastic moduli of such a composite at macroscale and determine the conditions of 
global instability. In order to incorporate this phenomenon into a continuum description of the 
granulate material consider a representative volume element, that is an element of size H>>l. We 
introduce normal p and shear τ stresses acting on the faces of the element. Therefore we can treat 
normal and shear forces from (4) as P~pl2 and T~τl2. For the sake of simplicity we will treat the 
normalised matrix stiffness as the bulk modulus of the matrix, κm~km/l2. Then we can express the 
average shear modulus, µincl, associated with the particle rotation as 
 

 
  
µincl = −

p
sin3ϕ

+κm
cos2ϕ
sin2ϕ

. (5) 

 
Here angle ϕ is interpreted as an average angle, which provides a combined description of particle 
shapes and initial packing.  
 
The negative stiffness is achieved when  
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   p > pmin (ϕ ) =κm sinϕ cos2ϕ . (6) 
 
Dependence (6) and its interpretation are shown in Fig. 2. It is seen that the dense packing produces 
negative stiffness at lower pressures that the loose one.  
 
Two interim conclusions could be made here. Firstly, the compressive stress required to produce the 
effect of apparent negative stiffness could be of the order of the bulk modulus of the surrounding 
rock. That is only possible when the bulk modulus is sufficiently reduced by the damage 
accumulated in the preceding loading, namely near the peak load. Another conclusion is that the 
phenomenon of apparent negative stiffness depends upon the density of the initial packing. 
 
 

pmin/κm 

 

Figure 2. Dependence (6) and its interpretation: the smallest values of the minimal compressive 
stress magnitude pmin needed to ensure the negative stiffness are achieved at dense packing (angles 

close to π /2 and π), while the loose packing (angles close to 3π /4) requires higher compressive 
stresses to show negative stiffness. 

 
 
 
3. Effect of rotating particles on global stability 

The presence of negative stiffness means the loss of positive definiteness of the tensor of elastic 
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moduli (or the quadratic form of elastic energy) and hence the loss of uniqueness of the elastic 
solution. The material with negative stiffness becomes intrinsically unstable; its actual stability or 
instability depends upon the boundary conditions, i.e. the type of loading applied. The best known 
example of this type of dependence upon the boundary conditions is the post-peak loading of rock 
or concrete sample which is only possible if the loading device is sufficiently stiff and the loading is 
displacement controlled.  
 
In the case under consideration the negative stiffness associated with particle rotation/rolling is a 
local phenomenon. We model it as a negative stiffness (negative shear modulus) inclusion in a 
conventional matrix. The stability/instability of the inclusion should depend upon the deformability 
of the matrix. This suggests that the global stability of the material with rotating particles could be 
determined by considering the matrix filled with negative stiffness inclusions and determining the 
effective moduli of such a composite. If the tensor of effective moduli is positive definite, the 
particulate material is stable, otherwise it is unstable. 
 
The theory of effective characteristics of a matrix with negative stiffness inclusions was developed 
in [23, 26]. Following [23] we model the negative stiffness inclusions as spherical inclusions with 
negative shear modulus given by (5) and the (positive) bulk modulus, κincl, equal to that of the 
matrix, κincl = κm. The shear modulus of the matrix, µm is assumed to be positive. 
 
The simplest case usually considered in the theory of effective characteristics is the case of low 
concentrations (volumetric fractions) of inclusions. In this case the interaction between the 
inclusions can be neglected and the problem of determination of the effective moduli is reduced to 
the determination of the change in the average strain (volumetric averaging over representative 
volume element is presumed) caused by a single inclusion under uniform stress. This is so-called 
approximation of low concentrations. It was shown in [27] and then in [23, 26] that the application 
of the approximation of low concentrations to the matrix with negative stiffness inclusions leads to 
a singularity, which in our case happens at a certain critical value of the negative shear modulus. 
The singularity means that the influence of the inclusions on the effective moduli is infinite at any 
concentrations. The existence of the singularity can be interpreted as the increasing influence of 
interaction between the inclusions as the shear modulus of inclusion tends to that (negative) value. 
Therefore one has to use the methods of computing effective moduli that account for the interaction.  
 
We use the differential self-consistent method, which in the case of isotropic matrix with spherical 
inclusions of any concentrations c leads to the following system of differential equations obtained 
in [28]: 
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dκ eff

dc
=
κ incl −κ eff

1− c
κ eff +κ

∗

κ incl +κ
∗

, κ∗ =
4
3
µeff

dµeff

dc
=
µincl −µeff

1− c
µeff +µ

∗

µincl +µ
∗

, µ∗ =
µeff

6
9κ eff +8µeff

κ eff +2µeff

κ eff c=0
=κm , µeff c=0

= µm

$

%

&
&
&
&

'

&
&
&
&

. (7) 

 
where c is the volumetric fraction (concentration) of inclusions. 
 
In our case, κincl = κm and therefore κeff = κm is an obvious solution of the first equation in (7). Due 
to the uniqueness of the solution of this system of differential equations, there are no other 
solutions.  
 
We now normalise the moduli with κm by formally assuming that κm =1. After introducing the 
notations  
 

 
  
µeff = µ, µincl = −mµm , m =

p
sin3ϕ

−
cos2ϕ
sin2ϕ

. (8) 

 
system (7) is reduced to 
 

 

  

dµ
dc

=
−5µ
1− c

⋅
(4µ +3)(mµm +µ)

8µ 2 −3(4mµm −3)µ −6mµm

µ
c=0
= µm

#

$
%

&
%

. (9) 

 
Derivative dµ/dc is discontinuous when the denominator in the right hand site of (9) vanishes. The 
discontinuities correspond to points µ1 and µ2:  
 

 
  
µ1,2 =

3
16

(4mµm −3) 3± 48µm
2m2 −8mµm +27"

#$
%
&' . (10) 

 
It can be shown that µ2<0<µ1. Since the initial condition in (9) is µ(0)=µm>0, the solution of (9) can 
only reach point µ1, after which the effective shear modulus drops to a certain negative value 
determined by the global loading device which applies the load to the particulate material [23, 26]. 
We therefore treat the modulus µ1 as a point of global intrinsic instability of the particulate material. 
 
Solution of (9) can be obtained in the following implicit form 
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µ +mµm( )5

µ 2 4µ +3( )
= µm

3 1+m( )5

4µm +3
1− c( )5

. (11) 

 
The point of instability is reached when µ=µ1. This happens at the concentration of negative 
stiffness inclusions 
 

 
  
ccr =1−

µ1+mµm

1+m
4µm +3

µm
3µ1

2 4µ1+3( )
"

#
$
$

%

&
'
'

1 5

. (12) 

 
The dependencies (11) and (12) are shown in Figs. 3 and 4 respectively for different values of m 
and µm. It is seen from Fig. 3 that the effective shear modulus can both increase and decrease with 
concentration of the negative stiffness inclusions depending upon the values of parameters m and 
µm. The plot of critical concentration, Fig. 4a, shows that there exist combinations of parameters m 
and µm at which the critical concentration is zero. That means that at the instance when the particle 
rotations start and make the corresponding shear modulus negative, the particulate material loses 
stability. Dependence of the value of negative shear modulus of inclusions vs. the shear modulus of 
the matrix is shown in Fig 4b. It is seen that the dependence is relatively weak; the value of the 
negative shear modulus that delivers zero critical concentration is of the order of the shear modulus 
of the matrix. 
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Figure 3. Effective shear modulus µ vs. volumetric fraction (concentration) of negative stiffness 
inclusions c. Three pairs of parameters m and µm on the left side of the picture refer to nearly 

indistinguishable dependencies in the same order from top to bottom. 
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Figure 4. The critical concentration of negative stiffness inclusions ccr: (a) its dependence upon the 
value m of negative shear modulus of inclusions; (b) the values mcr of negative shear modulus of 

inclusions delivering zero critical concentration. 

 
From here it is seen that the magnitude of compressive stress that produces the global instability of 
the particulate material is 
 

   pcr κm = mc sin3ϕ + sinϕ cos2ϕ . (13) 
 
 
4. Conclusions and outlook 

The ability of partially detached non-spherical particles to roll or rotate leads to the effect of 
apparent negative stiffness (negative shear modulus), whose value depends on the magnitude of the 
applied compressive stress. This is a property of particle non-sphericity: rotation of spherical (or 
circular in 2D) particles does not produce negative stiffness. Rotation of non-spherical particles also 
produces elbowing which results in dilation of the surrounding material. Depending of the initial 
packing, dilation can lead to the reduction of the value of negative shear modulus such that the 
magnitude of compressive stress needed to effect negative stiffness is of the order of the bulk 
modulus. Therefore the effect of negative stiffness is only relevant to the particulate materials 
loaded in compression up to the peak when the damage created in the course of loading has 
considerably weakened the material and made the moduli sufficiently low. 
 
The global instability of the particulate material with rolling or rotating particles is reached when 
the effective shear modulus is no longer positive. This happens when the concentration (volumetric 
fraction) of negative stiffness areas reaches a certain critical value that depends upon the value of 
negative shear modulus and the shear modulus of the surrounding material. There exist a 
combination of these parameters which makes the critical concentration zero, meaning that the first 
rolling particle results in global instability. 
 
The theory proposed casts light on the mechanics of compressive failure of particular materials such 
as rock and concrete as well as on the mechanism instability of granular materials. Another possible 
application of this theory is in the design of a special class of hybrid materials based on specially 
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shaped particles or blocks to ensure the desirable properties of the hybrid not achievable otherwise. 
In particular, according to Fig. 3 the presence of rotating non-spherical particles in a matrix can 
either increase or decrease the effective shear modulus depending upon the magnitude of applied 
compressive stress. This suggests a method of designing materials whose moduli can be controlled 
by applied load without the creation of additional internal damage. 
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Abstract  In-plane fracture propagation in particulate materials (rock, concrete) under high tri-axial 
compression is observed in both Mode I tensile cracks (opened by additional load), Mode II shear cracks and 
in Mode I anti-cracks (compaction bands). This commonality suggests that when the conventional fracture 
mechanisms are supressed by high compression, a new universal mechanism takes over. We propose a 
fracture growth mechanism based on mutual rotations of the particles leading to breakage of inter-particle 
bonds followed by particle detachment and re-compaction. The Cosserat characteristic lengths are found to 
be of the order of the particle size. This allows expressing the stress concentrations as an intermediate 
asymptotics (between the Cosserat continuum characteristic length and the crack length). For Mode I crack 
and anti-crack and for Mode II crack the stress singularities are the same as for the cracks in a classical 
continuum, while the moment stress has a stronger singularity (3/2 power). This stress singularity leads to 
relative particle rotations and bending of interparticle bonds. The tensile microstress induced by the bending 
is an order of magnitude higher than the stress associated with conventional stress singularities. 
 
Keywords  Fracture Criterion, Grain rotation, Moment stress, Small-scale Cosserat continuum, Compaction 
band 
 
1. Introduction 

Fracture mechanics recognises 3 main fracture modes, one tensile (Mode I) and two shear (Modes II 
and III). Numerous experiments show that in brittle and quasi-brittle materials without pronounced 
planes of weakness, Mode I cracks are capable of in-plane growth, that is growing in their own 
plane, while Mode II cracks kink. In rock fracturing in compression however two more phenomena 
are observed. Firstly, it is in-plane propagation of shear bands; they start at near the peak load and 
propagate at an angle to the load direction throughout the rock sample separating it into two parts. 
This zone looks like shear (Mode II) crack (e.g. [1-3]) and is usually treated as such, but contrary to 
the behaviour of genuine Mode II crack it does not kink. Secondly, it is the existence and in-plane 
propagation of Mode I anti-cracks, which are the cracks that propagate under compressive load 
applied normally to their surface. In this case the load has the sign reverse to the conventional Mode 
I cracks giving the name to this type of cracks. They are observed in rocks and rock masses as 
compaction bands (e.g. [4-8]) and in laboratory experiments on rock samples in uniaxial 
compression as anti-wing cracks generated at the locations of compressive stress concentration 
created by pre-existing cracks [9, 10]. 
 
In-plane propagation of shear bands is usually associated with the formation of en-echelons of 
tensile (micro) cracks (e.g. [11-14]), however the process by which these cracks eventually merge 
and form the continuation of the shear band is not clear. Indeed, the tensile cracks grow parallel in 
the direction of maximum compressive stress. In order to merge the cracks should either start 
growing in a lateral direction, which is not possible, as they will be closed by the largest principal 
compressive stress, or to initiate shear microcracks by yet unknown mechanism. Thus even in the 
simple 2D case the mechanism of coalescence of en-echelon cracks is not clear. Even less clear is 
the mechanism of crack coalescence in 3D, when the orientation of the cracks forming en-echelon is 
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more complex since they can rotate out of plane still being parallel to the direction of maximum 
compression.  
 
Another challenge is to understand the mechanism of in-plane propagation of compaction bands and 
anti-wing cracks. For instance, the criterion of compaction band propagation cannot be based on 
simple substitution of rock failure in tension with rock failure in compression, as proposed e.g., in 
[15]. Indeed, the failure in compression is preceded by the formation of multitude of parallel tensile 
cracks in the direction of maximum compression (e.g., wing cracks). Such wing cracks are not 
observed in the compaction bands. On the contrary observations of thin sections suggest random 
orientations of cracks and grains within the compaction bands (e.g. [6, 16, 17]). Multiple 
microcracks are even observed in the directions normal to the direction of compression (see for 
instance the thin sections presented in [16]). Obviously, such microcracks cannot be produced by 
compressive stresses but it is conceivable that they are produced as a result of mutual rotations of 
the grains.  
 
We hypothesise that both the compaction band and anti-wing crack propagation involves mutual 
rotation of the grains followed by fragmentation of the cement connecting the grains and subsequent 
rearrangement and compaction of the grains. (We note that the anti-wing cracks were observed in 
rocks with grain structure such as granodiorite, but never in homogeneous materials such as PMMA 
[10].) Given that grain rotations are directly observed in the shear bands in granular materials 
[18-20], we assume that grain rotations can also form the mechanism of in-plane shear band 
propagation. 
 
Continuum modelling of rocks with grain rotations requires the use of Cosserat or micropolar 
continuum (e.g. [21-23]), which additionally considers rotational degrees of freedom and introduces 
the moment stress. Another difference from the classical continuum is that the Cosserat continuum 
possesses characteristic lengths (Cosserat characteristic lengths). Extensive research was devoted to 
cracks in such continua based on considering stress singularities at the crack tip, e.g. [24-27]. These 
singularities reflect the asymptotics of stress concentration when the distance to the crack tip tends 
to zero. In other words the traditional approach considers the distances smaller than the Cosserat 
characteristic lengths.  
 
It was however pointed out in [29-31] that when a Cosserat continuum is used to model a 
particulate material such as rocks with grain microstructure, the asymptotics of small distances to 
the crack tip is beyond the resolution of the continuum. Indeed, a continuum description of a 
heterogeneous material is based on the introduction of representative volume elements whose size, 
H, is naturally much larger than the characteristic microstructural length, lm, which is the scale at 
which the material can no longer be considered smooth. Then the equivalent continuum is 
introduced by averaging the relevant physical fields over these volume elements (e.g. [28]). While 
the equivalent continuum can formally address any distances, including infinitesimal, the 
interpretation of the calculated physical fields in terms of the original material (needed for instance 
to formulate the fracture criteria) is only possible in terms of distances larger than lm. This concept 
poses no restrictions on classical continuum modelling since the classical continua are scale 
independent.  
 
The situation however is different for higher order continua, such a Cosserat continuum, since they 
possess internal length scales. It was shown in [29-32] that for particulate materials in which 
particles are cemented to each other (e.g. rocks with granular structure or concrete), the Cosserat 
lengths are of the order of the grain size, lm. Therefore the only asymptotics in the Cosserat 
continuum that are relevant to the particulate materials are the asymptotics that concern distances 
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r>>lm. This translates into the notion that the meaningful Cosserat solutions are those that 
correspond to the asymptotics r lm →∞ . We call such a continuum the small-scale Cosserat 
continuum. In this approach the relevant stress singularities at the crack tip are given by the 
intermediate asymptotics, which refers to the distances infinitesimal with respect to the crack 
dimensions but infinitely large compared to the Cosserat lengths. It is interesting that the technique 
of obtaining the intermediate asymptotics simplifies the analysis since the derivation of the 
asymptotics is less involved than the orthodox calculation of the stress singularities in Cosserat 
continuum.  
 
In this paper we use the concept of the small-scale Cosserat continuum and propose a universal 
criterion of in-plane growth of shear cracks and compaction bands in compression based on the 
concentration of moment stresses. In this criterion the actual failure is produced by tensile 
fracturing of the cement layers between the grains caused by the bending moments associated with 
the concentration of moment stresses. This mechanism is independent of the sense of the moment 
stress; the latter only controls the location and direction of the induced tensile microcracks.  
 
 
2. Crack propagation caused by moment stress concentration 

The classical fracture criteria are based on the notion of crack propagation by separating two 
surfaces by applied stresses and expressing the conditions of the separation either in terms of 
critical forces or critical energy. In particulate materials consisting of particles (grains) and 
connected by cement bonds another micro failure mechanism can be at work: bending the cement 
layer by mutual rotation of adjacent particles and its cracking by flexure cracks, Fig. 1. Essentially 
what this mechanism is doing is translating the moment stress acting at scale H into microscopic 
tensile stresses at scale lm. Since scale lm is beyond the resolution of the (Cosserat) continuum that 
models the particulate material at scale H>>lm, the failure criterion should be formulated in terms of 
moment stress µij. Given that both stress and moment stress have singularity at the crack tip, we will 
use the approach proposed in [33] in which the crack propagation criterion is based on comparing 
the stress at a certain distance from the crack tip with the local material strength. It is natural to use 
lm in place of such a length (see also [29-31]). Hence, for the simple case of fracture criterion 
controlled by a single moment stress component one has 
 

 
 
µij lm( ) = µc . (1) 

 
Here µij is the moment stress component controlling local failure and the absolute value sign 
indicates that the instance of local failure is independent of the sense of the moment stress; the sign 
only controls the side of the link between the neighbouring particles from which it starts breaking. 
The critical value of moment stress µc represents the particular mechanism of bond breakage and 
microscopic properties of the material of the bond. From the symmetry analysis it can be found 
[29-31] that the moment stresses invoke the bond bending and fracturing shown in Fig. 2. It is seen 
that while the flexure cracks in Mode I crack are roughly coplanar with the main crack, the flexure 
cracks in Mode II crack form en-echelon of microcracks normal to the main crack. Yet, it is the 
bond (cement) breakage associated with relative particle rotations that separate the particles from 
the matrix and thus effect the crack propagation. The formation of en-echelon cracks is thus an 
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accompanying phenomenon. 
 
The proposed fracture criterion involves the use of the main terms of the double asymptotics 
lm H → 0 , H L→ 0 , where L is the characteristic length of the crack. The consistent application 
of this double asymptotics leads to the concept of small-scale Cosserat continuum. 
 
 

H 

lm 

Flexure crack 

 

Figure 1. A volume element of size H loaded by a moment stress causing mutual rotation of 
neighbouring particles. The latter causes flexure (tensile) microcrack at scale lm<<H. 
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Figure 2. The direction of bending and the microcracking for (a) Mode I and (b) Mode II cracks. 
The corresponding bond is broken independently of the direction of microcrack (flexure crack) 

propagation, which is controlled by the sign of the corresponding moment stress. 

 
 
3. Small-scale Cosserat continuum 

We consider here the case of isotropic particulate material with internal rotations. The 
corresponding Cosserat continuum is defined by the following equilibrium and constitutive 
equations in the co-ordinate frame (x1, x2, x3) (e.g. [34]) 
 σ ji, j = 0, µ ji, j +εijkσ jk = 0, i, j =1,2,3  

 
σ ji = µ+α( )γ ji + µ −α( )γ ij +λγ kk
µ ji = γ +ε( )κ ji + γ −ε( )κ ij +βκ kk

 (2) 

where σij and µij are stress and moment stress, εijk is the alternating tensor. Here we use the 
deformation measures - the strain and curvature-twist tensors 
 γ ji = ui, j −εkjiϕk ,   κ ji =ϕi, j  (3) 

where ui and ϕi are independent displacement and rotation vectors respectively and index (,j) 
denotes differentiation with respect to xj, µ, α, γ, ε, λ, β are the Cosserat elastic moduli. 
 
According to [29-31] the main term in the asymptotics lm H → 0  can formally be obtained from 
the equations of the Cosserat continuum with constrained rotations (the couple stress continuum), 
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where rotations are no longer independent of the displacements, but are related in the usual fashion 
 ϕ i = 1

2εijkui,k .  (4) 
 
Thus, the small scale Cosserat continuum formally involves a simpler theory – the couple stress 
theory. Further simplification is achieved if we recall that cracks can be represented as continuous 
distributions of dislocations and disclinations [35-37]. If we are interested in Modes I and II only 
then it can be shown that it is sufficient to consider only dislocations. 
 
The determination of stress field produced by a dislocation involves solving the equations in 
displacements and rotations (with boundary conditions set in displacements) with the subsequent 
determination of the strain measures (3) and stress and moment stress fields using the constitutive 
law (2). In order to solve the equations for dislocations we use the correspondence theorem [24, 38] 
that states that any solution of the Navier equations (equations of equilibrium in displacements) of 
classical elasticity (without moment stress) is also a solution of the corresponding equations of 
equilibrium in displacements in the couple-stress theory, away from singular points [24]. Therefore 
the main asymptotic term of the stress and moment stress fields produced by dislocations can be 
obtained from the classical elastic solutions for the dislocations with the subsequent use of (4) for 
the already calculated displacement field to find the constrained rotations, the deformation measures 
(3) and finally the stress and moment stress using the constitutive relations (2). 
 
Since the cracks are considered as appropriate distributions of dislocations, the above framework 
can be applied to determine the stress and moment stress produced by the cracks in the asymptotics 
of small-scale Cosserat continuum. In particular, this procedure can be used to determine stress and 
moment stress singularities in the intermediate asymptotics shown in Fig. 1. The resulting equations 
are presented in the following section. 
 
 
4. Intermediate asymptotics for moment stress singularity at the crack tip 

We consider a 2D crack in the plane strain approximation and find the stress singularities on the 
line of crack continuation using the theory outlined in the previous section. For a Mode I crack we 
obtain 
 

 σ 11(r)=σ 22 (r)=
KI

2πr
, σ 12 (r)=σ 21(r)= 0, µ13 = 0, µ23 = −

KIlm
2α

2µ
3−2ν
r3 2 2π

 (5) 

 

For a crack of Mode II we obtained the following stress singularities  

 σ 11(r)=σ 22 (r)= 0, σ 12 (r)=σ 21(r)=
KII

2πr
, µ13 =

KIIlm
2α

2µ
4 1−ν( )+ 3
r3 2 2π

, µ23 = 0  (6) 

 
We see that the stress at the crack tip has the conventional square root singularity, while the 
moment stresses has stronger (power 3/2) singularity. This power of the moment stress singularity 
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was reported in [24, 26, 38].  
 
It is also worth mentioning that the moment stress µ23 in Mode I crack has the sign opposite to the 
sign of KI. Thus for the conventional Mode I crack the moment stress is negative: the flexure cracks 
grow in the direction of propagation of the main crack, Figs. 2a, 3a. In the case of anti-crack the 
direction of flexure crack growth is opposite to the direction of propagation of the main crack, Figs. 
2a, 3b. We emphasise that the role of flexure cracks is to initiate the breakage of the cement bonds 
between the particles, while the ultimate fracture propagation is produced by further particle 
rotations and particle detachment form the bulk of the material. 
 
The beginning of flexure crack propagation and the resulting bond breakage are controlled by 
microscopic tensile stress on the edge of the bond, which is caused by moment stress µ23. The value 
of the microscopic tensile stress is determined by the Cosserat continuum stresses σ22 and µ23 acting 
at a point r=lm of the continuum. In other words this is a superposition of the tensile stress generated 
by bending (moment stress µ23) and the normal stress σ22. The latter is positive for Mode I cracks 
and negative for anti-cracks, Fig. 3. 
 
It was shown in [29] for Mode II crack that the microscopic tensile stress created by bending can be 
an order of magnitude higher than the conventional stress applied to the bond. This makes the 
mechanism based on moment stress the main fracture growth mechanism. 
 
 

µ23!

x3 

x2 

x1 

σ 22 > 0, µ23 < 0

σ22!

s11 

µ23!

x3 

x2 

x1 

σ 22 < 0, µ23 > 0

σ22!

s11 

(a) 

(b) 
 

Figure 3. The directions of flexure crack propagation controlled by the sign of moment stress µ23: 
(a) Mode I crack; (b) anti-crack. 
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5. Conclusions 

Particulate materials such as rocks with granular microstructure and concrete permit relative 
rotations of the grains independent on their displacements. Therefore the criteria of crack 
propagation in such materials should include the grain (particle) rotations and the associated 
moment stresses. This is achieved by considering bending of the cement links/bonds between 
neighbouring particles caused by their relative rotation. The bending produces tensile stress on one 
side of the link, which eventually initiates a flexure crack (microcrack as seen from the scale of the 
propagating fracture). The initiation of the flexure crack leads to the link breakage and ultimately 
effects the particle detachment from the bulk of the material. The fracture mechanism based on link 
breakage and particle detachment is independent of the sign and source of the moment stress; only 
the side of the link where the flexural crack starts and the orientation/position of the link that is 
fractured first are affected. It is assumed that after the first link is broken the resistance to particle 
rotation is diminished sufficiently to permit breakage of other links and allow for the complete 
particle detachment. This criterion can explain the in-plane growth of Mode I and Mode II cracks as 
well as the anti-cracks (compaction bands).  
 
Modelling of fracture propagation that involves moment stress requires the use of Cosserat 
(micropolar) continuum, which includes rotational degrees of freedom on top of the conventional 
translation ones. The Cosserat continuum possesses characteristic lengths that in the case of 
particulate materials with cement bonds/links between the particles are of the order of the particle 
size. Since the resolution of a continuum cannot be better than the microstructural length (the 
particle size in our case) the stress singularity at the crack tip only refers to the distances from the 
crack tip larger than the particle size and therefore larger than the Cosserat characteristic lengths. 
This leads to the concept of small-scale Cosserat continuum that is an asymptotics of small Cosserat 
lengths. This asymptotics formally leads to the Cosserat continuum with constrained rotations (the 
couple stress continuum). Modelling dislocations and Mode I and II cracks in such a continuum 
allows further simplification whereby the stress and moment stress distribution can directly be 
obtained from the displacement field produced by conventional dislocations and cracks by applying 
the relations of the couple stress theory. It was found that while the stresses have conventional 
square root singularity, the moment stresses have singularity of the power 3/2. 
 
The actual fracture criterion is based on the stress and moment stress computed at a distance from 
the crack tip equal to the particle size (the Cosserat length). The tensile stress produced in the 
link/bond between particles by the moment stress is an order of magnitude higher than the one 
associated with the classical stress singularity. This suggests that the rotational mechanism of crack 
growth can actually supersede the traditionally perceived mechanism based on the tensile stress 
concentration only.  
 
The flexure cracks formed in the process of particle rotations are seen at the scale of the crack as 
microcracks which are either coplanar to the main crack in the cases of Mode I crack or anti-crack 
or form en-echelon in the case of Mode II crack. The actual crack propagation is however caused by 
detachment (separation) of the particles from the bulk of the material and hence the appearance of 
en-echelon cracks is essentially a secondary effect accompanying the rotational mechanism of crack 
propagation.   
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Abstract  A brittle damage-based constitutive model is proposed to characterize the crack initiation and 
propagation behavior of asphalt mastic under low temperature. The fracture criterion is regarded as a 
dominant of damage. For asphalt concrete combining aggregate and asphalt mastic, a 2D finite element 
model including the aggregate generation and packing algorithm and Usermat subroutine technique is 
developed to perform the crack initiation and propagation. A series of FE simulations are performed to 
evaluate effects of crack location on crack propagation of asphalt concrete. The numerical results are 
validated by comparison with the corresponding experiments and other result which based on fracture 
criterion of maximum circumferential tensile stress. The model and method are proved to be rational and 
capable of describing the cracking behavior of asphalt concrete with different crack location. 
 
Keywords  Asphalt concrete, Three-Point Bending Beam, Numerical Simulation, Brittle Damage, Crack 
 
1. Introduction 
 

Crack is the one of most common distresses of asphalt materials and reduces the road service 
capacity. Furthermore it also allow for the infiltration of moisture, which result in a rapid 
deterioration of the pavement structure. It can be suggested that heterogeneity of composites 
affected its fracture behavior and leading to a significant complexity in crack propagation analysis 
[1]. The mechanism of crack growth and evaluation of the characterization of fractured pavement 
structure generally are the fundamental problems in the pavement engineering. They have been 
more widely focused and studied by the researchers and engineers in recently years [2-5]. The 
fracture resistance of asphalt concrete significantly influences the service life of asphalt pavements 
and consequently the maintenance of the pavement network.  
Numerous researchers [6-8] proved that the mechanical properties of asphalt concrete are 
significantly affected by micro structural details and some material parameters, including asphalt 
content, aggregate type, gradation of aggregate particles, distribution and orientation of aggregates, 
void ratio, and so on. According to combination of the micromechanical properties of asphalt 
concrete and heterogeneity, the mechanism cracking behavior for asphalt concrete can be simulated 
more accurately by construct the micromechanical model containing information about its 
components and microstructures. For this aim, the current study presents an approach based on the 
CDM, which considers the concrete heterogeneity. 

Asphalt concrete can be described as a multiphase material containing coarse aggregates, 
mastic cement(including asphalt binder and fine aggregates), and air voids. In this method, the 
numerical sample model is constructed by replacing the irregular aggregate geometry to resemble 
real polygon, circle, elliptical and so on. The aggregate content, gradation and some structural 
parameters, aggregates are generated and randomly located in a prescribed region. Then the 
generations are assigned to coarse aggregates and the rest region to the mastic. With this method the 
mechanical properties and fracture of asphalt concrete were evaluated by Xu et al. in[9], Yang et al. 
in[10] and Yin et al. in[11, 12]. Especially Yin et al. [11, 12] successfully applied the numerical 
sample model method to investigate the gestation and propagation of the crack in two-dimensional 
models including three-point bending asphalt mixture beam with pre-crack and uniaxial tensile 
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beam. 
Accurate failure predictions can only be obtained if microstructural damage is taken into 

account in the fracture modelling. This requirement has led to the development of the so-called 
local or continuum approaches to fracture, in which fracture is regarded as the ultimate consequence 
of the material degradation process. This paper employ the user defined material technique in FEM 
directly, a constitute equations of damage model which cover the all potential failure area are 
developed. The damage model allows damage assessments at every point of a structure for any 
geometry or loading, as long as the damage mechanisms and stress-strain curve are known. This 
paper is an attempt to advance our understanding of relationship between crack path and 
microstructure features as they apply to damage evolution in three point bending asphalt bending 
beam. 

The objective of this paper is to propose a fracture criteria based on damage model for 
investing cracking behaviors of the three point bending test of asphalt concrete beam. The proposed 
damage model is implemented in the commercial finite element analysis software Ansys via the user 
defined subroutine UPFs .The numerical simulation compared with the experimental results to 
validate our present criterion. The results show that the proposed criterion reasonably predicts the 
crack growth initiation in different pre-crack locations and aggregate distributions. 
 
2. Random heterogeneous modeling for asphalt concrete  
 
2.1. Brittle damage model for asphalt mastic 
 

For the case of isotropic damage evolution，continuum damage mechanics（CDM）introduces 
a field variable to represent the damage in a continuum sense. In this paper, this concept has later 
been used to model the initiation and growth of cracks. By assuming homogeneous distribution of 
micro voids and the hypothesis of strain equivalence, which states that the strain behavior of a 
damaged material is represented by constitutive equations of the virgin material (without damage) 
in the potential of which the stress is simply replaced by the effective stress 

 
1
σσ =
−

%
D

 (1) 

where σ  is the stress tensor for the undamaged material. And the corresponding scalar damage 
variable 01 /DD E E= − , in which DE  is the effective elastic modulus of the damaged materials, 

0E  is the elastic constant of the virgin material and D has a range from 0 to 1, D=0 means that 
material is intact ,while D=1 means that material is damaged completely. 

The another form of the effective stress can be given by  
 0 (1 )σ ε= −E D  (2) 

Extended the model to three-dimensional form, such that: 

 (1 )
3 ρρσ ε δ ε= − +ij ijkl kl ij kl kl
DE D E  (3) 

Written it to the form of matrix, the constitute law is 
 Dσ = ε%  (4) 
where D% is elastic damage stiffness matrix which is relative to the elastic modulus E, poisson ratio 
v and scalar damage variable D which is expressed as 
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The Mazars and Pijaudier-cabot[13] had described the damage behavior of quasi-brittle 
materials like concrete and rock by equal strain, this paper follows their suggestion and the 
definition of equal total strain is 

 ( )
3 2

ε ε= ∑ i
i

 (9) 

where iε  are the principal strains. For bituminous material the damage is only related to the tensile 
strain, so it is supposed that the damage is induced only by tensile strains in this paper. Then specify 
strain i iε ε=  if 0iε >  and 0iε =  otherwise.  

The damage parameter D  starts at a damage threshold level ε ε= f  and is updated during 

damage growth which occurs according to an evolution law such that ( )ε=D D , which can be 
determined from the uniaxial tests. a linear elastic behavior has been sustained up to a peak tensile 
strength point σ ε=t fE  which is illustrated in Fig. 2(a), then the stress-strain curve followed by 
descending branch up to a strain εu  at which the load-carrying capacity is exhausted(and thus 

1=D ), so the proposed damage evolution law reads: 

 ( )
0                    0<

( )
     <

( )

ε ε

ε ε εε
ε ε ε

ε ε ε

≤⎧
⎪

−= ⎨ <⎪ −⎩

f

u f
f u

u f

D  (10) 

whereε f ,εu  represent strain for threshold of damage and strain for critical of damage respectively. 
Fig. 2(b) illustrates the damage evolution curve. 
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(a)curve of stress-strain (b)curve of damage evolution 

Fig. 2 curves of the proposed damage model 
 
2.2. Aggregate generation and packing algorithm 
 
Utilizing a self-compiled algorithm, all spheric aggregates (or round aggregates for 2D) are 
converted into their corresponding inscribed polyhedra (or regular polygons). The detail of the 
algorithm was described in the work of Yin et al. [11, 12]. For convenience, the somplete aggregate 
gradation listed in Table 1 was treated as a simplified aggregate gradation listed Table 2. 
Two 2D mesostructural asphalt concrete specimens of different coarse aggregate distributions with 
the gradation simplified aggregate are created by the generation and packing algorithm, shown in 
Fig.1 (a) and (b), respectively. In those two figures, the black region represents asphalt mastic and 
the white regular octagons are graded coarse aggregates. 
 

Table 1. Complete aggregate gradation 

Sieve size (mm) 16.0 13.2 9.5 4.75 2.36 1.18 0.6 0.3 0.15 0.075

Passing rate (%) 100 98.1 80.8 52.2 34.1 27.5 20.6 14.1 9.9 7.7 
 

Table 2. Simplified aggregate gradation 

Sieve size (mm) 16.0 13.2 9.5 4.75 2.36

Passing rate (%) 100 98.1 80.8 52.2 34.1
 

 
（a） 
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（b） 
Figure. 1 Two 2D numerical specimens of asphalt concrete 

 
2.3. The finite analysis using damage mechanics for asphalt concrete 
 

The asphalt mastic is assigned to obey an elastic damage constitute law which implemented into 
the FEM software. A USERMAT subroutine defining the damage elastic material property is coded 
using the FORTRAN language. Then it is compiled and integrated into the main program by a user 
defined variable can save the value of damage. 

A series of 2D asphalt concrete samples with the dimensions of 150mm×50mm and coarse 
aggregate gradation shown in Table 2 are modeled. The element we used is 8-node plane183 and the 
asphalt concretes are treated as composite materials in which component of coarse aggregates 
which is assigned to elastic material property and asphalt mastic which is assumed to be elastic 
damage material. The aggregate generation and packing algorithm is used to create its 
micromechanical asphalt concrete with coarse aggregate, the rest region is modeled as the asphalt 
mastic. Three point bending experiments are virtually performed. The material properties of coarse 
aggregate and asphalt mastic are needed to assign independent material parameters. In general, 
aggregates are linearly elastic, but asphalt mastic is effected by the temperature. In the current paper 
the asphalt mastic is assumed to be elastic and brittle damaged since temperature is enough low [12], 
although viscoelasticity in the matrix has been considered in higher temperature. Therefore the 
detailed parameters of asphalt mastic and coarse aggregates are listed in the Table 3.  

Table 3. List of material parameters at T=5℃ 
Elastic damage model for asphalt mastic 

( )E GPa  ν  ε f εu

0.612 0.35 0.002 0.07 
Elastic model for coarse aggregate 

( )E GPa  ν  
40 0.15 
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50
m

m

 
(a) Mesh configuration of the whole beam 

Observation
point

 
(b) Mesh in the mesoscale region             (c) Mesh near the crack tip 

Figure 2. Mesh configuration of the three-point bending beam specimen with a central crack 
The fracture of asphalt concrete is mainly due to accumulation and coalescence of microscopic 

cracks existing or induced by load. One of the features of fracture investigation is the proposed 
criterion for crack growth initiation. By introducing a damage variable in the constitutive relation, 
the element fractures and a crack occurs when the fracture threshold within the elements is reached 
in the numerical simulation. Namely the propagation of crack is the migration of damage zone 
where are equal to the critical damage value gradually for the material of around crack tip. In this 
paper, the crack is assumed to only grow in asphalt mastic since mastic stiffness weaker than coarse 
aggregates several quantities and fracture criterion is given based on damage value as follows: 

 cD D=  (11) 

Once the damage value near the crack tip reaches its critical value cD , the fracture occurs and 
propagates. cD =0.85, which is referred to the results given by Sun et al. [14]. 
 
3. Results and discussion 
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In order to investigate the effect of crack location, several RVEs with three different crack 
locations were cut from the actual size model: a center crack, a 20mm off-center crack and a 40mm 
off-center crack are plotted in Fig. 9. By increasing the loading step, the damage around the crack 

tip will grow until eventually the first element will reach to the critical damage parameter, cD . At 

this stage the new crack tip coordinates will be determine by a self-compiled searching program and 
the crack will advance as much as the new crack tip point. This progress continues until final failure 
of the specimen.  

The experimental [12] and numerical crack paths of three crack locations are plotted in Fig.3 
and Fig. 4, the simulation results showed good agreement with the experimental paths. Due to the 
similar coarse aggregate distribution, the simulation results were similar to the results computed by 
the fracture criterion based on the maximum circumferential tensile stress especially. The 
damage-based fracture criterion is validated to feasible by the comparison. Furthermore, the paths 
of this paper predicted showed agreement with the experimental paths more closely than the curves 
given by Yin et al. [12] in some regions. Then it can be proved the effect of aggregate is more 
significant to the damage evolution. Form total comparison it can be seen the father the crack is 
away from the beam center, the larger its kinking angle is. But the crack trends to grow towards to 
the beam top midspan. 
 

 
(a) Actual size FEM model for crack location 0mm 

 
(b) Actual size FEM model for crack location 20mm 

 

 
(c) Actual size FEM model for crack location 40mm 
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(d) RVEs for 0mm    (e) RVEs for 20mm      (f) RVEs for 40mm 

Figure 3. Crack paths for different crack location 
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(a) 0mm off-center crack                    (b) 20mm off-center crack 
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Figure 4. Experimental and numerical crack paths of three kinds of crack 

A numerical two-dimensional micromechanical modeling frame considering the heterogeneity 
feature has been developed to simulate the cracking behavior of asphalt concrete based on the 
aggregate generation and packing algorithm. Incorporating a damage mechanics approach with this 
solution allowed the development of a softening model capable of predicting typical global inelastic 
behavior found in asphalt materials, the proposed model used to compare between the computer 
simulated results and experimental data of the cracked three-point bending beam, the results showed 
that the overall agreement is satisfactory. 
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Abstract  Concrete is a so called quasi-brittle material which, despite predominantly elastic material 
response, exhibits in tension loading a stable non-linear fracture response, when tested under displacement 
control. The reason for the non-linearity is the development of a fracture process zone, in front of the crack, 
due to micro-cracking and crack bridging. It has become increasingly popular to model the fracture process 
zone with different cohesive zone models. However, their use requires sophisticated finite element modeling 
and their success is directly related to the correctness of the assumed stress relaxation in the fracture process 
zone. An alternative is to use LEFM combined with an effective crack length. The effect of the fracture 
process zone is to make the specimen sense the crack as being longer than a0+Δa. The fracture process zone 
causes thus an effective increase in the crack driving force but also the apparent fracture resistance increases 
since the fracture process zone effectively “blunts” the crack tip. This simple method, that does not require 
any finite element modeling, can be used as an aid to select the proper cohesive zone model for more 
sophisticated modeling. 
 
Keywords  Concrete fracture, size effect, fracture toughness, quasi-brittle materials, K-R. 
 
1. Introduction 
 
Concrete is a so called quasi-brittle material which, despite predominantly elastic material response, 
exhibits in tension loading a stable non-linear fracture response, when tested under displacement 
control (Fig. 1 [1]). The reason for the non-linearity is the development of a fracture process zone, 
in front of the crack, due to micro-cracking and crack bridging. An excellent review of the physical 
fracture process of concrete has been given in e.g. [2] and need not be covered here in any more 
detail. Here, the focus is on the fracture mechanical description of the effect of the fracture process 
zone on the structural behavior of the test specimen and prediction of size effects. 
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Figure 1. Example of a typical load-displacement relationship for concrete in a SE(B) fracture toughness test 
[1]. 
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The cracking of concrete is schematically presented in Fig. 2. The shaded area in Fig. 2, relates to 
the micro-cracked material. The part of the micro-cracked material, lying in front of the 
macroscopic crack (including initial crack length a0 and extended crack Δa), constitutes the active 
fracture process zone. In this region the material cohesion is weakened due to the micro-cracking. 
The effect of the fracture process zone is to make the specimen sense the crack as being longer than 
a0+Δa. The fracture process zone causes thus an effective increase in the crack driving force. The 
effect of the fracture process zone is similar in nature to the Irwin plasticity correction [3] for 
metals. 
 

 
 

Figure 2. Schematic presentation of the fracture process of concrete. The initial crack length is a0 and the 
macroscopic extended crack is Δa. PZ is the size of the active fracture process zone. 

 
The part of the micro-cracked material that becomes engulfed in the crack wake, is no longer 
actively affecting the crack driving force, but it has absorbed energy related to the micro-crack 
surfaces. This has the effect of increasing the materials effective fracture resistance (Fig. 3).  
 

 
 

Figure 3. Schematic definition of the difference between an ideally brittle and a quasi-brittle material. 
 
Often, fracture toughness tests of concrete are actually assessed by estimating an effective stress 
intensity factor and effective crack length [4], to derive an effective K-R curve in line with the 
ASTM E561 – 10 test standard [5]. This procedure is, however, not widely used, partly due to the 
question regarding the significance of the effective crack length and effective crack driving force. 
Another method called the double-K or double-G criterion is based on the estimate of the stress 
intensity at the onset of first crack extension (with a non-developed fracture process zone) and the 
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stress intensity corresponding to maximum load in the test [4]. This method is really an 
improvement of the classical tests where the maximum load has been combined with the initial 
crack length (a0) to obtain a nominal fracture toughness value. The challenge with the double-K 
criterion lies in the reliable detection of the moment of crack initiation, which is almost invisible on 
the load-displacement record. Also, the estimation of the crack length at maximum load contains an 
experimental challenge and the necessity to combine both estimates of the crack tip displacement 
and load displacement. This prevents the method from becoming a simple quality assurance type of 
fracture toughness estimate. 
 
As a compromise to the use of the classical nominal load maximum stress intensity factor, a special 
size effect expression has been proposed by Bažant. (See e.g. [6]). The Bažant size effect expression 
is versatile and has been shown to describe well the size effect in load maximum values of concrete 
and other quasi-brittle materials. The Bažant size effect expression for load maximum (Pmax) can be 
expressed in the form of Eq. (1). B and W denote the fracture toughness specimen thickness and 
width and σf corresponds to the tensile stress of the material. The constant c accounts for specimen 
geometry and W0 is a normalizing constant. The constants c and W0 are determined by fitting to test 
results from different size specimens of identical geometry. Apparently the only weakness with the 
size effect expression is that a comparison between different loading geometries is not possible 
without the inclusion of additional fitting parameters [7]. 
 

 max

0

1

fcP
B W W

W

σ⋅
=

⋅
+

, (1) 

 
Here, a LEFM based estimate of the effective stress intensity factor and the effective crack growth 
at maximum load in a fracture mechanics test is used to obtain a simple power law approximation 
of the effective K-R curve that is applicable to the description of not only different size specimens, 
but also specimens with varying geometry. 
 
2. Estimate of Maximum Load 
 
In the case of metals, the materials tearing resistance is usually well described with a simple power 
law expression. Assuming, that the evolution of the fracture process zone and its effect on the 
effective materials fracture resistance behaves similarly to metals, also the effective stress intensity 
factor as a function of the effective crack growth should be possible to approximate with a power 
law in the form of Eq. (2). 
 
 1

m
Ieff mm effK K a≈ ⋅Δ , (2) 

 
For metals, when the tearing resistance is expressed in J-integral units, the power m is close to 0.5 
or less. Thus, in K units the power should be in the vicinity of 0.25. If the fracture process zone size 
is very small compared to the crack growth, Δa, the power m will be small. If it is large compared to 
Δa, the power m should be closer to 0.25 or even above. When the relation between crack growth 
and fracture process zone no longer exists, the power m is expected to grow uncontrollable. This is 
not, however, expected to occur until well beyond the maximum load value. 
 
The effective stress intensity factor is related to load and the effective crack length by Eq. (3). 
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 0 eff
Ieff

a aPK f
B W W

+ Δ⎛ ⎞= ⋅ ⎜ ⎟⋅ ⎝ ⎠
, (3) 

 
Eq. (3) differs from the classically used nominal stress intensity factor, which is calculated using 
only the initial crack size (a0). The nominal stress intensity factor under-predicts the true effective 
crack driving force and should not be used in the assessment of quasi-brittle materials. 
 
Combining Eqs. (2) and (3) leads to a relation between load and effective crack growth, Eq. (4). 
 

 1

0

m
mm eff

eff

K a B W
P

a af
W

⋅Δ ⋅ ⋅
=

+ Δ⎛ ⎞
⎜ ⎟
⎝ ⎠

, (4) 

 
When the derivative of Eq. (4) (dP/da) is 0, the load and effective crack length correspond to 
maximum load. This leads to the relation between power m and effective crack extension in the 
form of Eq. (5) [8]. 
 

 

0 max

max

0 max

' effP

effP

effP

a afa Wm
a aW f

W

+ Δ⎛ ⎞
⎜ ⎟Δ ⎝ ⎠= ⋅

+ Δ⎛ ⎞
⎜ ⎟
⎝ ⎠

, (5) 

 
Eq. (5) is general and can be applied to any geometry for which the shape function f(a/W) is known. 
A numerical inversion of Eq. (5) is quite simple. One can tabulate a set of a0, m and ΔaeffPmax values 
for a desired geometry and then a specific equation may be fitted to the data, or the information can 
be interpolated from the table. As an example, the solutions for the standard SE(B) and C(T) 
specimens are shown graphically in Figs 4a and b. An approximate solution for the standard SE(B) 
specimen with span width S/W = 4 is given by Eq. (6) and for the standard C(T) specimen with 
H/W = 0.6 is given in Eq. (7). 
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Figure 4. Effective crack growth corresponding to maximum load for standard SE(B) and C(T) specimens 
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It is important to note that Eqs. (6) and (7) are applicable only for standard specimen geometries. 
Especially in the case of the SE(B) specimen often different S/W ratios are used in the tests. For 
such tests, the standard f(a/W) expression can be adjusted e.g. by Eq. (8) [9] to be used together 
with its derivative in Eq. (5). 
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The analysis consists of solving the power m and K1mm iteratively by combining Eqs (4) and (5) to 
provide the correct maximum load values for different size and/or geometry specimens. The result 
is obtained in the form of the effective K-R curve in the form of Eq. (2) which then can be used for 
the evaluation of other geometries. For a constant geometry and fixed initial crack size ratio (a0/W), 
the effective crack growth is directly related to the specimen width (W). 
 
The proposed method relies on the assumption that the effective K-R curve up to maximum load 
can be approximated by a simple power law. Karihaloo and Nallathambi [10] collected a large 
number of SE(B) data and estimated from the experimental load-displacement traces, the relation 
between initial crack length and the effective (based on effective compliance) crack length 
corresponding to maximum load. Their results have been reproduced in Fig. 5.  
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Figure 5. Estimate of effective crack length at maximum load, Eq. (6), compared to Karihaloo and 
Nallathambi experimental data from SE(B) specimens with varying S/W [10]. 
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Included in the figure are theoretical estimates from Eq. (6) for the m values 0.1 and 0.45. It should 
be pointed out that the theoretical estimates are for a fixed span width of S/W = 4, whereas the 
Karihaloo and Nallathambi data contains specimens with varying span widths. A shorter span width 
increases the shear stresses in the specimen, having the effect of increasing the size of the fracture 
process zone. This translates into a larger m value. Overall, the Karihaloo and Nallathambi data 
provides a strong validation of Eq. (6) and the assumption that the effective K-R curve up to 
maximum load can be approximated by a simple power law. 
 
3. Discussion 
 
Fig. 6 compares the maximum load for varying crack length data from three different specimen 
sizes [11] are shown to be well described with a single effective K-R curve. Originally the smallest 
specimen size data was discarded as representing incomparable data due to a too small specimen 
size. Therefore the power law effective K-R curve was only fitted to the two larger specimen sizes. 
However, the use of the effective K-R curve describes well all three specimen sizes. Fig. 6 includes 
also another “small” specimen data set [12] representing the same type of concrete. The points 
denoted as squares with crosses lie very close to the other “small” specimen data (open squares), 
indicating that the fracture toughness of the concretes is similar. 
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Figure 6. The maximum load for three different specimen sizes with strongly varying initial crack lengths are 

all described by a single K-R curve. The data has been taken from [11]. The squares marked by a cross are 
from [12], but their behavior is practically identical to the other specimens. 

 
These examples show the descriptive power of the power law effective K-R curve estimated based 
on the maximum load values. 
 
The effective K-R curve describes well the specimen behavior up to maximum load. This is 
exemplified in Fig. 7, where SE(B) data for limestone is analyzed. Fig. 7a, shows the maximum 
load values for self-similar specimens of different size [13]. Even though limestone differs from 
concrete, the fracture process is sufficiently similar to enable the use of limestone as an example. 
The power law K-R curve was fitted to the maximum load data in Fig. 7a. Then, the K-R curve 
estimate was used to predict the load displacement up to maximum load for the three different 
specimen sizes (Figs 7b, c, d). For the prediction, the crack is first advanced several small steps of 
Δaeff. Next the K-R curve is used to estimate the KIeff and P corresponding to a + Δaeff. Finally the 
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estimated load is used to calculate the displacement corresponding to a + Δaeff, from the theoretical 
compliance. Considering the scatter of individual load-displacement traces, the prediction up to 
maximum load is excellent. Thus, this very simple power law K-R procedure can be used to predict 
the non-linearity in concrete and stone structures up to maximum load. 
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Figure 7. The prediction of load displacment dependence up to maximum load, based on simple effective 
K-R curve fitting to maximum load data. Data taken from [13]. 

 
Beyond maximum load, the connection between the effective crack length and the fracture process 
zone size breaks up. This is highlighted in Fig. 8. The load-displacement data was extracted from 
[1], so that for each specimen size representative upper and lower bound load-displacement traces 
were digitized. The effective crack length was estimated directly from the individual 
load-displacement data pairs, assuming that all the non-linearity is due to effective crack growth. 
Fig. 8a shows the effective crack driving force versus absolute effective crack growth and Fig. 8b 
shows the effective crack driving force versus proportional crack growth. Also included in the plots 
is the effective K-R curve estimated for the maximum load values. It is seen that for crack growth 
up to maximum load and slightly beyond, the effective K-R curve follows the absolute effective 
crack growth, whereas for large crack growths the effective K-R curve follows the proportional 
effective crack growth. This is a direct result of the fracture process zone evolution. Prior to 
maximum load, the fracture process zone is controlled by the fracture mechanical loading 
introduced by the crack. At some point, the connection between process zone size and the effective 
crack length breaks up. Finally, when the facture process zone has fully engulfed the crack and 
possibly extended to the free surface, the fracture process zone size develops as if there was no 
single crack in the structure. 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-8- 
 

0 50 100 150 200 250 300
0

20

40

60

80

100

W = 320 mm

W = 80 mm
W = 160 mm

LeBellego SE(B) a/W = 0.1
B = 40 mm, S/W = 3

 

 

K
Ie

ff [N
/m

m
3/

2 ]

Δaeff [mm]

Pmax

KIeff = 12.6⋅Δa0.36
eff  [N/mm3/2]

a)

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
0

20

40

60

80

100

b)

KIeff = 12.6⋅Δa0.36
eff  [N/mm3/2]

W = 80 mm
W = 160 mm
W = 320 mm

LeBellego SE(B) a/W = 0.1
B = 40 mm, S/W = 3

 

 

K
Ie

ff [N
/m

m
3/

2 ]

aeff/W
 

 
Figure 8. Normalization of effective crack driving force versus effective crack growth for self-similar SE(B) 
specimens of different size. Data extracted from [1]. Fig. 8a shows the effective crack driving force versus 

absolute effective crack growth and Fig. 8b shows the effective crack driving force versus proportional crack 
growth. Also included in the plots is the effective K-R curve estimated for the maximum load values. 

 
The power law method contains similarities to an analytical cohesive zone method, which has been 
applied to describe the size effect in SE(B) specimens [14, 15]. The power law method is, however, 
much easier to use and provides an at least as good description of the size effect as can be seen by 
comparing Fig. (6) with Figs (4-6) in [15]. The advantage of the power law procedure lies in the 
very simple quantification of the fracture process zone development. A small power m indicates a 
brittle material, where the fracture process zone remains small throughout the fracture process. This 
is the case for m values of the order of 0.1 and below. The other extreme is a large m value in which 
case the material is crack insensitive and the damage comes mainly from the fracture process zone 
evolution. The method enables also the quantification of constraint in terms of the power m. 
 
The procedure results in the estimate of the effective stress intensity factor corresponding to 1 mm 
effective crack growth. 
 
4. Summary and Conclusions 
 
Concrete is a so called quasi-brittle material which, despite predominantly elastic material response, 
exhibits in tension loading a stable non-linear fracture response, when tested under displacement 
control. The reason for the non-linearity is the development of a fracture process zone, in front of 
the crack, due to micro-cracking and crack bridging. The effect of the fracture process zone is to 
make the specimen sense the crack as being longer than a0+Δa. The fracture process zone causes 
thus an effective increase in the crack driving force and apparent fracture resistance. The fracture 
modeling of concrete has been considered a mature theory. However, Present state of the art testing 
and assessment methods are somewhat cumbersome to use. Here, a LEFM based estimate of the 
effective stress intensity factor and the effective crack growth at maximum load in a fracture 
mechanics test is used to obtain a simple power law approximation of the effective K-R curve. It is 
shown that it is applicable to the description of not only different size specimens, but also 
specimens with varying geometry. The method is based on a new theoretical estimate of the 
effective crack growth corresponding to maximum load. 
 
It can be concluded that: 
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• The presented procedure results in a simple two parameter description of the effective fracture 
resistance of quasibrittle materials. 

• The procedure describes the effect of initial crack length on the maximum load values. 
• The procedure enables the construction of the load-displacement dependence up to maximum 

load. 
• The procedure enables a simple classification of the materials fracture process zone evolution.  
• The procedure can be used in the context of the so called double-K criterion to describe the 

effective initiation toughness value. 
• The procedure can be used to examine constraint effects on the materials fracture process zone 

evolution. 
• In the future, the procedure may be used to assist damage mechanics type modeling of the failure 

of quasi-brittle materials. 
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Abstract  In this research, the fracture toughness (KIc) of different compositions of asphalt mixtures is 
investigated experimentally and the effects of asphalt characteristic specifications including the aggregate 
size, aggregate type (i.e. limestone and siliceous), air void percentage and bitumen type on fracture 
toughness is studied. Several edge cracked specimens with the shape of semi-circular and subjected to 
symmetric three point bend loading were manufactured with different compositions and then tested at -15oc. 
The experimental results showed the noticeable influence of characteristic specifications of asphalt mixtures 
on the value of fracture toughness. Generally, the value of fracture toughness decreases for those mixtures 
containing smaller size of aggregates made of siliceous with higher percentages of air voids and softer binder 
types.   
 
Keywords  Asphalt mixture, Low temperature, Fracture toughness, Characteristic specifications 
 
1. Introduction 
 
Annually huge amount of money is spent for the design, construction and maintenance of asphalt 
pavements. Many types of cracks (e.g. top-down cracks in the surface of asphalt pavements) 
initiated due to daily or seasonal cyclic thermal loads or mechanical traffic loading are known as 
one of the main causes for the overall failure and a common mode of deterioration in asphalt 
pavement of roads and highways. Consequently, asphalt cracking may increase noticeably the 
maintenance and rehabilitation cost of pavements and hence the investigation of crack growth 
behavior in the asphalt pavements and overlays is an important issue for design, construction and 
maintenance of roads and highways in many countries. Under subzero and very low temperatures, 
asphalt pavements often behave as a brittle material and, hence, the risk of sudden fracture from 
pre-existing cracks in the pavement increases.  
Some experimental studies have been done in the past for investigating the crack growth behavior 
of asphalt pavements, using different test specimens. From the experimental view point, a suitable 
test specimen for asphalt mixtures should have simple geometry and loading setup. Accordingly, a 
few test specimens have been used in the past by researchers to obtain the value of fracture 
toughness for asphalt materials. The edge cracked rectangular beam subjected to three or four point 
bending [1, 2], the disc shape compact-tension specimen [3-5] and the semi circular bend (SCB) 
specimen subjected to three point bend loading [6-9] are some of the most frequently used 
configurations for fracture toughness testing of asphalt materials. For example, the fracture 
resistance of various asphalt mixtures has been investigated experimentally using SCB, the edge 
cracked rectangular beam specimen subjected to four-point loading, and the center crack plate under 
tension specimens by Molennar and coworkers [10,11]. Chen et al. [12] also employed the SCB 
specimen to study the effect of temperature on the fracture toughness of asphalt mixtures. Among 
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the mentioned specimens, the SCB specimen can be considered as a suitable and favorite 
configuration for asphalt mixtures because it can be manufactured easily from standard field coring 
equipments or gyratory compactor machines and then it can also be tested easily by using ordinary 
testing apparatuses and fixtures. Moreover, in comparison with the rectangular beam specimens, the 
SCB samples need less asphalt mixtures for specimen preparation and consequently decrease the 
weight of test samples and cost of experiments. Hence, the SCB specimen has been used in the past 
for investigating the fracture behavior of asphalt mixtures [6-12]. Fig. 1 shows the SCB specimen 
schematically which is a semi-circular specimen of radius R and thickness t. When the SCB 
specimen is subjected to symmetric three-point bending with a loading span of 2S, the vertical edge 
crack of length a experiences pure mode I deformation (crack opening). The specimen can also be 
used for mixed mode I/II (tension – shear) experiments simply by inclining its direction relative to 
the applied load P direction or changing its location relative to the loading points.   

2S

2R

P

a

 
Figure 1. The edge cracked SCB specimen subjected to symmetric bend loading.  

 
Since asphalt mixtures are complicated materials, their properties, performance, durability and 
mechanical strength depend strongly on the composition of the ingredients, manufacturing process, 
mix design, type of aggregates and binders, service and temperature conditions and etc. Therefore, 
in this research, fracture resistance of different compositions of asphalt mixture is investigated 
experimentally using SCB specimen and the effects of asphalt characteristic specifications 
including the aggregate size, air void percentage and bitumen type on fracture load and fracture 
toughness are studied. 
 

2. Asphalt mixtures manufacturing 
For preparation of asphalt mixtures, two aggregate types made of limestone and siliceous with three 
gradations (i.e. aggregate sizes of No. 4, 5 and 6 according to Iranian paving standard- code 234) were 
considered. The corresponding nominal maximum aggregate size (NMAS) for these three aggregate 
size numbers are 12.5 mm, 9 mm and 4.75 mm, respectively. The aggregate gradations and their 
percentages used for asphalt mixtures of this study have been presented in Table 1. Also, two binder 
penetration grade of 60/70 (the most commonly used type for paving the roads in Iran) and 85/100 (a 
suitable type for cold climates) were utilized for preparation of asphalt mixtures. Specifications of 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-3- 
 

each binder have been presented in Table 2. Using the Marshall Mix design method, the optimum 
percentages of binders were determined as presented in Table 3. 
 

Table 1. Asphalt mixture aggregate gradation 
NO.4 NO.5 NO.6 Gradation 

number NMAS: 12.5mm NMAS: 9 mm NMAS: 4.75 mm
Sieve size Passing percent 

19 100 100 100 
12.5 95 100 100 

9 80 85 100 
4.75 59 70 90 
2.36 43 49.5 82.5 
1.18 30 33 60 
0.5 18 22 45 
0.3 13 15 23.5 
0.15 8 10 11.5 
0.075 6 6 10 

 
Table 2. Specifications of binders. 

Binder type 
85-10060-70 

Unit Standard testTest 

1.011.03 gr/cm3 ASTM D70 Specific Gravity (25 °C) 
294308 °C ASTM D92 Flash Point (Cleveland) 
9462 °C ASTM D5 Penetration (25 °C) 
105100 cm ASTM D113 Ductility (25 °C) 
4249 °C ASTM D36 Softening point 
512810mm2/s ASTM D2170 Kinematic Viscosity @ 120 °C 
221420mm2/s ASTM D2170 Kinematic Viscosity @ 135 °C 
120232mm2/s ASTM D2170 Kinematic Viscosity @ 150 °C 
-1.98–1.12 –  –  Penetration index (PI)a 

                       a PI = [1952 – 500 log (Pen25) – 20SP] / [50 log (Pen25) – SP – 120] 

 
Table 3. Optimum percentages of binders for asphalt mixture samples 

Binder type Penetration grade 60-70 Penetration grade 85-100 
NMAS (mm) 12.5 9 4.75 12.5 9 4.75 
Lime stone aggregates 4.8 5.1 5.7 4.6 - - 
Siliceous aggregates 5.2 - - - - - 

 
3. Specimen manufacturing and testing 
After mixing the aggregates (i.e. limestone and siliceous of different sizes) with binders (i.e. 60/70 
and 85/100 bitumen) at 155oC, cylindrical specimens with diameter of 150 mm and height of 130 
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mm were manufactured using super pave gyratory compactor machine (SGC). The numbers of 
gyratory rotations (i.e.35, 70 and 90) were also varied that results in changing the void percentage 
in the prepared mixtures. The cylinder were then sliced using a rotary diamond saw machine to 
obtain circular discs of height approximately about 30 mm. Each disc was splited into two halves to 
produce two semi circles. A very narrow notch with length of 20 mm and width of 0.4 mm was then 
introduce at the middle of flat edge by a very thin rotary high speed diamond saw blade. 
Consequently, several edge cracked SCB specimens were manufactured and maintained in a freezer 
with temperature of -15oC for 6 hours to conduct the fracture tests. Fig. 2 shows some of the steps 
of specimen preparation for fracture toughness experiments.  

 

Figure 2. Some of the steps for preparing the SCB test specimens. 
  
After preparation of the test samples, they were tested using a compression test machine having 
capacity of 15kN. The tests were carried out at -15oC under displacement control conditions with a 
constant cross head speed of 3 mm/min. The SCB specimens were tested using a three-point bend 
fixture with the loading span of 2S = 100 mm (i.e. S/R = 0.67). For conducting the tests, the SCB 
specimens were placed carefully inside the fixtures and then were loaded until the final fracture. 
The complete load-displacement data were recorded during the tests using a computerized data 
logger. The load-displacement curves for all the samples were nearly linear, showing the brittle 
failure behavior of the tested asphalt mixtures at low temperature of -15oC. Others [13-15] have also 
mentioned that the asphalt mixtures behave as a linear elastic material at low subzero temperatures. 
Therefore, fracture toughness of the tested asphalt mixtures were determined from the maximum 
load recorded for each test. A total number of 45 specimens with different compositions were 
manufactured and for each mix design, three SCB specimens were tested successfully. Fig. 3 shows 
the test setup and a typical load-displacement curve obtained for one of the tested specimens.   

  
Figure 3. loading setup used for testing of SCB specimen made of asphalt mixture and a typical 

load-displacement curve obtained for -15oC. 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-5- 
 

4. Results and discussion 

Mode-I fracture toughness (KIc) was determined for each cracked SCB specimen from following 
equation [16]: 

       a
tR

PYK I π
2

f
Ic =                                (1) 

where Pf and YI are the critical peak (or fracture) load and the geometry factor for the SCB specimen, 
respectively. YI is function of the crack length to radius ratio (a/R) and the loading span to radius 
ratio (S/R). Some analytical and numerical solutions are available for obtaining YI [e.g. 16,17]. For 
example, for the tested mode I samples in this research (i.e. with a/R = 0.27 and S/R = 0.67), the 
corresponding geometry factor has been determined by Ayatollahi and Aliha [16] using finite 
element analysis as: YI = 3.73.  
By recording the final fracture loads from the experiments, the corresponding values of KIc for the 
tested asphalt materials were calculated from Eq. (1) for different compositions of the asphalt 
mixture. Details of the experimental results including critical fracture load and corresponding value 
of fracture toughness for each specimen have been presented in Table 4. The first column in this 
Table defines the mix type and for easy understating, the specimens are designated as x-y-z, in 
which x indicates the type of aggregate (i.e L for limestone and S for siliceous), y indicates the 
aggregate size number (i.e. 4, 5 and 6) and z shows the binder type (i.e. 60 for 60/70 and 85 for 
85/100). According to the obtained results the average Averages value of KIc for the tested mixtures 
varies between 0.6 MPa.m0.5 and 1MPa.m0.5. 
Fig. 4 compares the influence of asphalt characteristic specifications on the value of mode I fracture 
toughness. As seen from this figure, generally by increasing the void percentage (i.e. decreasing the 
number of gyratory rotations in the SGC machine) the value of KIc is reduced and this reduction is 
more pronounced for mixtures containing siliceous aggregates. As shown in Fig. 4a, it can be 
concluded that depending on the void percentage the value of fracture toughness for mixtures made 
of limestone is about 25 to 60% greater than the corresponding values of KIc for siliceous mixtures. 
A noticeable increase in the value of fracture toughness is also seen when the stiffer binder (i.e. 
bitumen 60/70) is used (see Fig. 4b). This is mainly because of the higher stiffness of the asphalt 
mixture which increases the crack growth resistance. Moreover, based on Fig. 4 (c) it is obvious that 
KIc increases when the size of aggregates becomes greater in the asphalt mixtutre. This can be 
attributed to the lesser amount of binder and greater amount of aggregates in the texture of asphalt 
mixture which can increase the general stiffness and strength and the required fracturing load of the 
material. Consequently, According to the results of this research, the risk of low temperature brittle 
fracture in the asphalt mixtures can be generally increased for siliceous aggregates, smaller 
aggregate sizes, higher percentages of voids and the higher penetration grades of the binders.  
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Table 4. Details of the fracture loads and fracture toughness data obtained for the tested asphalt 
mixtures. 
 

Average of KIc 
(MPa.m0.5) 

Average of 
peak load 

(N) 
Peak load

(N) 
Sample 
Number 

Gyratory 
rotation 
numbers 

specimen 

4174 1 
4381 2 0.87 4732 
5641 3 

90 

3220 1 
3556 2 0.67 3651.33 
4178 3 

70 

3501 1 
4100 2 0.66 3603.66 
3210 3 

35 

S-4-60 

5268 1 
5583 2 1.05 5713.33 
6289 3 

90 

5343 1 
5326 2 1.05 5724.66 
6505 3 

70 

5000 1 
4997 2 0.98 5323.33 
5973 3 

35 

L-4-60 

4770 1 
4579 2 0.91 4977 
5582 3 

90 

4937 1 
4700 2 0.91 4956 
5231 3 

70 

5160 1 
4732 2 0.91 4947 
4949 3 

35 

L-4-85 

4622 1 
5337 2 0.99 5384.33 
6194 3 

90 

4673 1 
5495 2 0.93 5084 

- 3 
70 

5165 1 
4930 2 0.93 5072 
5121 3 

35 

L-5-60 

4803 1 
5160 2 0.90 4894.33 
4720 3 

90 

4193 1 
4731 2 0.83 4511.66 
4611 3 

70 

3765 1 
3405 2 0.64 3506 
3348 3 

35 

L-6-60 
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(a) 

 

(b) 

 
(c) 

Figure 4. Comparison of asphalt characteristic specifications on the fracture toughness (KIc) of different 
asphalt mixtures. 
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5. Conclusions 
- Fracture toughness of different asphalt mixtures was determined experimentally using 

several SCB specimens at low temperature conditions. 
- The influence of asphalt characteristic specifications such as void percentage, aggregate type, 

aggregate size and binder type were studied on the value of mode I fracture toughness. 
- It was observed that the risk of low temperature fracturing in the asphalt mixtures increases 

for mixtures containing siliceous aggregates, smaller aggregate sizes, greater percentages of 
voids and higher penetration grades of the binders. 
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Abstract   The K-dominant zone, which is a small area surrounding the fracture tip, has been the 
interesting focus of the fracture mechanics. In the traditional linear elastic fracture mechanics(LEFM), a 
stress intensity factor is used to characterize the stress field of the K-dominant zone and a separate fracture 
criterion is used to predict the fracture behaviors. However, when using LEFM to simulate fracture 
propagation, the computation of stress intensity factor is a tough problem. The LEFM is actually a 
phenomenological methodology. The fracture behaviors are determined by material microstructure. The 
augmented virtual internal bond(AVIB) is a constitutive model based on microstructure. Its constitutive 
relation is derived from the micro bond potential, which contains the micro fracture mechanism. Hence, the 
so-called fracture criterion is implicitly built in the constitutive relation. In this paper, the AVIB constitutive 
model is used in the K-dominant zone while the usual linear elastic constitutive model is used in the rest 
zone to simulate fracture propagation. By this method, the computation of stress intensity factor is avoided. 
When and how fracture propagation is completely governed by the AVIB constitutive relation. It provides an 
efficient approach to fracture simulation. 
 
Keywords  Fracture simulation, Augmented virtual internal bond, Constitutive model，Microstructure 
 
1. Introduction 
 
In the methodology of linear elastic fracture mechanics(LEFM), the singular mechanical field of 
crack tip is characterized by the so-called stress intensity factors (SIFs). Whether fracture 
propagates is governed by SIF and material fracture toughness. So, many fracture criteria in terms 
of SIFs have been proposed. When using FEM to simulate fracture behaviors, the SIF is a key 
factor that has to be calculated. However, the computation of SIF is a tough problem in 
computational mechanics, which requires very fine mesh scheme at vicinity of crack tip or special 
treatment on mesh scheme. The cohesive surface methodology pioneered by Barenblatt[1] and 
Dugdale[2] take a different philosophy to deal with the fracture tip problem. It is assumed that there 
is a cohesive zone ahead of crack tip, which is governed by a cohesive law. The cohesive law is 
characterized by the cohesive strength and the fracture energy. When using this method, the stress 
intensity problem, therefore the SIF problem, is avoided. However, in FEM simulation, a cohesive 
zone is usually inserted into the bulk material, which brings inconvenience to numerical procedure. 
In the present paper, the cohesive properties of microstructure at vicinity of crack tip are directly 
built in the constitutive relation through augmented virtual internal bond(AVIB)[3] model. Hence, 
in the present simulation strategy, only at the K-dominant zone is the AVIB constitutive model used 
while at the rest zone, the linear elastic constitutive model is used. The present method is suggested 
highly efficient, avoiding the SIF computation and fracture criteria problem. 
 
2. Constitutive relation of material at vicinity of crack tip 
 
Before the deformation of material reaches its linear elastic limit, the linear elastic continuum 
constitutive relation can well describe the behaviors of material. However, once the deformation 
exceeds this limit, the conventional continuum constitutive model couldn’t well describe it. In such 
situation, the augmented virtual internal bond(AVIB)[3] is an effective approach to address this 
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problem. Hence, the idea of the present method can be depicted by Fig.1. At the K-dominant zone 
which experience large deformation, the AVIB constitutive model is used while at the rest zone 
where the deformation is small, the linear elastic constitutive model is adopted. 

                         
Fig.1 Depiction of the constitutive approach to fracture simulation. 

In VIB theory[4], the solid is considered to consist of randomized discrete material particles on 

micro scale and the constitutive relation is directly derived from the interactions between material 

particles. The AVIB generalizes the original VIB model in that the shear deformation effect between 

material particles is considered via Xu-Needleman potential. Therefore, the AVIB can represent 

material with different Poisson ratios. The micro structure of AVIB is shown in Fig.1.  

         

Material 
particle

Virtual 
bond  (a)

tΔ

nΔ

ξ 0ℓ

εξ 0ℓ

ξℓ

 (b) 

Fig.2 Micro structure of AVIB and micro bond deformation (ε denotes the strain tensor; ξ the bond 

orientation vector; 0l the original bond length) 

The micro bond can be described by the following simplified Xu-Needleman potential[5] 

2

2( ) exp 1 1 expn n t
n n

n n t

U q qφ φ
δ δ δ

⎡ ⎤⎛ ⎞⎛ ⎞ ⎛ ⎞Δ Δ Δ
Δ = − − + − + −⎢ ⎥⎜ ⎟⎜ ⎟ ⎜ ⎟

⎝ ⎠⎝ ⎠ ⎝ ⎠⎣ ⎦
             (1) 

where nΔ , tΔ are respectively the normal and shear bond deformation. In AVIB, they are 

calculated as 

  ( )
0

22 2
0

T
n
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t
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ξ ε εξ ξ εξ
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l
                         (2) 
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Based on Eq.(2), define the second-order tensor N , P and the forth-order tensor 

Q respectively as  
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1

1

1

n
ij i j

ij

Tt
ij t ip p j i j
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t t t
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ε ε ε ε

∂Δ
= ⋅ =

∂

∂Δ
= ⋅Δ ⋅ = −
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= ⋅ ⋅ + Δ = −⎜ ⎟⎜ ⎟∂ ∂ ∂ ∂⎝ ⎠

ξ εξ

l
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         (3) 

where  ijδ  being the Kronecker delta. 

According to this micro structure, the strain tensor of material[3] can be derived as 

1 n t
ij

ij n ij t ij

U U
V

σ
ε ε ε

∂Δ ∂Δ∂Φ ∂ ∂
= = ⋅ + ⋅
∂ ∂Δ ∂ ∂Δ ∂

                     (4) 

and the tangent modulus of material as 
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                (5) 

in which Φ  denotes the strain energy density of a micro element;ε the strain tensor; V the volume 

of the micro element and ( )
2

0 0
( ) , sinD d d

π π
θ φ θ θ φ= ∫ ∫L L  in spherical coordinates for 3D case 

and ( )
2

0
( )D d

π
θ θ= ∫L L  for 2D case.  

Substituting Eqs.(1,2,3) into Eqs.(4,5), the stress tensor and tangent modulus tensor can be rewritten 

as 

1
ij n ij t ijf N f P

V
σ = ⋅ + ⋅                              (6) 

and  

( )1
ijkl A ij kl B ijkl C ij kl D ij kl ij klC f N N f Q f P P f P N N P

V
= ⋅ + ⋅ − ⋅ − ⋅ +            (7) 

in which the coefficients are respectively  
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The coefficient in Eq.(8) are respectively  
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    (9)  

In [3], Zhang and Gao proposed a remedy method for element size sensitivity, which essentially 

embedded the fracture energy into the constitutive relation. By adjusting the material parameters at 

fracture tip, AVIB can keep the strain energy release rate constant. According to the idea of AVIB, 

the adjusted parameters at crack tip is 

0 0 0 0, , ,n n t tA A B Bλ λ δ λδ δ λδ= = = =% % %%             (10) 

where λ is the adjustment coefficient. The adjustment coefficient takes the following values for 

different cases. 
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in which J is the intrinsic J-integral of material; h is the element size, as  

h c S=                                   (12) 

where S  is the area of an element and c is a geometrical factor. In the numerical examples 

discussed in the next section, take 4 2c = . 

 

3 . Criterion of crack tip element 

When using the present method, it is necessary to identity the element of crack tip. Usually, the 
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crack tip element deformation is very large. Hence, to detect the crack tip element, the following 

criterion is adopted in the present paper. 

1 tε ε>                                 (13) 

In which 1ε is the first principle eigenstrain value of strain tensor.  

 
4 . simulation example 
 
To show the validation of the present method, a three-point-bending(TPB) test reported in[6] is 
presented simulated. The material parameterrs provided by [6] are: the Young’s modulus 

30.5E = GPa, Poisson ratio 0.2ν = ; tensile strength 3.8tf = MPa and fracture energy 
62.5fG = N/m. With these parameters, the calibrated parameters are 30.2486 10tε

−= ×  and 
32.486 10cε
−= × . The specimen, boundary conditions and mesh configuration are shown in Fig.3. 

The displacement controlling loading scheme is adopted. Each step is 0.002486 mm. 
   P 

 
Fig.3 The specimen and boundary conditions of TPB test. 0.075D = m and the sample thickness is 0.05m. 
 
The simulation results are shown in Fig.4 and Fig.5. From Fig.4, it is seen that crack propagates 
gradually with loading increasing. The propagation pattern agrees with the observation in the 
experiment[6]. Fig.5 shows the comparison between the experimental and the simulated results. 
From Fig.6 it is seen that the present method can well predict the fracture propagation, free of the 
element size sensitivity problem. 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-6- 
 

(a) (b) (c) (d) 

(e) 

Fig.4 Crack propagation process (a) Step = 6; (b) Step = 16; (c) Step = 30; (d) Step = 50; (e) Crack tip zone 
zoomed in at Step =50. (Node displacement is magnified 200 times.) 
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Fig.5 Comparison between the simulated load-displacement curves and the experimental results. (‘Exper.’ 
denotes the experimental results. The beam is discretized into N segments along the width in the middle 

cross section of beam. Esize1, Esize2 ,Esize3 and Esize4 correspond to the segment number 32, 64,128,and 
256, respectively.) 
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5 .Conclusion remarks 
 
At the K-dominant zone, a micro-macro cohesive constitutive model is used while at the rest zone, 
the linear elastic constitutive model is used. By this method, the fracture propagation can well be 
predicted. The simulation example suggests that the present method is validated. By the present 
method, the fracture criterion is directly built in the constitutive model. It avoids the choice of 
separate fracture criterion problem and the computation of stress intensity factor, which brings great 
convenience to fracture simulation. 
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Abstract Sandstone samples have been compressed uniaxially till failure. The displacement field during the 
deformation process has been obtained by digital image correlation (DIC) technique. It has been observed 
that the rock samples ruptured through splitting parallel to the compression direction, as conventional 
experiments indicated. But upon analyzing the apparent strain field, no sliding cracks or shear cracks have 
been found that are suggested to drive the splitting failure. Instead, deformation band like structure has been 
detected. The splitting failure has been observed to be the direct result of the localization of the some 
scattered small cracks. The micromechanism underlying may be the buckling of force chains that induces 
delamination between them. 
 
Keywords  uniaxial compression, failure mechanism, sandstone, digital image correlation 
 
1. Introduction 

  
The failure of rocks under compression may hold important implications in many aspects such 

as geophysics, civil engineering and mining sciences. In fact, uniaxial compressive strength has 
even been a key parameter in estimating the performance of cutters in rock drilling. Despite the 
wide variety of rock types, a large body of experiments have demonstrated the rock fails under 
uniaxial compression via axial splitting or shear faulting [1-4]. Such macroscopic failure mode can 
be well explained by the nucleation and propagation of the wing cracks that is assumed to depend 
on the existence of sliding cracks. Experiments on samples with pre-existing cracks, or more 
exactly cuts inclined to the compression direction have also proved the wing crack formation and 
propagation that leads to axial splitting [5-7]. Model of wing crack formation and propagation has 
been widely applied to the damage and micromechanics of rock like brittle materials [8-11]. 
However, the model depends critically on the existence of sliding or shear cracks. No experiments 
have been reported on the nucleation of the shear cracks. Thus what the physical micromechanisms 
drive the axial splitting under uniaxial compression remains an open question.  

In rock like brittle materials, it has been conventionally believed that microcracks with a 
random distribution of various orientations exist, which may make the nucleation of sliding cracks 
dispensable. If it is true, then analyzing the full-field deformation behavior of as-received rock 
samples under uniaxial compression may help to reveal splitting induced by the sliding crack or the 
physical micromechanisms for axial splitting. Combination of the uniaxial compression test and 
DIC technique may suit the purpose very well. Indeed, through DIC technique, full field 
displacement on the sample surface can be obtained efficiently without contact and hence damage. 
Applicability of the technique to the rock deformation has already been demonstrated in our 
previous work [12]. Thus, we will use DIC technique to study the deformation behavior of rocks 
under uniaxial compression so as to cast some new light on the failure mechanisms at microscopic 
level. 
 
2. Experiments 

 
Samples of dimension 25×25×50 mm were cut from a large sandstone block from Yunnan, 

China. All the sample surfaces were randomly painted with artificial speckles. Then the sandstone 
samples were uniaxially compressed along the longest sides on the electric universal machine 
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(CSS-44100). Compressive load was controlled by displacement mode at a speed of 0.06mm/min. 
During the whole loading stage, a CCD camera (1004×1003 pixels, 8bits) under the illumination of 
two light sources was installed perpendicularly to the samples so as to capture the images that were 
simultaneously stored on a computer disc for subsequent processing. The length-pixel ratio of the 
images is 61.7μm/pixel and recording frequency was 1frame/s. It is worth mentioning that only the 
images in the area as indicated by the white rectangle in Fig.1(a) will be used to obtain the 
displacement fields. The experimental setup is illustrated in Fig.1(b). 

      
(a)                                       (b) 

 
Fig.1 (a) sandstone sample and (b) experimental setup 

 
In the present work, the image was processed by our in-house DIC software. A relatively small 

calculation subset size (21×21 pixels) and step length (10 pixels) were chosen to increase the spatial 
resolution of the measurement. The displacement measurement accuracy in our test was at least 
1μm based on our calibration. 
 
3. Results and discussions 
  

The load-displacement (at the contact interface) recorded by the electric universal machine is 
present in Fig. 2. It can be seen that except at the initial stage, the load is almost proportional to the 
displacement even till failure (with macroscopic crack). The sample fails at a load level of about 
68kN via axial splitting. 

 
Fig.2 Load-displacement curve during the uniaxial compression of a sandstone sample 
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Using the DIC technique as handled in [12], we have obtained the displacement fields in the 
region indicated by the white rectangle in Fig. 1(a). Distributions of the displacements at load levels 
of 40, 55, 62, 62.7 and 64.5 kN have been presented respectively in Fig.3. 
 

 
      (a)                (b)               (c)              (d)               (e)   
 

 
      (f)                (g)               (h)               (i)               (j) 
Fig.3 The horizontal (a-e) and vertical (f-j) displacements on the sample surface at load levels of 40, 55, 62, 

62.7 and 64.5 kN respectively (unit in the legend is micron) 
 

The displacement distributions clearly indicate uneven deformation has occurred especially 
when the applied load is close to the rupture load where the color pattern for the horizontal 
displacement is highly discontinuous at the middle of the sample. Partially the inhomogeneous 
deformation may be induced by the micro-structure in the sandstone. Observations by optical 
microscopy have indeed shown the sandstone is composed of grains of microns but the grain size is 
rather homogeneous (results not shown). It may also be the result inherent to the sandstone. To 
better analyze the deformation behavior, the apparent strain on the surface has been calculated since 
when there are cracks, displacement jumps may appear due to the crack faces sliding and opening 
and induce large apparent strain.  

 

 
     (a)                (b)               (c)               (d)               (e)   

 
     (f)               (g)                (h)                (i)               (j) 

 
     (k)               (l)                 (m)              (n)               (o) 
Fig. 4 apparent xxε (a-e), yyε (f-j) and xyγ (k-o) on the sample surface at load levels of 40, 55, 62, 62.7 and 

64.5 kN respectively (The values are in percentage) 
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The apparent strain distributions corresponding to load levels of 40, 55, 62, 62.7 and 64.5 kN 
respectively have been demonstrated respectively in Fig. 4. The apparent xxε at a given load level is 
inhomogeneous. The regions with apparent xxε value much larger than the average are highly 
localized and somewhat scattered at relatively lower load levels. For example, see Fig.4 (a) and (b). 
Such regions may be considered as locally split given the much larger than average values of the 
apparent xxε . With the increase in compressive load, the regions with apparent xxε much larger 
than the average become to join up and are distributed almost along a line inclined to the loading 
direction as shown in Fig. 4(d). Close to the rupture load, the regions with relatively large value of 
apparent xxε are distributed along a line and from the color pattern in Fig. 4(e) look like a 
macroscopic crack. The final rupture actually did propagate along that line. The apparent 

yyε behaves completely different. The area of interest as indicated in Fig. 1(a) is alternated with 
regions of small apparent yyε (nearly not deformed) and those of larger apparent yyε . Deformation 
band structure forms. The number of bands increases with compressive load. The bands tend to be 
broken at the middle along a vertical line, possibly due to the damage leading to splitting. 
Distribution of the apparent engineering shear strain xyγ is also localized but much more scattered 
than that of apparent xxε . In most cases, the largest magnitude of the apparent shear strain is 
smaller than those of apparent xxε and apparent yyε . In fact, at relatively large compressive load, 
the apparent xxε has the largest magnitude among all the apparent strain components on the surface. 
It may be the result from the axial splitting and so the apparent strain xxε can be conveniently used 
for identification of cracking and damage in our experiments. 

The deformation band structure in the apparent yyε  appears rather unexpected although 
compaction bands or shear bands have been observed in rocks with high porosity and usually under 
confinement [13, 14]. Because the porosity in our samples is very low (about 5%), the formation of 
deformation band can hardly be attributed to the sandstone compaction. Moreover, the banded 
structure evolves with compressive load even at levels larger than 30 kN, see Fig.4 (f-j) and no 
hardening behavior has been found in Fig.2 at those load levels. We have also excluded the 
possibility of artificial factors. Other algorithm has been adopted to calculate the apparent yyε but 
with similar results despite the slight difference in magnitude (results now shown). Besides, the 
precision for displacement measurement is adequate given the high levels of loading applied in 
those results. The formation of band structure in yyε may affect the failure behavior of the present 
sandstones under uniaxial compression. Conventionally, axial splitting has been explained by 
formation and propagation of wing cracks that depends on the existence of a sliding crack or shear 
crack. However, no evidence for that has been detected. Before the final rupture via axial splitting, 
if there were sliding microcracks, the apparent shear strain would be very large and dominant over 
other apparent strain components at the crack faces. However, as mentioned above, the apparent 

xxε has the largest magnitude in those situations. The line along which the much-larger-than-average 
apparent strain xxε is distributed seems to be consistent with the shear plane predicted by 
Mohr-Coulomb strength criterion. But it cannot result from shear but rather from the coalescence of 
the relatively scattered and local splitting.  

With in mind that Bazant et al has suggested that under uniaxial compression splitting crack 
band may form which would subsequently result in the formation of column bundles [15], we have 
enlarged the displacement by fifty times so as to visualize the deformed profile of the area of 
interest. The results are demonstrated in Fig.5. Dash blue lines are plotted only guided eyes. If the 
material points distributed along a line with same x  can be considered a column, then one may 
find that the area of interest deforms by compressing the columns and some of them buckled locally. 
By scrutinizing the results in Fig. 5, one may also notice that the buckled regions are correlated with 
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the banded structure in the apparent yyε . Moreover, the axial splitting may be driven by the 
buckling induced delamination between the columns. Thus it is likely deformation of the present 
sandstone under compression can be described by force chain model as applied in mechanics of 
granular materials [16]. However, more detailed experiments are required to confirm it and whether 
such a failure mechanism is applicable to other brittle rocks under uniaxial compression remains for 
future study.  

 
       (a)                (b)              (c)               (d)               (e)   
Fig. 5 Visualization of the deformed profile by zooming out displacement by 50 times at load level of 40, 55, 

62, 62.7 and 64.5 kN (The difference in width and height is caused by different display ratio) 
 
4 Concluding remarks 
 

Samples of sandstone under uniaxial compression were studied experimentally by combing the 
conventional compressive test with DIC technique. Deformation field and its evolution with loading 
have been obtained with the aid of DIC technique. It has been found the sandstone deformed in an 
inhomogeneous manner and failed via axial splitting. However the failure mode cannot be attributed 
to the wing crack formation and nucleation. Instead, the macroscopic crack formed via coalescence 
of some local axial splitting microcracks and the micromechanism may be the buckling of force 
chains that induces delamination. Although more detailed experiments are required to verify it, the 
present results may cast new light on understanding the failure mechanism in brittle materials under 
compression. 
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Abstract  There are various testing methods for measuring fracture toughness of rocks. The semi-circular 
bend (SCB) specimen has recently received much attention by researchers for testing mode I fracture 
toughness of rocks and other geo-materials. While the SCB specimen is often prepared by a straight crack, 
chevron notched semi-circular bend specimen (CCNSCB) has been rarely utilized. In this paper, using the 
analytical methods for evaluating the minimum dimensionless stress intensity factor ( *

minY ) of chevron 
notched specimens, the slice synthesis method is employed to obtain the dimensionless critical stress 
intensity factor of the specimen. Then, fracture tests are performed on a white crystalline rock under mode I 
loading using the CCNSCB specimen. The experimental results show very little scatter in the measured 
values of fracture toughness. 
 
Keywords  Rock, CCNSCB, Experiments, Finite element modeling 
 
1. Introduction 
 
Fracture mechanics provides an engineering description for the transformation of an intact structural 
component into a broken one through crack extension [1]. Physical operations like blasting and 
crushing which are used in practical applications such as tunneling, drilling and mining projects are 
often considered as a process of formation and growth of cracks in rock masses. Fracture toughness 
is a major parameter in fracture mechanics which represents the energy required to initiate brittle 
failure around the crack tip. Fracture experiments on full scale rock masses are difficult and 
expensive. Thus, researchers prefer to perform their fracture analyses utilizing various 
laboratory-scale cracked specimens. Three testing methods have been suggested by the International 
Society for Rock Mechanics (ISRM) for measuring rock fracture toughness: (i) Chevron Bend 
specimen method (CB) (ii) Short Rod specimen method (SR) [2], and (iii) Cracked Chevron 
Notched Brazilian Disc (CCNBD) specimen method [3]. The semi-circular bend (SCB) specimen 
proposed by Chong and Kuruppu [5] has also recently received much attention by researchers. 
Some advantages of the SCB specimen are its simplicity, minimal requirement of machining and 
ability of preparation from rock cores. The SCB specimen can also be used as an alternative to the 
ISRM standard specimens in determining fracture toughness in orthogonal directions of 
transversely isotropic materials or sedimentary rock, such as sandstone or oil shale [6]. In addition 
to the rocks, the SCB method has been applied to other core-based brittle materials, such as 
concrete and asphalt. Furthermore, SCB is a suitable specimen to rock fracture toughness test at 
high strain rates [6]. 

 
Figure 1. a) Schematic view of SCB specimen b) Straight crack c) Chevron notched 
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Crack in rock test specimens are usually created either with a straight front or a chevron shape, as 
shown in Figure 1. The chevron notched SCB specimen in the static mode has been rarely studied and 
only a limited SIF calibration was done by Kuruppu using a 3D finite element method [7–9].  
The fracture toughness values of SCB with straight crack are calculated from [10]: 

 ( , )
2
π

= f
IC I

P aK Y a R S R
Rt

 (1) 

 
where fP  is the maximum failure load, IY  is the dimensionless stress intensity factor, t, R and a 
are the thickness, radius of SCB specimen and crack length, respectively. IY , also known as 
geometry factor, is a function of the ratio of crack length over the semi-disc radius (a R ) and the 
ratio of half-distance between the two bottom supports over the semi-disc radius (S R ) [11]. Lim 
et al. [10] found SIFs in terms of a R and S R . Their results can be summarized by the following 
relation: 
 ( )2 3 4 52.91 54.39 391.4 1210.6 1650 875.9α α α α α= + − + − +IY S R   (2) 
  
where α  is a R .  
If a standard CCNBD specimen is cut into two equal parts, two pieces of CCNSCB are obtained. 
Figure (1-c) shows the chevron notched SCB specimen and its geometrical coefficients. 0 0( )α =a R , 

1 1( )α = a R  and ( )α =m a R  are the dimensionless initial crack length, dimensionless final crack 
length and dimensionless critical crack length, respectively. αs  is a coefficient obtained from 
dividing sR (radius of rotary saw) by R. Also ( )α =B B R  is the normalized thickness. 
Similar to the equation suggested by ISRM for the CCNBD specimen [4], the initiation fracture 
toughness ICK  of CCNSCB specimen can be determined as: 

 min
*max=IC

PK Y
B D

 (3) 

 
where maxP  is the measured maximum load, B and D are the thickness and diameter of the disc 
respectively, min

*Y  is the minimum value of *Y , which is the dimensionless stress intensity factor 
(SIF). It should be noted that all the restrictions and the geometrical relationships for the CCNBD is 
assumed to be applicable to CCNSCB too. So far, several approximate analytical methods have 
been used to determine *Y , although applicability and accuracy of any of these methods have not 
been evaluated in CCNSCB. In this paper a slice synthesis method (SSM) is presented to evaluate 
the minimum dimensionless stress intensity factor in the CCNSCB specimen. Then, its accuracy is 
examined using both experimental test and finite element method. Experimental results show that 
the CCNSCB specimen can be employed for measuring rock fracture toughness. 
 
2. Slice synthesis method in CCNSCB specimen 
 
Slice synthesis method, proposed first by Bluhm [12], is a semi-analytical method for solving 
fracture problems with curved crack fronts. Wang et al. [13] used the SSM to calculate the stress 
intensity factor of CCNBD. In this method, the thickness of the sample is cut into a number of 
slices each with a thickness Δt  as shown in Fig. 2. The analysis of a single slice is easier than 
analyzing the whole specimen. First, analytical equations are written for each slice. Then, by 
combining these equations, an equation for the entire sample can be achieved according to the 
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equilibrium principle. Analytical relations can be extracted in specimens of complex configuration 
using SSM method. No analytical relationship has been reported in papers for obtaining the stress 
intensity factors for the CCNSCB specimen and it is rather difficult using experimental or 
numerical methods. Every slice in CCNSCB is considered as a SCB with the straight crack. In fact, 
the central portions of CCNSCB with the straight crack front width b need not to be cut into thin 
slices. Since analytical solutions exist for the calculation of the stress intensity factor in the SCB 
specimen with a straight crack, an equation can be written for each portion and also for the middle 
section and finally with combining the stress intensity factors of these two sections, the formula for 
calculating the dimensionless stress intensity factor of the CCNSCB is obtained. More details on the 
procedure can be found in [13], but the general equation is written as: 

 
1

*

1

2.
( ) . ( )α β α

−

=

⎡ ⎤Δ
= +⎢ ⎥
⎣ ⎦

∑
N

i i

b B t BY
Y Y

 (4) 

 
where Δt  and N are the thickness of each slice and the number of slices, respectively. Y  is the 
dimensionless stress intensity factor of SCB with straight crack and i ia R=α  where ia  is the 
crack length of ith slice. Parameters Δt , αi  and b are related to the dimensionless crack length 
(α ). 
 

 
Figure 2. Slice synthesis method for CCNSCB specimen 

 
β  reflects the difference between the stress intensity factor of the central part and that of the lateral 
part. β  can be calculated as: 

)5                                        (                               

11 α αβ γ
α
−

= +
B

   

 
The important and difficult part of the SSM method is the calculation of β . By comparing the 
results of three-dimensional finite element analysis, Wang et al. [13] predicted the coefficient γ  to 
be 0.9 in CCNBD specimens. Here, we employed SSM method in the CCNSCB specimen used 
previously by Kuruppu [8] and by comparing the results of SSM with the results of kuruppu [8], 
γ =0.5 was found an appropriate value. 
Thus, to find the minimum dimensionless stress intensity factor in CCNSCB, it is sufficient to 
minimize equation (4) as: 

)6                                                                       (



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-4- 
 

*

0
α
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Y  

The related numerical results will be presented and discussed later in section 4.  
 
3. Sample preparation and fracture toughness tests 
 
A crystalline rock was selected for fracture toughness tests. This type of rock contains very few 
discontinuities and can be assumed to be isotropic and homogeneous. 
 

  
Figure 3. Loading set-up utilized for conducting fracture tests in CCNSCB specimen 

  

The rock samples were prepared from a rock sheet of 20mm thick using water jet to form 
semi-circular disks of diameter 80mm. A rotary saw of radius =sR 50mm and thickness 0.6mm 
was used to generate the chevron notch in the specimens. The penetration of rotary saw into 
specimens was considered 11mm. In the experiments, the half-distance between the two bottom 
supports (S) was 20mm. The standard 3-point bend loading was used for fracturing the SCB 
specimens (see Fig. 3). After creating the chevron notch, the specimen was placed inside the loading 
set-up and the failure loads were recorded. SANTAM/STM-150 machine with a capacity of 15000N 
was utilized for conducting the fracture tests on the CCNSCB specimens. 
 
4. Dimensionless stress intensity factor  
 
4.1. Numerical and experimental results 
 
It was observed in the entire experiments that when the load reached its critical level, sudden failure 
took place for the test samples. The load-displacement curve was almost linear up to the maximum 
load. Thus, using the critical failure load in each experiment, the fracture toughness values of 
CCNSCB specimen can be computed from Eq. 3. The details of experimental results obtained from 
each test including, the fracture loads are listed in Table 1. 
Using the maximum load obtained from the experiment, the corresponding fracture toughness is 
calculated using finite element modeling. The singular elements were considered in the first ring of 
elements surrounding the crack tip for producing the square root singularity of stress/strain field. A 
J-integral based method was used for obtaining the stress intensity factors. Fig. 4 shows a typical 
mesh pattern generated for simulating the CCNSCB specimen. 
The average value of maximum load was 1.877kN and using this value in the finite element model, 
mode I fracture toughness ICK  is obtained 1.208 1 2MPa.m and by its substitution in Eq. (3), the 
dimensionless stress intensity factor in the CCNSCB specimen is found 3.64. During the simulation, 
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the critical crack length is derived from Eq. 6. Average ICK  values for 3D model of CCNSCB 
considered were confirmed to converge to constant values with Twenty-five concentric rings of 
crack front mesh elements. Here, fracture toughness is considered from the middle point of crack 
front. 
 

Table 1. Summary of fracture tests conducted on CCNSCB specimens manufactured from the crystalline 
rock 

max ( )p kNTest No.

1.914 1 
1.82 2 
1.8 3 

1.871 4 
1.876 5 
1.981 6 
1.877 Average

 
 
 

  

Figure 4. A typical finite element mesh used for simulating CCNSCB specimen. 
 
The experiments conducted on CCNSCB showed that before the crack reaches its critical length, no 
significant resistance is observed with crack extension. Indeed, in the chevron-notched specimens, 
the crack is allowed to extend sub-critically, due to the high stress concentration. The chevron notch 
causes the crack propagation to initiate at the tip of the V alignment and to extend radially outwards 
in a stable fashion until the point where the fracture toughness is obtained. V or chevron shape 
generates a process of stable crack growth under increasing load, from the initial crack length ( 0a ) 
to its critical length ( ma ). Beyond ma , the crack extension takes place in an unstable fashion. At 
the critical length, the pre-crack has fully developed in the rock sample and the fracture toughness is 
evaluated. This procedure also provides a smaller fracture process zone (FPZ), compared to a 
straight crack. The experimental results also show that V-shaped grooves provide sharper critical 
cracks and lower scatter in fracture loads. Therefore, this specimen can be a good alternative for 
measuring fracture toughness of rock masses and for investigating the process of crack growth in 
brittle materials.  
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4.2. SSM method results 
 
By using the dimensionless geometric parameter (α S , 0α , 1α  and α B ) and substituting into 
equation (3), SSM model predicts the value of 3.541 for minimum dimensionless stress intensity 
factor, which is 2.7% lower than the value obtained from the experimental data (see Fig. 5). Also 
note that  IY  is the dimensionless stress intensity factor of the SCB specimen with a straight crack. 
Here, equation (2) was used for calculating IY .  
 

 
Figure 5. slice synthesis method utilized for estimating min

*Y  in CCNSCB specimen 
  
Because of the convenience and accuracy of SSM, this method can be suggested as a reliable 
method for evaluating the minimum dimensionless stress intensity factor ( *

minY ) in the CCNSCB 
specimens. 
 
5. Conclusions  
 
Although the SCB specimens with straight crack front have been used frequently by researchers, 
very few studies have been reported on the use of CCNSCB specimen in rock fracture toughness 
testing. The minimum dimensionless stress intensity factor of CCNSCB was calculated using SSM 
and its accuracy was assessed experimentally and by finite element method.  
 

  
Figure 6. Fracture surface of CCNSCB specimen 

 
Under mode I loading, a V-shaped (chevron) crack results in the automatic formation of a sharp and 
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natural crack in the specimen causing a lower scatter in the experimentally obtained fracture loads. 
Observed fracture surface shows that surface roughness of the cracked chevron notched specimens 
is relatively low for the tested white crystalline rock (see Fig. 6). Meanwhile, it is finally 
recommended that similar fracture tests are performed on the SCB specimens having straight cracks 
and the experimental results are compared when these two different methods are used for generating 
the artificial crack.  
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Abstract  Modeling the fracture processes in concrete requires a material structure of concrete to start with. 
The material structure of concrete can be obtained either experimentally by X-ray computed tomography, or 
numerically by a computer simulation. A simplified way to represent the material structure of concrete is to 
put multiple spheres in a matrix, where the spheres are interpreted as aggregates. This assumption of the 
shape of aggregates might have influences on the fracture processes in concrete, such as the microcracks 
propagation path. Recently the Anm material model was proposed and implemented, which can produce a 
material structure of concrete with irregular shape aggregates. The irregular shape is represented by a series 
of spherical harmonic coefficients. The further mechanical performance evaluation would benefit from this 
more realistic material structure. In this paper a material structure of concrete is simulated by the Anm 
material model. A number of irregular shape particles are planted in a matrix. This material structure is then 
converted into a voxelized image. Afterwards a random lattice mesh is made, and three types of lattice 
elements are defined, which represent aggregates, matrix and interface respectively. A uniaxial tensile test is 
set up and simulated by fixing all the lattice nodes at the bottom of the specimen and imposing a prescribed 
unit displacement onto all the nodes at the top. The lattice fracture analysis gives the stress-strain response 
and microcracks propagation, from which some mechanical properties such as Young's modulus, tensile 
strength and fracture energy can be predicted. 
 
Keywords  Lattice Fracture, Tensile Test Simulation, Irregular Shape Aggregates 
 
1. Introduction 
 
The material structure of concrete determines its global performance. Normal concrete is made from 
coarse aggregates (e.g. crushed stones, river gravels), fine aggregates (e.g. sands), cement and water. 
A chemical reaction starts immediately when water is mixed with cement, and reaction products are 
produced. The resulting cement paste keeps aggregates together and forms a system which is able to 
carry loads. Mortar consists of cement paste and sand, and concrete is composed of mortar and 
coarse aggregates. 
 
Generally speaking there are two different approaches to obtain the material structure of concrete, 
which are X-ray computed tomography and computer simulations. From the modeling point of view, 
the material structure of concrete can be represented by particles embedded in matrix material 
model. The particles are interpreted as coarse aggregates, and the matrix as mortar. A simplified 
way to represent coarse aggregates is to use spheres. However this simplification might alter the 
real material structure of concrete, and thus may change the fracture processes in concrete, such as 
the microcracks propagation path. Recently the Anm material model was proposed and 
implemented, which can produce a material structure of concrete with irregular shape aggregates [1]. 
The irregular shape is represented by a series of spherical harmonic coefficients. The more realistic 
material structure would make the prediction of fracture processes more precise. 
 
Numerical modeling of fracture processes in brittle materials, such as cement paste, mortar, 
concrete and rocks, started in the late 1960s with the landmark papers of Ngo and Scordelis [2] and 
Rashid [3], in which the discrete and smeared crack models were introduced. Especially the latter 
approach gained much popularity, and in the 1970s comprehensive efforts were invested in 
developing constitutive models in a smeared setting which could reproduce the experimentally 
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observed stress-strain characteristics of concrete. However neither of them could tell the fracture 
processes in detail. In the 1990s, Schlangen and van Mier proposed another model to compensate 
the drawbacks of discrete and smeared crack models, which is called lattice fracture model [4]. 
 
The concept of lattice was proposed by Hrennikoff in the 1940s to solve elasticity problems using 
the framework method [5]. In the 1970s and 1980s the lattice model was introduced in theoretical 
physics to study the fracture behavior of disordered media [6, 7]. In the field of material sciences, a 
model was proposed by Burt and Dougill to simulate uniaxial extension tests, which consists of a 
plane pin-jointed random network structure of linear elastic brittle members having a range of 
different strengths and stiffnesses [8]. 
 
In the lattice fracture model, the continuum is replaced by a lattice of beam elements. Subsequently, 
the microstructure of the material can be mapped onto these beam elements by assigning them 
different properties, depending on whether the beam element represents a grain or matrix. Various 
conventional laboratory experiments like uniaxial tensile test, compressive test, shear test, bending 
test and torsional test can be simulated by the lattice fracture model and the model can be applied 
towards a wide range of multiphase materials, such as concrete [9], cement paste [10], graphite and 
fiber reinforced concrete [11]. 
 
In this paper a material structure of concrete is simulated by the Anm material model. A number of 
irregular shape particles are planted in a matrix. This material structure is then converted into a 
voxelized image. Afterwards a random lattice mesh is made, and three types of lattice elements are 
defined, which represent aggregates, matrix and interface respectively. A uniaxial tensile test is set 
up and simulated by fixing all the lattice nodes at the bottom of the specimen and imposing a 
prescribed unit displacement onto all the nodes at the top. The lattice fracture analysis gives the 
stress-strain response and microcracks propagation, from which some mechanical properties such as 
Young's modulus, tensile strength and fracture energy can be predicted. 
 
2. Simulation of the material structure of concrete 
 
The concept of particles embedded in matrix is the essential of the Anm material model. An empty 
container is created to represent a concrete specimen at the beginning, and then all the particles 
representing coarse aggregates are placed one after another into this container, from the larger ones 
to smaller ones. It is good to start with the largest particles as it would be more difficult to place 
them if they were processed at a later stage. All the particles are separated into several sieve ranges 
according to the particle sizes indicated by the particle widths. The largest sieve range is processed 
first, a width within this sieve range is picked randomly and assigned to a particle which is chosen 
from the appropriate particle shape database. The particle shape database can be created for 
different classes of aggregates with the procedures proposed in [12]. An arbitrary rotation is 
performed on the particle to get rid of possible orientation bias, which might be introduced during 
the production of the particle shape database. After the rotation the particle is placed at a randomly 
chosen location in the specimen. The particle is checked against all the previously placed particles 
for overlap. If no overlap is detected, then the particle enters the simulation box successfully, 
otherwise it will be moved to a new randomly chosen location. The reassignment of the location is 
subject to a pre-defined maximum number of attempts. After the consecutive failures reach the limit, 
the particle will be resized to another randomly selected width within the current sieve range, and 
then be thrown into the specimen following the same trial-and-error procedure. The particle size 
rescale is also subject to a pre-defined maximum number of attempts. If the rescales do not help, 
then the particle will be rotated again to have another orientation. If the problem still exits, then a 
new shape will be chosen from the particle shape database. In case the particle cannot find its 
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position eventually, it may suggest there is no space available for new particles within the current 
sieve range. The next sieve range will be processed if no availability for the current sieve range is 
concluded, or all the particles within the current sieve range have already been placed. The above 
trial-and-error procedure is called parking procedure and it is the essential of the Anm material 
model. 
 
Concrete specimen of the size 150 mm in the cubic shape is simulated by the Anm material model. 
The specimen has two phases, the mortar matrix and crushed stone aggregates. Non-periodic 
material boundary applies, which requires all the particles are inside the specimen and no part of a 
particle can pass through a surface. The total mass of the crushed stones is 2653 g, the 
corresponding volume is 1001132 mm3, and 64% of which are in the sieve 8~16 mm, the rest 36% 
are in the sieve 4~8 mm. The particle size is taken as the particle width and its distribution for the 
coarse aggregates is given in Figure 1. The volume percentage of the crushed stones in the concrete 
specimen is 30%. The simulated material structure of the concrete specimen with irregular shape 
crushed stones is sketched in Figure 2. 
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Figure 1. Particle size distribution for the coarse aggregates in concrete 

 
 

 
Figure 2. The material structure of the 150 mm concrete specimen with irregular shape crushed stones 
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3. Fracture processes in the numerical concrete 
 
The fracture processes in concrete can be predicted by the lattice fracture model. The material 
structure of concrete is obtained in the previous section, and the next step is to evaluate its 
mechanical performance by simulating a uniaxial tensile test on it. To reduce the computational 
effect, a smaller specimen of the size 40 mm is cut out from the original 150 mm specimen at its 
center. The 40 mm concrete specimen is then digitized at the resolution of 1 mm, and consists of 
two solid phases namely stone and mortar. A lattice network is constructed based on the digital 
concrete specimen, and three types of lattice elements are identified, which represent crushed stone, 
mortar and interface respectively, as shown in Figure 3. The local mechanical properties are given 
in Table 1. The properties of the lattice elements representing mortar are varied randomly to reflect 
the heterogeneity of mortar phase. 
 

 
Figure 3. Lattice mesh of the 40 mm numerical concrete specimen 

 
Table 1. Local mechanical properties of stone, mortar and interface elements in concrete 

 Young's modulus (GPa) Tensile strength (MPa) 
Stone 70 24 

Mortar 17~65 1.1~19.5 
Interface 41 1 

 
A uniaxial tensile test is simulated on the lattice system meshed from the 40 mm concrete specimen 
as shown in Figure 3, using the local mechanical properties listed in Table 1. All the lattice nodes on 
the bottom surface of the specimen are fixed, and a unit prescribed displacement is imposed on the 
nodes located on the top surface, as illustrated in Figure 4. 
 
The lattice fracture analysis consists of multiple steps. At every analysis step it is required to 
determine the critical element and the corresponding system scaling factor after the calculation of 
comparative stress in every lattice element. The critical element is the one with highest 
stress/strength ratio when the system is loaded by a unit prescribed displacement. The inverse of the 
ratio is defined as a system scaling factor. The system scaling factor, together with the reactions on 
the restraint boundaries, determines one scenario of critical load-displacement pairs. The critical 
element is removed from the system and if the system does not fail completely yet, it is recomputed 
as the system is updated due to the element removal. Multiple analysis steps are carried out until the 
system fails. Hence a set of load-displacement pairs can be obtained and used to plot the 
load-displacement diagram, which can be converted to a stress-strain diagram later to represent the 
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constitutive relation of the material. The step-by-step removal of critical lattice elements indicates 
the microcracks evolution in the specimen. Thus the microcracks propagation and the cracks pattern 
in the final failure state can also be simulated. 
 

 
Figure 4. Uniaxial tensile test setup 

 
For the example given in this paper, the resulting stress-strain response is presented in Figure 5, and 
some mechanical properties can be computed as given in Table 2. 
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Figure 5. Simulated stress-strain response of the 40 mm concrete specimen 

 
 

Table 2. Simulated mechanical properties of the 40 mm concrete specimen 
Young's modulus 

(GPa) Tensile strength (MPa) Strain at peak load Fracture energy (J/m2) 

31 1.8 0.04% 127 
 
The pattern of the simulated stress-strain response of the 40 mm concrete specimen is similar to the 
one observed in laboratory, and the mechanical properties computed from the stress-strain diagram 
are also located within the reasonable range. 
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4. Summary and conclusions 
 
In this paper a material structure of concrete is simulated by the Anm material model. A number of 
irregular shape particles are planted in a matrix, representing coarse aggregates in mortar. This 
material structure of concrete is then converted into a voxelized image. After that a random lattice 
mesh is made, and three types of lattice elements are identified, which represent aggregates, matrix 
and interface respectively. A uniaxial tensile test is set up and simulated by fixing all the lattice 
nodes at the bottom of the specimen and imposing a prescribed unit displacement onto all the nodes 
at the top. The lattice fracture analysis gives the stress-strain response and microcracks propagation, 
from which some mechanical properties such as Young's modulus, tensile strength and fracture 
energy can be predicted. The simulated mechanical properties of the numerical concrete specimen 
are quite reasonable, which is a positive evidence that proves the feasibility of the proposed 
modeling procedures. 
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Abstract  Fracture is a common and significant failure mode of high arch dam. Current theories are still 
limited in fracture analysis of 3-D structure. In this paper, deformation reinforcement theory (DRT) is 
deduced and elaborated with a definition of stability that an elasto-plastic structure is stable if equilibrium 
condition, kinematical admissibility and constitutive equations can simultaneously be satisfied under given 
external loads. Furthermore, a global stability analysis method of elasto-plastic structure based on DRT is 
presented. Unbalanced forces can be used to evaluate the stability of structure and indicate fracture initiation 
and propagation. FEM expression of DRT is deduced and implemented in a three dimensional nonlinear 
FEM program, and successfully applied in dam heel cracking and multi-crack analysis of arch dam. As 
statically indeterminate structure, high arch dam is capable of stress redistribution to some extent while 
cracking occur. This process was expressed in FEM program by iteration and convergence of unbalanced 
forces. Both elasto-plastic FEM analysis and geo-mechanical experiments are performed on Baihetan and 
Xiaowan arch dams. Results show that unbalanced forces can be used as the indication of fracture initiation 
and propagation. 
 
Keywords  arch dam, cracks, fracture, stability, unbalanced force 
 
1. Introduction 
 
From the point of view of failure analysis, fracture is a common and significant failure mode of 
high arch dam, which may result in many problems. In fracture analysis, various factors should be 
taken into consideration, e.g., material properties, surface notches, cracks, shape and size of 
structure and working conditions. Those factors present many challenging problems of practical 
importance range from the micro-scale cavity of materials to macro-scale cracks in engineering 
structures. 
Fracture mechanics has now developed many branches such as linear elastic fracture mechanics 
(LEFM), nonlinear fracture mechanics, fatigue analysis (e.g., lifetime prediction) and dynamic 
fracture mechanics. Irwin and Orowan extended Griffith’s classical work on brittle materials and 
proposed both stress and energetic criterions to analyze cracking [1–3], i.e., the stress intensity 
factor (SIF) and energy release rate, which provided precise measure of fracture toughness and 
succeeded in predicting cracking behavior. Some significant advances were made by theoretical and 
experimental mechanics researchers in nonlinear fracture analysis. Wells suggested to assess ductile 
fracture toughness with crack opening displacement (COD) [4]. Rice proposed J-integral that 
characterize the intensity of near tip elastic-plastic deformation fields [5]. Besides, numerical 
methods have developed rapidly, including Finite Element Method (FEM), Discrete Element 
Method (DEM), Boundary Element Method, eXtended FEM, Numerical Manifold Method and etc. 
Those theories mentioned above are based on planar analysis. There is still severe limitation on the 
applicability of those theories when extended to three-dimension structure. Besides, very little 
progress has yet been made on understanding the nucleation, growth and interaction of cracks. The 
description of multi-crack behavior involves complex nonlinear overall deformation, which is 
beyond the capacity of common numerical methods based on linear plastic. 
This paper presents a new approach to deal with cracks in stability and fracture analysis of 3-D 
structure. Unbalanced force, derived from the Deformation Reinforcement Theory (DRT) [6, 7], 
could be the criterion of initiation of fracture, the distribution area and magnitude of which could 
indicate fracture propagation direction [8]. FEM expression of DRT was deduced and implemented 
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in a three dimensional nonlinear FEM program, and successfully applied in dam heel cracking and 
multi-crack analysis of arch dam. Both FEM analysis and geo-mechanical experiments are 
performed on Baihetan and Xiaowan arch dams. Results show that unbalanced forces can be used as 
the indication of fracture initiation and propagation. 
 
2. Deformation Reinforcement Theory 
 
2.1. Definition of structural stability  
 
Geotechnical structure are characterized by magnificent scale and complicated configurations and 
working conditions. The classical elasto-plastic theory aims at solving the displacement and stress 
fields that simultaneously satisfy all the basic equations in boundary value problem, including 
kinematic admissibility, equilibrium condition and constitutive equations. However, the existence of 
such solution requires that the structure is stable, i.e., a state where no failure occurs [9]. Structural 
instability occurs when action is greater than resistance, and the difference between action and 
resistance defines the unbalanced force. Considering the arbitrary kinematical and equilibrium 
stress-field, 1σ , which is termed the trial elastic stress: 

e
1 0 0 := + Δ = + Δσ σ σ σ εD .                         (1) 

The kinematical and stable stress-field, σ , which is the real stress response, could be identified by 
the following minimization problem: 

( ) ( )
( ) ( ) ( )1 1

min , 0,

1 : : .
2

∀ ≤

=

yc yc

yc yc yc

E f

E

σ σ

σ σ − σ σ − σC
                     (2) 

Eq. (2) is known as the closest-point projection method (CPPM) [10], as shown in Fig. 1.  

 
Figure 1. Diagram of elastic-plastic stress adjustment 

The difference between 1σ  and σ  is the plastic-stress increment field pΔσ : 
p

1Δ = −σ σ σ .                                (3) 
The plastic-stress increment field pΔσ  leads to the plastic-strain increment field p p:Δ = Δε σC , 
while C is the fourth-order compliance tensors. 
Clearly, the minimization variable σ  restricted by the yield criterion can be viewed as the material 
resistance while the minimization objective E in Eq. (2), termed the volume density of the plastic 
complementary energy (PCE), represents the difference between the plastic dissipations of the stress 
action and the material resistance, 

( ) ( ) ( )1 1
1 : : .
2

=E σ σ − σ σ − σC                          (4) 

Thus, stability of a material point can be interpreted as the condition that the stress action is greater 
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than the material resistance in the sense of plastic dissipation: ( ) 0>E σ . Furthermore, stability of 
a structure whose volume is V can be deduced as 

p p1 : : d
2

Δ = Δ Δ∫
V

E Vσ σC .                           (5) 

This equation shows that ΔE is also the norm of plastic-stress increment field pΔσ . If ΔE = 0, then 
pΔσ  is always zero and the structure is stable. If ΔE > 0, the structure is unstable. 

 
2.2. Expression in FE analysis 
 
In this section, DRT is deduced and implemented in elasto-plastic FE analysis. For simplicity, the 
problem is restricted in displacement method, which means the kinematic admissibility is naturally 
satisfied. 
Since 1σ  is a equilibrium stress-field, it satisfies equilibrium condition: 

 T
1d=∑∫Ve

e
VσF B .                              (6) 

F is equivalent nodal force vector of external loads. B denotes the displacement gradient matrix.  
Applied with Eq. (3) and after simple manipulations, Eq. (6) can be recast into the following 
expression: 

T p T T
1d ( )d dΔ = Δ = − = −∑ ∑ ∑∫ ∫ ∫U B B  F Bσ σ σ σ

Ve Ve Ve
e e e

V V V .         (7) 

ΔU is the driving force of the deformation process that can be termed the unbalanced force. It’s also 
referred to as the residual force in FEM, which is a set of equivalent nodal forces of the difference 
between the two stress fields 1σ  and σ . 
 
2.3. Fracture analysis based on DRT 
 
Liu Y. R. et al. proved both theoretically and experimentally that the unbalanced force can be used 
as the prediction and measurement of failure mechanism [8]. Failure occurs where there is 
unbalanced force subjected to prescribed loads, and the structure is unstable in the sense of PCE. So 
the unbalanced force can be used to evaluate fracturing of structure. 
According to DRT, unbalanced forces are the driving force of structural failure, and fracture is part 
of the failure mechanism. Thus, unbalanced forces could be the determination of fracture location. 
The area where unbalanced forces occur is the location where the fracture initiates. Furthermore, the 
amount of unbalanced force incurred by external load represents the extent of fracture propagation. 
The development of unbalanced forces is the process of propagation of the fracture. 
 
3. Application in high arch dam 
 
In this section, unbalanced forces are applied to indicate initiation of dam heel cracking, and to 
verify the dominating cracks from multi-crack arch dam. 
 
3.1. Dam heel cracking analysis of Baihetan arch dam 
 
Baihetan arch dam, located in an asymmetrical “V”-shaped valley, is 289 m high. Both 3-D finite 
element numerical and geo-mechanical experiments are performed. The finite element mesh model 
is shown in Fig. 2(a). Various rock materials and faults are simulated. The size of FE model is as 
follows: 
Upper stream: 1.5 times of the height of dam (500 m);  
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Down stream: 2.5 times of the height of dam (700 m);  
Left and right banks: 3 times of the height of dam (800 m each);  
Height above the dam: 50 m;  
Height beneath the dam: 324 m. 
Fig. 2(b) is photo of the arch dam model and distribution of devices. The geo-mechanical model is 
built in a steel frame whose size is 4.6 m×4.6m×2.8 m. The model scale is 1:250. 
 

  
(a) Numerical mesh                         (b) geo-mechanical model 
Figure 2. Numerical mesh and geo-mechanical model of Baihetan arch dam 

 
Fig. 3 shows that unbalanced forces of upstream surface concentrate near the foundation plane, 
especially the dam heel near river bed area. Unbalanced forces distribution contour of dam heel in 
different work conditions are shown in Fig. 4. The unbalanced forces concentrated in the upstream 
river bed area near the dam heel instead of the dam itself, where there is a fault crossing. 
Unbalanced forces form a significant banding in this area, which is termed as the indication of 
cracks initiation. 
Cracking status of the dam heel near river bed area during the geo-mechanical test are illustrated in 
Fig. 5. When work load reaches 1.5 times water pressure, micro-cracks initiate in the upstream river 
bed about 14.5 m away from dam heel, which agrees with the FE analysis results. Cracks propagate 
as work load increases to 2.0 times water pressure, and begin to penetrate through the river bed. 
 

 
Figure 3. Unbalanced forces distribution of upstream surface 

 

     
(a) 1.5 times water pressure          (b) 2.0 times water pressure 

Figure 4. Unbalanced forces distribution of dam heel 

crack 

Dam

crack 

Dam 
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(a) 1.5 times water pressure           (b) 2.0 times water pressure 

Figure 5. Cracking status of the dam heel near river bed area 
 
3.2. Fracture analysis of Xiaowan arch dam 
 
Xiaowan arch dam is subjected to numerous cracks due to the temperature control program. In the 
following example, we simulate the major cracks in the dam and analyze parameters sensitivity 
with DRT method. Results and conclusions of geo-mechanical model test are also given as 
comparison with numerical method. 
FE computation model of Xiaowan includes 58989 nodes and 53850 elements, while 11 cracks in 
the dam are simulated with thin layer elements, as shown in Fig. 6. Since engineering measures 
have been applied, the parameters of crack elements are as follows: E=5GPa, μ=0.3, γ=27.5kN/m3, 
f=1.12, c=0.9MPa. Parameters E, f, c are reduced with certain percentages in five schemes, 
respectively 100% (scheme 1), 50% (scheme 2), 30% (scheme 3), 10% (scheme 4) and 5% (scheme 
5). Both normal and overload conditions are included in each scheme. Unbalanced forces of cracks 
and dam heel in scheme 1 and 3 are given by Table 1 and Table 2. 

 
Figure 6. Distribution of cracks in Xiaowan arch dam 

Table 1. Unbalanced forces of cracks and dam heel in scheme 1 (104 N) 

No. Crack Dam weight Water pressure 1.5 times water 
pressure

2 times  
water pressure 

2.5 times water 
pressure

1 13lf-1 0.06 0.00 0.36 1.36 32.50
2 13lf-2 0.01 0.00 1.23 4.84 76.41
3 20lf-1 0.02 0.00 0.00 0.00 13.92
4 20lf-2 0.00 0.00 0.58 6.63 11.95
5 22lf-1 0.00 0.00 0.00 0.00 0.00
6 22lf-3 0.00 0.00 0.00 0.00 0.00
7 22lf-4 0.00 0.00 0.00 0.00 0.00
8 25lf-1 0.00 0.00 0.00 0.00 1.04
9 28lf-1 0.01 0.00 0.00 0.00 3.99

10 28lf-2 0.05 0.00 1.91 13.10 24.79
11 30lf-1 0.00 0.01 0.41 16.73 29.77

Dam heel 4122.63 40249.56 257289.9 415601.5 561660.5
* Crack 13lf-1 in the table means the first crack in No. 13 dam section, and so on. 

dam dam 

crack crack 
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Table 2. Unbalanced forces of cracks and dam heel in scheme 3 (104 N) 

No. Crack Dam weight Water pressure 1.5 times water 
pressure

2 times 
water pressure 

2.5 times water 
pressure

1 13lf-1 0.11 0.88 1.59 3.11 38.11
2 13lf-2 0.04 1.98 25.22 67.44 92.83
3 20lf-1 0.13 0.00 0.00 0.00 14.30
4 20lf-2 0.00 18.05 597.84 1902.98 3216.86
5 22lf-1 0.00 0.00 0.00 0.00 0.00
6 22lf-3 0.06 0.00 0.00 0.00 0.00
7 22lf-4 0.00 0.00 0.00 0.00 0.00
8 25lf-1 0.25 0.00 0.00 0.00 0.47
9 28lf-1 155.71 0.00 0.95 20.05 110.01

10 28lf-2 0.65 18.39 2321.18 9522.02 18778.98
11 30lf-1 69.33 0.19 29.91 124.81 897.03

Dam heel 4005.15 40225.05 257428.3 415430.9 561604.5
 
Table 1 and Table 2 show that unbalanced forces of dam heel increase earlier than cracks in the dam. 
Dam heel contributes the major unbalanced forces in all condition. Namely, dam heel cracking 
occurs before any crack propagates. Among all existing cracks, 20lf-2 and 28lf-2 are the dominating 
cracks in the process of fracture propagation. 
The final crack status of upstream dam surface in geo-mechanical model test is shown in Fig. 7. In 
normal working condition, dam cracks are mostly in compression-shear state, and neither yielding 
nor tension fracture is involved. Dam heel cracking occurs as the work load increases to 1.7~3.0 
times normal pressure. There is no sign of crack propagation in the dam during the test. Instead, 
cracks that occur on the dam surface begin to extend after the work load reaches 4.0 times normal 
pressure. Experimental results indicate that dam heel cracking, compared with dam cracks, is the 
dominating problem of Xiaowan arch dam, which is corresponding to FEM results. 
 

 
Figure 7. The final crack status of upstream dam surface 

 
4. Conclusions 
 
This paper presents a new approach to deal with cracks in stability and fracture analysis of 3-D 
structure. Unbalanced force, derived from the Deformation Reinforcement Theory (DRT), could be 
the criterion of initiation of fracture, the distribution area and magnitude of which could indicate 
fracture propagation direction. FEM expression of DRT is deduced and implemented in a three 
dimensional nonlinear FEM program, and successfully applied in dam heel cracking and 
multi-crack analysis of arch dam. Both elasto-plastic FEM analysis and geo-mechanical 
experiments are performed on Baihetan and Xiaowan arch dams. Dam heel cracking and 
multi-crack propagation analysis are presented. Results of geo-mechanical experiments show great 
agreement with FEM analysis. Unbalanced forces can be used as the indication of fracture initiation 
and propagation. 
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ABSTRACT 
 

In civil engineering, materials subjected to stress or strain states a quantitative evaluation of 
damage is of great importance due to the critical character of this phenomena, which at certain point 
suddenly turns into catastrophic failure. 

An effective damage assessment criterion is represented by the statistical analysis of the 
Acoustic Emission (AE) amplitude distribution signals that emerges from the growing micro-
cracks. The amplitudes of such signals are distributed according to the Gutenberg- Ritcher (GR) law 
and characterized through the b-value which systematically decreases with damage growth. 

The b-value analysis was conducted on two experimental tests carried out on concrete 
specimens loaded up to failure. The first one is a prismatic specimen subjected to uniaxial 
compression load, the second one is a pre-cracked beam subjected to three point bending test. 

The truss-like Discrete Element Method (DEM) was used to made numerical simulation on the 
experimental tests. The comparison between experimental and numerical analyses, in terms of load 
vs. time diagram and AE data, elaborated throughout the b-value and signals frequencies variations, 
provided results in good agreement. 

 
Key words: Concrete; Lattice model; AE technique; b-value; Damage parameter. 
 

1.  INTRODUCTION 
 
The most advanced method for a non-destructive quantitative evaluation of damage progression is 
the acoustic emission (AE) technique. Physically, AE is a phenomenon caused by a structural 
alteration in a solid material, in which transient elastic-waves due to a rapid release of strain energy 
are generated. AEs are also known as stress-wave emissions. 

AE waves, whose frequencies typically range from kHz to MHz, propagate through the 
material towards the surface of the structural element, where they can be detected by sensors which 
turn the released strain energy packages into electrical signals  Traditionally, in AE testing. a 
number of parameters are recorded from the signals, such as arrival time, velocity, amplitude, 
duration and frequency. From these parameters damage conditions and localization of AE sources 
in the specimens are determined, Carpinteri et. al. (2009). 

Using the AE technique, an effective damage assessment criterion is provided by the statistical 
analysis of the amplitude distribution of the Acoustic Emission (AE) signals generated by growing 
microcracks. The amplitudes of such signals are distributed according to the Gutenberg-Richter 
(GR) law, N(≥A)∝ A−b, where N is the number of AE signals with amplitude ≥ A. The exponent b of 
the GR law, the so-called b-value, changes with the different stages of damage growth: while the 
initially dominant microcracking generates a large number of low-amplitude AE signals, the 
subsequent macrocracking generates fewer signals of higher amplitude. On the other hand, the 
damage process is also characterized by a progressive localization identified through the fractal 
dimension D of the damaged domain. It may be proved that 2b=D (Aki(1967), Carpinteri 1994; 
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Turcotte (2003) ; Rundle et al. (2003); Carpinteri et al. (2008) ). Therefore, by determining the b-
value it becomes possible to identify the energy release modalities in a structural element during the 
AE monitoring process. The extreme cases envisaged are D = 3.0, which corresponds to b=1.5, a 
critical condition in which the energy release takes place through small defects evenly distributed 
throughout the volume, and D=2.0, which corresponds to b = 1.0, when energy release takes place 
on a fracture surface. In the former case diffused damage is observed, whereas in the latter case two 
dimensional cracks are formed leading to the separation of the structural element. 

Moreover, in seismology, the energy released during an earthquake can be linked with 
seismogram amplitude thanks to the classical expression proposed by Ritcher (1958), Ess  ∝ Ac, 
where: A is the earthquake amplitude, and c=[1.5, 2] is an exponent obtained experimentally from 
earthquakes measurements. Another expression appearing in a seismological context, in Chakrabarti 
and Benguigui (1997), is N(>=Ess)∝ Ess

-d, where N is the cumulative distribution of released energy 
and d=[0.8,1.1] is an exponent obtained from earthquakes observations. 
 
2 RELATIONSHIP BETWEEN SIGNAL AMPLITUDE AND THE NUMBER OF AE 
EVENTS  
 
Magnitude (m) is a geophysical log-scale quantity which is often used to measure the amplitude of 
an electrical signal generated by an AE event. Magnitude is related to amplitude (A), expressed in 
volts (V), by the following equation: 
 

m = Log A.                                                                  (1) 
 

The widely accepted Gutenberg–Richter (GR) law, initially proposed for seismic events, 
describes the statistical distribution of AE signal amplitudes : 
 

N(≥A) = ζΑ−b,                                                              (2) 
 
where ζ and exponent b are coefficients that characterize the behavior of the model. We shall focus 
our attention on coefficient b.  
 

By rewriting Eq. (2.2) as a logarithmic equation: 
 

Log( N≥A) = Log ζ−bm,                                                   (3) 
 
where N is the number of AE peaks with magnitude greater than m, and coefficient b, referred to as 
‘‘b-value”, is the negative slope of the Log N vs. m diagram. Microcracks release low-amplitude 
AEs, while macrocracks release high-amplitude AEs. This intuitive relationship is confirmed by the 
experimental observation that the area of crack growth is proportional to the amplitude of the 
relative AE signal Pollock (1973). 

From Eq. (2.3) we find that a regime of microcracking generates weak AEs, and therefore leads 
to relatively high b-values (raising the threshold m, gives rise to a fast decline in the number of 
surviving signals). When macrocracks start to appear, instead, lower b-values are observed. 

Therefore the analysis of the b-value, which changes systematically with the different stages of 
fracture growth has been recognized as a useful tool for damage level assessment. In general terms, 
the fracture process moves from micro to macrocracking as the material approaches impending 
failure and the b-value decreases. While testing the materials undergoing brittle failure, the b-value 
is found to be around 1.5 in the initial stages. It then decreases with increasing stress level to ≈1.0 
and even less as the material approaches failure: 
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Furthermore, as pointed out in Carpinteri et. al. (2009), the statistical analysis of b-values is 
closely correlated with the fractal geometry approach in the damage and fracture mechanics of 
heterogeneous materials. Fractal geometry is the natural tool to characterize self-organized 
processes, emphasizing their universality and the scaling laws arising at the critical points. 

 

3. THE TRUSS-LIKE DISCRETE ELEMENT METHOD 

The truss-like DEM used in this work represents the continuum by means of a periodic spacial 
arrangement of bars with the masses lumped at their ends. A lumped mass of ( 3 2Lρ ) corresponds 
to each internal node, where ρ is the density and L the length of a cubic module. The nodes will 
have a lumped mass of ( 3 16Lρ ) if they are localized in the corner, ( 3 8Lρ ) on the edges and 
( 3 4Lρ ) on a free surface. The discretization uses a basic cubic module constructed using 20 bar 
elements and 9 nodes showed in Figure 1(a) and 1(b). Every node has three degrees of freedom, 
which are the three components of the displacement vector in the global reference system.  
 

 
Figure 1. DEM discretization strategy: (a) basic cubic module, (b) generation of a prismatic body. 

 
In case of an isotropic elastic material, the cross-sectional area Al of the longitudinal elements 

(those defining the edges of the module and those parallel to the edges connected to the node 
located at the centre of the module) in the equivalent discrete model is: 

2
lA Lφ=                                                                       (4) 

where L is the length of the side of the cubic module under consideration. The function 
( ) ( )9 8 / 18 24φ δ δ= + + , where ( )9 / 4 8δ ν ν= − , accounts for the effect of the Poisson’s ratio ν. 

Similarly, the area Ad of the diagonal elements is: 

22

3
dA Lδφ=                                                                (5) 

The coefficient 2 3  in equation (2) accounts for the difference in length between the longitudinal 

and the diagonal elements, this is, 2 3 dL L= ⋅ . 

To arrive at expression of φ it is necessary to have equivalence between the isotropic elastic 
coefficient matrix and a computation of the equivalent directional properties of the bars as proposed 
by Nayfes Heftzy (1978). 

y 

x(b)

z 

(a) 

L 
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It is important to point out that for ν = 0.25, the correspondence between the equivalent discrete 
solid and the isotropic continuum is complete. On the other hand, discrepancies appear in the shear 
terms for values of ν ≠ 0.25. These discrepancies are small and may be neglected in the range 0.20≤ 
ν ≤0.30. For values outside this range, a different array of elements for the basic module should be 
used (see Nayfeh and Hefzy, 1978). It is interesting to note that while no lattice model can exactly 
represent a locally isotropic continuum, it can also be argued that no perfect locally isotropic 
continuum exists in practical engineering applications. Isotropy in solids is a bulk property that 
reflects the random distribution of the constituent elements orientation. 
The equations of motion are obtained from equilibrium conditions of all forces acting on the nodal 
masses, resulting in a system of equations of the form: 

( ) ( ) +  +  - 0t t =M x Cx F P&& &                                                      (6) 

in which x , x&  and x&&  denote vectors containing the nodal displacements, velocities and 
accelerations, respectively, while M and C are the mass and damping matrices, both are diagonals 
and the damping matrix is proportional only to the mass. The vectors ( )tF  and P (t) contain the 
internal and external nodal load.   

Following the Courant-Friedrichs-Lewy criterion (see Bathe, 1996), the stability of the 
integration scheme is ensured by limiting the size of the time step. For the present implementation, 
the elements in the worst condition (this is, those requiring the smallest Δt) are the diagonal ones. 
Thus, considering the relationships in Equations (4) and (5), the limitation to the time increment is: 

0.6L
t

Cρ

Δ ≤                                                                            (7) 

where Cρ  is the longitudinal wave speed, 

/C Eρ ρ=                                                                        (8) 

The truss-like DEM has a natural ability to model cracks. They can be introduced into the 
models as pre-existent features and as the irreversible effect of crack nucleation and propagation. 
Pre-existent cracks are modeled using a simple strategy which consists in duplicate  the nodes 
located on the crack surface together with the elimination of the elements connecting the material 
on both sides of the crack. This way, the DEM discretization is allowed to “open” along the crack 
locus, and pre-existent cracks are integrated seamlessly into the DEM formulation. Crack nucleation 
and propagation make use on non-linear constitutive models for material damage which allow the 
elements to break when they attain a critical condition. The details about the formulation and 
implementation of these non-linear constitutive models are given in the next section. 

3.1 Non-linear constitutive models for material damage 

Rocha et al. (1991) extended the lattice method here implemented (DEM) to model quasi brittle 
materials. To this end, they introduced the bilinear constitutive relationship illustrated in Figure 2. 
This constitutive law aims to capture the irreversible effects of crack nucleation and propagation by 
accounting for the reduction in the element load carrying capacity. The area under the force versus 
strain curve (the area of the triangle OAB in Figure 2) is the energy density necessary to fracture the 
area of influence of the element. Thus, for a given point P on the force vs. strain curve, the area of 
the triangle OPC represents the reversible elastic energy density stored in the element, while the 
area of the triangle OAP is the dissipated fracture energy density. Once the dissipated energy 
density equals the fracture energy, the element fails and loses its load carrying capacity. On the 
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other hand, in the case of compressive loads the material behaves as linear elastic. Thus, the failure 
in compression is induced by indirect traction. This assumption is reasonable for quasi-brittle 
materials for which the ultimate strength in compression is usually from five to ten times larger than 
that in tension (see Kupfer and Gerstle, 1973). 
 

 
Figure 2. Triangular constitutive law adopted for DEM uni-axial elements. 

 
Constitutive parameters and symbols in Figure 2 are (see Rocha et al., 1991; and Riera and Rocha, 
1991): 
 
• Force, F: the element axial force as a function of the longitudinal strain ε. 

• Element area, A: depending whether a longitudinal or a diagonal element is considered the 
values for Al or Ad, see equations (4) and (5), should be adopted. 

• Element stiffness: depending whether a longitudinal or a diagonal element is obtained 
multiplying the Young Modulus (E) by Al or Ad, should be adopted.  

• Length of the DEM module, L. 

• Specific fracture energy, Gf: the fracture energy per unit area, which is coincident with the 
material fracture energy, Gc. 

• Equivalent fracture area, f
iA : this parameter enforces the condition that the energy dissipated 

by the fracture of the continuum material and its discrete representation are equivalent. With 
this purpose, a cubic sample with dimensions L×L×L is considered. The energy dissipated when 
a continuum sample fractures into two parts due to a crack parallel to one of its faces is 

2
f fG G LΓ = Δ =                                                                (9) 

where Δ is the fracture area. By contrast, the energy dissipated when the DEM module fractures 
in two parts has to account for the contribution of five longitudinal elements (four coincident 
with the module edges and one internal one) and four diagonal elements, see Figure 1(a). Then, 
the energy dissipated by a DEM module can be written as follows 

2

2
DEM

2
4 0.25 4  

3
f A A AG c c c L

⎛ ⎞⎛ ⎞Γ = + +⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠
                                  (10) 

Damage energy, 
Udmg 

Elastic strain 
energy, Uel 

EAi 

F 

ε 

εp 

P 

O 

A 

C 

B 

εr  
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where the first term in the sum accounts for the four edge elements, the second term accounts 
for the internal longitudinal element, and the third term considers the contribution of the four 
diagonal elements. It is worth noting that the coefficient 0.25 in the first term accounts for the 
general case of an internal module with its four edge elements shared with four neighbors 
modules. When dealing with modules on the model surface, some of the edge elements could be 
shared by two elements or not shared at all. For such cases expression (10) has to be modified 
accordingly.  
The coefficient cA in equation (10) is a scaling parameter used to enforce the equivalence 
between Γ and ΓDEM. Thus, equating expressions (9) and (10) results 

              2 222

3f f AG L G c L⎛ ⎞= ⎜ ⎟
⎝ ⎠

                                                        (11) 

from which it can be easily deduced that 3 22Ac = . Finally, the equivalent transverse fracture 

area of the longitudinal elements is 

( ) 23 22f
lA L=                                                              (12) 

while for the diagonal elements is 

( ) 24 22f
dA L=                                                              (13) 

•  Critical failure strain (εp): the maximum strain attained by the element before damage initiation 
(point A in Figure 2). The relationship between εp and the specific fracture energy, Gf, is given 
in terms of Linear Elastic Fracture Mechanics concepts. In this way 

( )21
f

p f

G
R

E
ε

ν
=

−
                                                       (14) 

where fR  is the so-called failure factor, which accounts for the presence of an intrinsic defect of 

size d. fR  is defined as 

1
fR

Y d
=                                                                 (15) 

where Y is a dimensionless parameter that depends on both the specimen and the crack 
geometry. 
It is worth noting here that the intrinsic defect size, d, is predetermined, and it could be consider 
as a material property.  
Any disorder in the material properties is introduced to the model by specifying a random 
distribution in the specific fracture energy, Gf.  

• Limit strain (εr): the strain value for which the element loses its load carrying capacity (point C 
in Figure 2). This value must be set to satisfy the condition that, upon the failure of the element, 
the dissipated energy density equals the product of the element influence area, f

iA  , times the 
specific fracture energy, Gf, divided by the element length. This is 

( )
2

0

   

2

r f
f i r p i

i

G A K E A
F d

L

ε
ε

ε ε = =∫                                              (16) 
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in which the sub indexes i have to be specialized to l or d depending whether the element under 
consideration is a longitudinal or diagonal one, respectively. 
The coefficient Kr in equation (16) is a function of the material properties and the element 
length, Li. With equation (16), the expression for Kr can be retrieved: 

2

2f
f i

r
p i i

G A
K

E A Lε
⎛ ⎞⎛ ⎞⎛ ⎞

= ⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠⎝ ⎠
                                                       (17) 

In order to guarantee the stability of the algorithm, the condition Kr ≥ 1 must be accomplished 
(Riera and Rocha, 1991). In this sense it is interesting to define the critical element length 

2
2

f
f i

cr
p i

G A
L

E Aε
⎛ ⎞⎛ ⎞

= ⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠
                                                        ( 18) 

The coefficient 
f

i

i

A

A

⎛ ⎞
⎜ ⎟
⎝ ⎠

 in equation (18) is 
3

22

f
l

l

A

A φ
⎛ ⎞

=⎜ ⎟
⎝ ⎠

 and 
3

11

f
d

d

A

A δφ
⎛ ⎞

=⎜ ⎟
⎝ ⎠

 for the longitudinal 

and diagonal elements respectively (see equations (4), (5), (12) and (13)). In the special case of 
an isotropic continuum with ν =0.25, the value of the functions δ=1.125 and φ=0.4, which 

results in 0.34
f f

l d

l d

A A

A A

⎛ ⎞ ⎛ ⎞
≈ ≈⎜ ⎟ ⎜ ⎟

⎝ ⎠ ⎝ ⎠
. Thus, for practical purposes a single value of the critical 

element length can be used for both the longitudinal and diagonal elements. Therefore, the 
above stability condition can be expressed as: 

1cr
r i cr

i

L
K L L

L
= ≥ ⇒ ≤                                                   (19) 

There is a maximum element length which preserves the stability of the element constitutive 
relationship. 
Finally, the expression for the limit strain is 

r r pKε ε=                                                                   (20) 

It is interesting to note that in contrast to the usual practice in finite and boundary elements, the 
constitutive relationship in the DEM is not a function of the material properties only. The element 
constitutive relationship introduced above is defined in terms of parameters which are material 
properties (εp, E, Rfc and Gf), depend on model discretization ( f

iA  and L) and depend on both, the 
material properties and the model discretization ( A

iE  and εr). Besides, it is worth noting that 
although the DEM uses a scalar damage law to describe the uniaxial behavior of the elements, the 
global model accounts for anisotropic damage since it possesses elements orientated in different 
spatial directions. More sophisticated constitutive law that lets us incorporate more flexibility in the 
shape of the constitutive law and including plasticity discharge is published in Kosteski et al. 
(2011).  

Studies about mesh convergence carried with DEM using mesh coarser that presented in the 
applications are shown in Kosteski et al. (2011), Miguel (2010). When we have interest in 
calibrating some problem it is necessary to adjust four parameters for a simple test that are, the 
global Elastic modulus (E), the density ρ, the Gf that is connected directly with the material 
toughness and the called critical strain εp connected with the strain in which the global model lives 
to be linear. If the model takes into account the random nature of the material, for example 
considering a Gf as random field, the characteristic of the distribution and its correlation length must 
be also furnished. 
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Another important feature of this approach is the assumption that Gf is a 3D random field with 
a Weibull probability distribution.  

The local strain associated with maximum loading in each bar is called critical strain (εp). This 
value is also a random variable and its variability, which is measured using the coefficient of 
variation CV, is related to the Gf parameter by the following equation 

 
CV(εp) = 0.5 CV (Gf).                                                         (21) 

 
The minimum value of εp determined in all the specimen bars is associated with the global 

strain for which a specimen loses linearity.  
More exhaustive explanations of this version of the lattice model may be found in Kostesky  

(2011), (2012) Applications of the DEM in studies involving non-homogeneous materials subjected 
to fracture, such as concrete and rock, may be found in Riera and Iturrioz (1998), Dalguer et al. 
(2003)],  Miguel et al. (2008 ), Iturrioz et al. (2009), and Miguel et al. (2010). 
 
4. NUMERICAL AND EXPERIMENTAL RESULTS RELATED TO ACOUSTIC 
EMISSION 

 
In the following, illustrative experimental results as well as numerical simulations of laboratory 
tests aimed at the determination of the b value on small scale rock or concrete samples are described 
in detail. Updated information on the fundaments and performance of the lattice formulation of the 
Discrete Element Method (DEM) proposed by Riera (1984), which was employed in the numerical 
analyses reported below, may be found in Kosteski et al. (2011). The study will focus on Accoustic 
Emmission (AE) tests reported by Carpinteri et al. (2009). The first test consists of a 
160×160×500mm concrete prism subjected to uniaxial compression. The laboratory specimen was 
modeled by means of a 27×27×86 DEM cubic modules array, with the boundary conditions shown 
in Figure 5b. The parameters adopted in the DEM model are: Young´s modulus of the material 
E=9.0 GPa, mass density ρ=2500Kg/m2, mean value of the material toughness μ(Gf)=560N/m and 
the linear elastic limit strain εp=2.4×10−4. The random nature of the material is taken into account 
by assuming the toughness as a random field with a coefficient of variation CV= 0.5. The value of 
the concrete modulus E=9GPa was adopted on account of the fact that the test sample was 
subjected during 48 hours to a uniform compression load of 1300 kN, then unloaded. During the 
ensuing test the damaged specimen was reloaded up to its final collapse while monitored by AE 
sensors. Figure 5(b) shows the location of the AE sensor, at which accelerations in the direction 
normal to the specimen surface were computed employing the DEM.  

The second example consists of a three point bending test. The concrete specimen dimensions 
were (80×150×700mm) with a 30mm pre-fissure length in the middle. The AE sensor was mounted 
as indicated by the gray box in Figure 6(b). Material properties were E=35GPa, ρ=2500Kg/m2, 
mean value of the toughness μ(Gf)=130N/m and linear elastic limit strain εp=6.4×10−5. Additional  
details concerning the experiments are given by Carpinteri et al. (2009, 2009b). Again, the non-
homogeneous nature of concrete is taken into account in the numerical simulations by assuming that 
the toughness is a 3D random field with CV= 0.25, moreover the applied displacement rates on 
DEM models were reduced until no inertial effects could be detected in the output.   

Figure 3 shows the load vs. time diagrams measured in the experiments and determined herein 
by numerical simulation. The peak loads and the areas under the curves are similar in both 
examples, except for the loss of linearity of the experimental curve for uniaxial compression near 
the peak load, which suggests that large damage occurred before the peak, effect that is not 
observed in the numerical analysis. The load vs. time diagrams of both controlled displacement tests 
are quite different: in the compression test an explosive collapse occurs, while in the three point 
bending test a softening branch after the peak load is reached can be seen. Figure 4 shows the 
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normalized energy balance in both tests determined by numerical simulation. In the uniaxial 
compression test, 95% of the external work is available in the form of elastic energy when the final 
collapse occurs, resulting in an explosive failure. On the other hand, in the three point bending test 
the external work is smoothly dissipated during the entire process and the available potential energy 
at the end of the test is not sufficient to produce an explosive collapse. Note that Emax=Ue+Uk+Ud at 
t*. In both examples, due to the slow rate of loading, the kinetic energy remains low throughout 
most of the test, although when collapse occurs under uniaxial compression, there is a sudden shift 
of elastic energy to kinetic energy. The final rupture configurations observed in the experimental 
setup and predicted numerically can be seen for the uniaxial compression test in Figure 5 and for 
the Three Point Bend test in Figure 6. 

 

 
Figure 3. Load vs. time functions determined experimentally (continuous lines) and numerically (dashed lines): (a) Uniaxial 

compression test, (b) The three point bending test. 

 
A summary of the numerical results concerning Acoustic Emission (AE) for both tests is 

presented next. They are considered as AE signal in the numerical simulation the normal surface 
acceleration in points localized on the specimen. Figure 7 shows the occurrence of individual AE 
events as vertical bars on the time axis. The height of each bar is proportional to the intensity of the 
event, registered on the sample surface. The figure also shows the total load vs. time curves on the 
samples. Histograms of the number of AE events and the evolution with time of the accumulated 
number of events are shown in Figure 8 for the uniaxial compression test and for the three points 
bending test. Finally Figure 9 shows the relations between the number of AE events and their 
magnitudes in logarithmic scale. Straight lines were fitted to the simulated data within selected time 
intervals, as indicated in the graphs. The magnitude scale was normalized. All the signals utilized 
for the b-values calculation in the numerical simulation had higher amplitudes than the fixed 
threshold Athres. For this reason, only few events were identified in the simulation (about 200 in each 
example). By decreasing even further the displacement rate and adoting a lower threshold, it would 
be possible to identify more AE peaks, thus increasing the sample size, but the extension of the 
analysis was considered unnecessary. The values of b computed in both examples are compatible 
with the values determined experimentally by Carpinteri et al. (2009, 2009b). In addition, the 
numerical simulations reproduced the tendency observed in laboratory experiments, which show 
that b decreases towards values around unity as the degree of damage increases. Note that in the 
uniaxial compression test the b value was observed to decrease from 1.69 to  1.19, while according 
to DEM predictions it decreases from 1.47 to 1.16. In the laboratory bending test, b decreases from 
1.49  to 1.11, while the numerical simulation predicts a decrease from 1.10 to 1.03. 
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Figure 4. Energy balance vs time (Ue= elastic energy, Uk= kinetic energy, Ud= dissipated energy (a) Uniaxial compression 

(Emax=4888Nm), (b) Three point bending (Emax=0.65Nm). 

 
 

 
 

Figure 5. (a) Final rupture configuration of concrete specimen subjected to uniaxial compression (Carpinteri et al., 2009) and 
(b) collapse configuration predicted by DEM model after peak load is reached (only nodal masses are shown). The white 

rectangle indicates the position of the sensor. 

 
Finally Figure 10 presents plots of the logarithm of the number of events larger than given 

amplitudes vs. the logarithms of the amplitudes for the DEM simulations of the compression test 
(left plot) and of the three points bending test (right plot). Notice that the shape of these curves are 
similar to the typical curve for seismic data shown in Figure 3, which according to Scholz (2002), 
from the size distribution of subfaults, may be expected to present slopes given by b1= ⅔ and b2= 1. 
While similar values are usually found in actual seismic records for specific faults or seismic 
regions, they differ from some of the laboratory or numerical simulations results for small samples 
discussed herein.  

       
                             (a)                                                                           (b)                                                    
Figure 6. (a) Detail of the exerimental rupture configuration of the specimen subjected to Three Point Bending (Carpinteri et al., 

2009a) (b) Numerical rupture configuration according to DEM (only damaged bars are plotted). The small gray rectangle 
indicates the position of the sensor. 

UK 
Ud 
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Figure 7. The continuous curves indicate the total load in the DEM models, while the bars show the amplitudes of AE events. Both 

axis were normalized to the maximum value. (a) Uniaxial compression test, (b) Three points bending test. 

 
Figure 8. Histograms of the number of AE events and evolution with time of the accumulated number of AE events (thich line) and 

loas evolution (thin line) for: (a) Uniaxial compression test, (b) Three points bending test. 

 
5. CONCLUSIONS 
 
In this work, two experimental tests carried out on concrete specimens loaded up to failure are 
analyzed. One was a prismatic specimen subjected to uniaxial compressive loading, the other was a 
pre-cracked beam subjected to the three point bending test. For both examples experimental and 
numerical results are presented. The numerical simulations were performed using a version of the 
truss-like Discrete Element Method (DEM). During the tests, the Acoustic Emission (AE) technique 
was used to monitor the damage process taking place in the specimens. The numerical and 
experimental results obtained in the two examples are compared, and their intrinsic differences are 
identified. 

 

(a) (b) 

(a) (b) 



 
 
 

 18

b[0,18000]= 1.47

b[18000,tf]= 1.16

0

0.5

1

1.5

4.0 4.5 5.0 5.5 6.0
m

Lo
g(

N
ac

um
)

b[0,1200] =1.10

b[1200,tf]= 1.03

0

0.4

0.8

1.2

1.6

2

3 3.4 3.8 4.2 4.6
m

Lo
g 

(N
ac

um
)

 
Figures 9. Determination of  b - coefficients for simulated response in (a) uniaxial compression test and (b) three point bending test. 

The time intervals intervals used in the computation of b values are indicated between brackets. 
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Figure 10. plots of the logarithm of the number of events with amplitudes larger than A vs. the logarithm of A for the DEM 

simulations of compression (left) and of three points bending (right). The b values in the high magnitudes regions are b2= 2.40 
(compression) and b2= 1.16 (bending).  

 
From these analyses, the following conclusions may be drawn. 
 

- The comparison between the experimental and numerical results shows reasonable correlations, 
for both examples, in terms of conventional results, such as load vs. time and final 
configurations. 

 
- In terms of the distribution of AE event amplitudes in time, the results were seen to be 

consistent, and any differences observed between the experimental and numerical results were 
accounted for. It is important to point out that the numerical b-values obtained are compatible 
with the experimental values and in good agreement with damage theories (Carpinteri et. al. 
(2009) ), showing a tendency to decrease during the damage process. 

 
- The low number of AE events analyzed in the numerical simulations (fewer than 200 events in 

both cases) compared with the number determined by AE monitoring is an issue to be 
discussed in detail in relation to the results obtained. However, the aim of these numerical 
simulations, as mentioned above, was to identify the general trends on a preliminary base. To 
increase the number of AE events analyzed in the numerical simulations you need a finer 
discretization, something we shall do after this initial exploration of the applicability of DEM 
simulations to this kind of process. 

 
- This study has shown the potential applications of the truss-like Discrete Element Method 

(DEM) not only to simulate AE monitoring analysis, but also to provide a better understanding 
of the relationships between the basic AE parameters. 

 

(a) (b) 

(a) (b) 
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Abstract We present some experimental results and numerical simulations of acoustic emissions (AE) due to 
damage propagation in a concrete specimen subjected to the three-point bending (TPB) test. The test is 
performed under Crack-mouth opening displacement control. Moreover, AE are detected by an eight sensors 
experimental device, which allows for signal localization and complete storing of the signal wave. The AE 
cumulative number, the time frequency analysis and the statistical properties of AE time series will be 
numerically simulated adopting the so-called “particle method strategy”. The method provides the velocity of 
particles in a set simulating the behavior of a granular system and, therefore, is suitable to model the 
compressive wave propagation and AE (corresponding to cracking) in a solid body. The localization of AE 
events is correctly reproduced. In addition, the Gutenberg-Richter statistics of AE events due to cracking, 
crucial for the evaluation of damage and remaining lifetime, were simulated and result in agreement with the 
experimental evidences. 
 
Keywords Particle method, three-point bending test, acoustic emission, concrete. 
 
1. Introduction 
 
Damage and fracture characterizing the bending failure of heterogeneous materials such as concrete 
are complex processes involving wide ranges of time and length scales, from the micro- to the 
structural-scale. They are governed by the nucleation, growth and coalescence of microcracks and 
defects, eventually leading to the final collapse, and to the loss of the classical mechanical 
parameters, such as nominal strength, dissipated energy density and deformation at failure, as 
material properties [1]. Furthermore, the collapse mechanism is strongly related to the cracking 
pattern developing during the loading process. It changes from cracking and crushing, for slender 
beams, to shear failure characterized by the formation of inclined slip bands for deeper beams. 
Instrumental and nondestructive investigation methods are currently employed to measure and 
check the evolution of adverse structural phenomena, such as damage and cracking, and to predict 
their subsequent developments. The choice of a technique for controlling and monitoring concrete 
or masonry structures is strictly correlated with the kind of structure to be analyzed and the data to 
be extracted [2–4]. 
This study addresses the three point bending test carried out in the laboratory in combination with 
acoustic emission (AE) monitoring. A similar approach has been already exploited in [5] attempting 
to link the amount of AE with the structural deflections. 
In the assessment of structural integrity, the AE technique has proved particularly effective [5-7], in 
that it makes it possible to estimate the amount of energy released during the fracture process and to 
obtain information on the criticality of the process underway. Strictly connected to the energy 
detected by AE is the energy dissipated by the monitored structure. The energy dissipated during 
crack formation in structures made of quasi-brittle materials plays a fundamental role in the 
behavior throughout their entire life. Recently, according to fractal concepts, an ad hoc method has 
been employed to monitor structures by means of the AE technique [8]. The fractal theory takes into 
account the multiscale character of energy dissipation and the strong size effects associated with it. 
With this energetic approach, it becomes possible to introduce a useful damage parameter for 
structural assessment based on a correlation between AE activity in the structure and the 
corresponding activity recorded on specimens of different sizes, tested to failure by means of pure 
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compression tests.  
In the following, the experimental results about the three-point bending configuration are also 
simulated numerically, exploiting a discrete element strategy. The main achievement of the present 
work consists in showing how the amount of cracking obtained from the numerical simulation and 
the experimentally detected AE events share the same temporal scaling laws 
 
2. Experimental test 
 
2.1. Acoustic Emission 
 
The estimation of active cracks is of significant importance for any structural inspection. For an 
early warning of crack nucleation, the classification of active cracks is a great deal of the AE 
technique [9]. 
AE signals due to microcracks are detected by AE sensors attached on the surface of the concrete 
specimen. The signal waveforms are recorded by the AE measurement system. In order to classify 
active cracks, AE parameters such as rise time and peak amplitude of each signal are considered to 
calculate the rise angle (RA) value, defined as the ratio of the rise time (expressed in ms) to the peak 
amplitude (expressed in V) [9–12].  
 

 
 

Figure 1. Typical waveforms of tensile and shear events. A is the amplitude and RT the rise time (time 
between the onset and the point of maximum amplitude) of the waveforms [13]. 

 
The shape of the AE waveforms is typical of the fracture mode (Fig. 1). Shear events are 
characterized by long rise times and usually high amplitudes, whereas low rise time values are 
typical of tensile crack propagations. These conditions are synthesized by the RA value. 
Another parameter used to characterize the cracking mode is the Average Frequency (AF) expressed 
in kHz. The AF values are obtained from the AE ringdown count divided by the duration time of the 
signal. The AE ringdown count corresponds to the number of threshold crossings within the 
duration time. In general, the shift from higher to lower values of AF could indicate the shift of the 
cracking mode from tensile to shear [14]. Nevertheless, when a cracking process involves the 
opening of large cracks (Mode I), the frequency attenuation must be a function of this discontinuity. 
In other words, in this case the wavelength of the AE signals needs to be larger for the crack 
opening to be overcome, and the shift of the frequencies from higher to lower values could support 
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also a dominant tensile cracking mode [8]. 
 
2.2. Three-point bending test 
 
The results of the three-point bending test performed on a beam having dimensions 100x100x840 
mm (Fig. 2a) are herein reported. From the mechanical point of view, the overall behavior is 
characterized by a normal softening post-peak phase, as shown in Fig. 2b. The fracture energy, 
evaluated according to the RILEM recommendations [15], is equal to 0.124 N/mm. The 
corresponding total dissipated energy is equal to 0.62 J. 
The evolution of the applied load, and of recorded AE with time is shown in Fig.3. The AE average 
frequencies range between 180 kHz and 150 kHz (Fig. 4a). A shift in frequencies from higher to 
lower values (Fig. 4a) and a significant decrease in RA values (Fig. 4b) after the peak load are 
observed (Fig. 4b). The evolution of the damage from the initial notch towards a Mode I crack is 
proved both by the RA and the AF decrease. 
 

 (a) 
 

 (b) 
 

Figure 2. Three-point bending test: (a) experimental setup; (b) load vs. deflection curve. 
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 (a) 

 (b) 
Figure 3. Three-point bending test: (a) load vs. time; (b) cumulated AE events vs. time.  

 
The RA values obtained from the three-point bending test are considerably higher than what is 
obtained in case of small specimens (e.g. compression tests on cylindrical specimens [16]): as a 
matter of fact the additional propagation distance from AE sources to sensors, considering 
attenuation mechanisms, involves an increase in AE signals rise time [13]. Since the longitudinal 
waves are the fastest type, the delay in each AE signal between longitudinal and shear waves grows 
with the increasing of the propagation length, and consequently the RA rises from lower to higher 
values. 
 

 (a)  (b) 
 

Figure 4. Three-point bending test: (a) AF values vs. time; (b) RA values vs. time; 
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Figure 5. AE signal energy vs. time. 

 
The signal energies of the AE events detected during the test are reported in Fig. 5, distinctly for 
each sensor. The average value of the total released AE signals energy is estimated as 126·103 msV. 
 
3. Particle simulations 
 
The simulations have been carried out with ESyS-Particle, an open source implementation of the 
Distinct Element Method [17]. ESyS-Particle has been developed in-house within the Earth 
Systems Science Computational Centre (ESSCC) at the University of Queensland [18] since 1994. 
The simulation is based on direct integration of the Newton’s motion equations with the Verlet 
algorithm. The normal interaction between colliding particles is linear and proportional to the 
particle small overlapping, whereas Coulomb friction, with both static and dynamic friction 
coefficients, rules the tangential interaction. In addition, bonded links are established between 
neighbor particles, according to the scheme in Figure 6. The bonded link is elastic perfectly brittle. 
The rupture of the bond is based on a fracture criterion that accounts for the axial, shear, torsion and 
bending behavior. The particles are filled together with the random packing algorithm LSMGenGeo 
[18], on the base of the maximum and minimum particle radius, which in our case correspond 
respectively to the maximum and minimum concrete aggregate radius (i.e. rmax=7.5 mm, rmin=1.5 
mm).  
 

 
Figure 6. Scheme of the bonded interaction between two particles . 

 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-6- 
 

An exclusion method provides that once the bonded link is broken, the frictional interaction takes 
place between the neighbor particles. When the maximum and minimum radius of particles are 
quite different, experience shows that a power-law size distribution is obtained, providing a good 
approximation of the actual concrete aggregate size distribution. The bending moment is applied to 
the specimen by means of moving planes, provided that the particles closer to the platens were 
bonded to the moving planes. 
 

(a) 

 (b) 
Figure 7: Three point bending test: initial configuration (a); final configuration (b). 

 
The simulations are carried out at a fixed maximum strain velocity equal to 104s1. A viscous type 
damping, proportional to the particle velocity is introduced in the simulation. The choice of the 
damping coefficient (in our case equal to 0.02) is based on the minimum value that regularizes the 
simulation without affecting the stress-strain behavior. 
The position and velocity of each particle during the simulation can be recorded at a certain 
integration time.  
In order to limit the model complexity and the computational needs, a two-dimensional simulation 
of three-point bending test and AE acquisition [12] has been performed. The particle discretization 
was limited to the central region of the beam, where almost uniform bending was simulated 
imposing the rotation of the extreme sections (shown in red in Fig. 7a). The initial notch is obtained 
removing the corresponding bonds. As soon as the bonds between particles reach the failure limit, 
they are removed, and the crack proceeds to the extrados of the beam (Fig. 7b).  
In the present study, special attention was paid to the simulation of the temporal scaling of the 
acoustic emission, rather than to provide a detailed interpretation of the experimental test. 
Nevertheless, the mechanical parameters adopted in the analysis were chosen to better interpolate 
the experimental strength in the whole dimensional range. 
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4. Comparison between numerical and experimental AE statistics 
 
Since the studies of Mogi and Scholz [19,20] on AE, we know that the Gutenberg-Richter empirical 
law can be observed at the laboratory sample scale. They showed that a significant overlap exists 
between the definition of AE and earthquake. This is further reinforced by the evidence that brittle 
fracture obeys similar statistics from tectonic earthquakes to the dislocation movements smaller 
than micron size. Moreover, in recent years, experiments employing acoustic emission have 
established remarkable results concerning the model of process zone and the quasistatic fault 
growth. Such experiment-based knowledge is expected to be useful for studying the fundamental 
behavior of natural earthquakes, because it is widely accepted that fault systems are scale-invariant 
[21, 22] and there exist universal similarities between faulting behaviors, from small-scale 
microcracking to large-scale seismic events. For example, AE events caused by microcracking 
activity [19–23] and stick-slip along a crack plane [24, 25] are similar to those generated by natural 
earthquakes. 
By analogy with seismic phenomena, in the AE technique the magnitude may be defined as follows 
[26, 27]: 
 m = Log Amax + f r( ),  (4) 
where Amax  is the amplitude of the signal expressed in μV  and f r( )  is a correction coefficient 
whereby the signal amplitude is taken to be a decreasing function of the distance r  between the 
source and the AE sensor. In seismology, the Gutenberg-Richter empirical law [28]: 
 Log N ≥ m( ) = a− bm,  (5) 
expresses the relationship between magnitude and total number of earthquakes in any given region 
and time period, and is the most widely used statistical relation to describe the scaling properties of 
seismicity. In Eq. (5), N is the cumulative number of earthquakes with magnitude ≥ m  in a given 
area and within a specific time range, while a and b are positive constants varying from a region to 
another and from a time interval to another. Eq. (5) has been used successfully in the AE field to 
study the scaling laws of AE wave amplitude distribution. This approach evidences the similarity 
between structural damage phenomena and seismic activities in a given region of the Earth, 
extending the applicability of the Gutenberg-Richter law to structural engineering [29].  
 

 
 

Figure 10: Frequency magnitude bilinear diagram: a=40.4, b=1.97. 
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The magnitude of each event is obtained summing up the number of bonds broken in each 
non-overlapping time window, in this case equal to 300 time steps. Finally, the frequency of the 
magnitude events that overcame a certain value m is reported in the classical Gutember-Richter 
chart (Figure 7c). It is worth noting that, in agreement with the experimental acquisition [29], the 
computed frequencies are aligned on a straight line. The slope of this line, which corresponds to the 
b value, is higher than the experimental value, and equal to 1.97. Further analyses are necessary to 
investigate the effect of the simulation dimensionality, and to obtain a better parameter calibration 
of the model. 
 
 
5 CONCLUSIONS 
 
The AE results obtained from the three-point bending tests, prove that the variation of the AE 
parameters during the loading process strictly depends on the specimen damage: a decrease in 
frequency may be provoked both by dominant shear cracking process and by dominant tensile 
cracking process. Therefore, the two different cracking modes have to be discriminated through a 
different AE parameter, such as the rise angle (RA), that is defined as the ratio of the rise time to the 
peak amplitude of each signal. Low RA values suggest a Mode I crack propagation, whereas high 
RA values are obtained in case of Mode II crack propagation. All the monitored damage processes 
display an increase in AE signal energy content approaching the final failure. 
The preliminary distinct element numerical simulation of the AE statistics in the three-point 
bending test showed a good qualitative simulation of the Gutember-Richter law. Further analyses 
are necessary to investigate the effect of the simulation dimensionality, and to obtain a better 
parameter calibration of the model. 
 

Acknowledgements 
The financial support provided by the Regione Piemonte (Italy) RE-FRESCOS Project, is gratefully 
acknowledged. 

References 
[1] A. Carpinteri, M. Corrado and G. Lacidogna, Three different approaches for damage domain 

characterization in disordered materials: Fractal energy density, b-value statistics, 
renormalization group theory. Mechanics of Materials, 53 (2012) 15–28. 

[2] A. Carpinteri, P. Bocca, Damage and Diagnosis of Materials and Structures, Pitagora Editrice, 
Bologna, Italy 1991. 

[3] S. Invernizzi, G. Lacidogna, A. Manuello, A. Carpinteri. AE monitoring and numerical 
simulation of a two-span model masonry arch bridge subjected to pier scour. Strain, 47:2 (2011) 
158–169. 

[4] A. Anzani, L. Binda, A. Carpinteri, S. Invernizzi, G. Lacidogna, A multilevel approach for the 
damage assessment of historic masonry towers . Journal of Cultural Heritage, 11 (2010) 
459–470. 

[5] A. Carpinteri, S. Invernizzi, G. Lacidogna, Structural assessment of a XVIIth century masonry 
vault with AE and numerical techniques, International Journal of Architectural Heritage, 1(2), 
(2007) 214–226. 

[6] A. Carpinteri, G. Lacidogna, A. Manuello, S. Invernizzi, L. Binda, Stability of the vertical 
bearing structures of the Syracuse Cathedral: Experimental and numerical evaluation. Materials 
& Structures, 42 (2009) 877–888. 

[7] A. Carpinteri, S. Invernizzi, G. Lacidogna, In situ damage assessment and nonliner modelling 
of an historical masonry tower. Engineering Structures, 27 (2005) 387–395. 

[8] A. Carpinteri, G. Lacidogna, N. Pugno, Structural damage diagnosis and life-time assessment 
by acoustic emission monitoring, Engineering Fractures Mechanics, 74 (2007) 273–289. 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-9- 
 

[9] C. Grosse and M. Ohtsu, Acoustic Emission Testing, Springer 2008. 
[10] RILEM Technical Committee TC212-ACD, Acoustic Emission and related NDE techniques for 

crack detection and damage evaluation in concrete: Measurement method for acoustic emission 
signals in concrete. Mater. Struct., 43 (2010) 1177–81. 

[11] RILEM Technical Committee TC212-ACD, Acoustic Emission and related NDE techniques for 
crack detection and damage evaluation in concrete: Test method for damage qualification of 
reinforced concrete beams by Acoustic Emission. Mater. Struct. 43 (2010) 1183–6. 

[12] RILEM Technical Committee TC212-ACD, Acoustic Emission and related NDE techniques for 
crack detection and damage evaluation in concrete: Test method for classification of active 
cracks in concrete by Acoustic Emission. Mater. Struct. 43 (2010) 1187–9. 

[13] D.G. Aggelis, A.C. Mpalaskas, D. Ntalakas and T.E. Matikas, Effect of wave distortion on 
acoustic emission characterization of cementitious materials. Construction and Building 
Materials, 35 (2012) 183–190. 

[14] K. Ohno, M. Ohtsu, Crack classification in concrete based on Acoustic Emission. Constr. Build. 
Mater. 24 (2010) 2339-46. 

[15] RILEM 50-FMC Committee, Determination of the fracture energy of mortar and concrete be 
means of three-point bend tests on notched beams. Mater. Struct. 18 (1986) 286-90. 

[16] G. Lacidogna, F. Accornero, M. Corrado, and A. Carpinteri, Crushing and fracture energies in 
concrete specimens monitored by Acoustic Emission, VIII International Conference on Fracture 
Mechanics of Concrete and Concrete Structures, FraMCoS 8, Toledo, Spain, March 10-14, 
2013.  

[17] https://twiki.esscc.uq.edu.au/bin/view/ESSCC/ParticleSimulation 
[18] https://launchpad.net/esys-particle/ 
[19] K. Mogi, Magnitude frequency relations for elastic shocks accompanying fractures of various 

materials and some related problems in earthquakes”, Bull. Earthquake Res. Inst. Univ. Tokyo, 
40 (1962) 831–853. 

[20] C. H. Scholz, The frequency-magnitude relation of microfracturing in rock and its relation to 
earthquakes, Bull. Seismol. Soc. Am., 58 (1968) 399–415. 

[21] T. Hirata, “Fractal dimension of fault system in Japan: fracture structure in rock fracture 
geometry at various scales”, Pure Appl. Geophys. 131 (1989) 157–170. 

[22] E. Bonnet, O. Bour, N.E. Odling, P. Davy, I. Main, P. Cowie, B. Berkowitz, “Scaling of fracture 
systems in geological media”, Rev. Geophys. 39 (2001) 347–383. 

[23] D.A. Lockner, J.D. Byerlee, V. Kuksenko, A. Ponomarev, A. Sidorin, “Quasi static fault growth 
and shear fracture energy in granite”, Nature 350 (1991) 39–42. 

[24] N. Kato, K. Yamamoto, T. Hirasawa, Microfracture processes in the break down zone during 
dynamic shear rupture inferred from laboratory observation of near-fault high-frequency strong 
motion, Pure Appl. Geophys. 142 (1994) 713–734. 

[25] X.L. Lei, O. Nishizawa, K. Kusunose, A. Cho, T. Satoh, On the compressive failure of shale 
samples containing quartz-healed joints using rapid AE monitoring: the role of asperities, 
Tectonophysics 328 (2000) 329–340. 

[26] S. Colombo, I.G. Main, M.C. Forde, Assessing damage of reinforced concrete beam using 
‘‘b-value’’ analysis of acoustic emission signals, J. Mat. Civil Eng. (ASCE) 15 (2003) 280–286. 

[27] M.V.M.S. Rao, P.K.J. Lakschmi, Analysis of b-value and improved b-value of acoustic 
emissions accompanying rock fracture, Curr. Sci. – Bangalore 89 (2005) 1577–1582. 

[28] C.F. Richter, Elementary Seismology. W.H. Freeman, San Francisco 1958. 
[29] S. Invernizzi, A. Carpinteri, G. Lacidogna, Particle-based numerical modeling of AE statistics 

in disordered materials, Meccanica, 48:1 (2013) 211–220. 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

1 
 

Numerical Modeling on the Stress-Strain Response and Fracture of 

Modeled Recycled Aggregate Concrete 

Wengui Li1,2, Jianzhuang Xiao1,*, David J. Corr2, Surendra P. Shah2 

 
1 Department of Building Engineering, Tongji University, Shanghai 200092, China 

2 Center for Advanced Cement-Based Materials, Northwestern University, Evanston 60208, USA 
* Corresponding author: jzx@tongji.edu.cn 

 
Abstract According to the nanoindentation tests, the constitutive relationship of the Interfacial 
Transition Zones (ITZs) in Recycled Aggregate Concrete (RAC) is proposed with a plastic-damage 
constitutive model. Based on the meso/micro-scale constitutive relations of mortar matrix, numerical 
studies were undertaken on Modeled Recycled Aggregate Concrete (MRAC) under uniaxial loadings 
to predict mechanical behavior, particularly the stress-strain response. The tensile stress tends to 
concentrate in the ITZs region, which leads to the development of microcracks. After the calibration 
and validation with experimental results, the effects of the mechanical properties of ITZs and new 
mortar matrix on the stress-strain response and fracture of MRAC were analyzed. The FEM modeling 
is capable of simulating the complete stress-strain relationship of MRAC, as well as the overall 
fracture pattern. It reveals that the mechanical properties of new mortar matrix and the corresponding 
new ITZ play a significant role in the overall stress-strain response and fracture process of MRAC. 
 
Keywords Modeled recycled aggregate concrete (MRAC), Interfacial transition zones (ITZs), 

Plastic-damage constitutive model, Stress-strain response, Fracture 
 

1. Introduction 
 

Most of cement-based materials have intrinsic heterogeneous and nonlinear mechanical 
behaviors due to the random distribution of multiple phases over the nano-, micro-, meso- 
and macro-scales [1-4]. A better understanding of mechanical properties including the failure 
processes by both experiments and computer modeling has become one of the most critical 
research topics for concrete [5-7]. Corr et al. predicted the mechanical properties of concrete 
in tension with the consideration of meso-scale randomness in the cohesive interface 
properties [8]. Cusatis et al. formulated the Lattice Discrete Particle Model (LDPM) and 
simulated experiments include uniaxial and multiaxial compression, tensile fracture, shear 
strength, and cyclic compression tests [9, 10]. Moreover, concrete was simulated with 
plasticity-damage constitutive model, and showed a very good correlation with the 
experimental results [11].   

With the emergence of nanoindentation technique, it is available to experimentally measure 
the properties of the ITZ (Interfacial Transition Zone) between aggregate and mortar matrix 
[12, 13]. Due to the recent advances in understanding the microstructure, thickness, and 
mechanical properties of the ITZ and the developments of computational methods, the 
micromechanical behavior of concrete can be effectively simulated to get a deeper insight 
into the effect of each phase (such as aggregate size and shape, ITZ thickness and 
micromechanical properties, and the mortar matrix mechanical properties, etc.).  

In this study, Modeled Recycled Aggregate Concrete (MRAC) is a volume element of 
RAC which is used to simplify the real RAC study. A plastic-damage model is adopted within 
FEM analysis. The mechanical properties of ITZs in MRAC are obtained by a 
nanoindentation technique. Two-dimensional microscale numerical modeling is conducted in 
order to investigate the effects of ITZs on the overall behavior and failure process of MRAC 
under both uniaxial loadings.  
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2. Modeled recycled aggregate concrete 
 

The MRAC consists of nine recycled coarse aggregate surrounded by a mortar matrix [5, 
14]. Recycled coarse aggregate is idealized to have a round shape. The MRAC used in 
numerical simulation is shown in Figure 1. The MRAC means the recycled coarse aggregates 
are embedded within new mortar matrix as a square array. This is an assumption made to 
simplify the real RAC and provide useful information regarding crack initiation and 
mechanical response of RAC under loadings. The idealization of regular distribution of 
recycled coarse aggregates in RAC not only simplifies the problem but also assists in 
studying the effect of different phases on overall failure behavior of RAC. 
  

 
 

(a) MRAC specimen (b) MRAC schematic 
Figure 1. Modeled recycled aggregate concrete (MRAC) 

 
3. Constitutive relationships 
 
3.1. Mortar matrix 
 

Mortar matrix shows softening behavior after reaching its peak tensile or compressive 
stress, which is due to toughening mechanics within the fracture process zone. Both 
micro-cracking development and irreversible deformations contribute to the nonlinear 
response of mortar matrix. A plastic-damage constitutive model for mortar matrix is 
developed by former investigators [11, 15]. Anisotropic damage with a plasticity yield 
criterion and a damage criterion are introduced to adequately describe the plastic and 
damaged behavior of mortar matrix.  

In order to account for different effects under tensile and compressive loadings, two 
damage criteria are adopted: one for compression and a second for tension such that the total 
stress is decomposed into tensile and compressive components. The strain equivalence 
hypothesis is used in deriving the constitutive equations, so that the strains in the effective 
(undamaged) and damaged configurations are set equal.  
 
3.2. ITZs 
 

With the emergence of nanoindentation techniques, it is now possible to directly measure 
the micromechanical properties of the ITZs. A total of 341 indents were performed in an 
array at each studied area (Figure 3 (a) and (b)). Microhardness testing on cement paste found 
that there is a linear relationship between microhardness and compressive strength. The 
hardness obtained from nanoindentation is assumed to provide a linear relationship between 

150mm
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hardness and strength [16, 17]. In this study, the distribution of indentation modulus was used 
as a basis for the property characteristics of old ITZ and new ITZ, such as the thickness, 
elastic modulus and strength related to old and new mortar matrix, respectively. Figure 3 (c) 
and (d) show the indentation modulus distributions with the distance across old ITZ and new 
ITZ. In this test, greater porosity in the ITZs caused the reduced elastic modulus and strength, 
relative to those of related mortar matrix.  

 

(a) Indent area in old ITZ of RAC (b) Indent area in new ITZ of RAC 

0 10 20 30 40 50 60 70 80 90 100 110120 130140 150
0

10
20
30
40
50
60
70
80
90

100
110
120
130
140
150

M
od

ul
us

 (G
Pa

)

Distance (m)

Natural aggregate

Old ITZ
Old mortar matrix

50 m

0 10 20 30 40 50 60 70 80 90 100110120130140150
0

10
20
30
40
50
60
70
80
90

100
110
120
130
140
150

M
od

ul
us

 (G
Pa

)

Distance (m)

Old mortar matrix

New ITZ

New mortar matrix

60 m

(c) Modulus distribution across old ITZ (d) Modulus distribution across new ITZ 
Figure 3. Nanomechanical properties of ITZs in RAC [9, 35] 

 
The old ITZ and new ITZ thickness was estimated by locating the places where there is 

slight variation in the indentation modulus with the distance from the natural aggregate or old 
mortar matrix surface, and the indentation modulus distribution of the ITZs seem to be close 
to those of corresponding old mortar matrix and new mortar matrix. Based on the 
nanoindentation results, the thicknesses of old ITZ and new ITZ are found to be around 50 
μm and 60 μm, respectively. Moreover, the average indentation modulus of old ITZ and new 
ITZ were found to be approximately 80% and 85% of those of old mortar matrix and new 
mortar matrix, respectively. We choose a linear relationship between indentation hardness 
and strength. Considering the hardness has a similar distribution with the modulus in the ITZs 
regions, the strengths of old ITZ and new ITZ are assumed to be 80% and 85% of those of 
old mortar matrix and new mortar matrix, respectively. For the mortar matrix, elastic 
modulus, the strength (peak stress), and deformation capacity (peak strain and ultimate strain) 
parameters are obtained according the experimental data from Refs. [5, 14]. In case of the 
ITZs, the relative mechanical properties (elastic modulus and strength) to those of mortar 
matrix can be provided by the nanoindentation test. Combining the descriptions in this and 
above sections, the predicted uniaxial tensile and compressive stress-strain relationships for 
both ITZs and mortar matrix based on the plastic-damage constitutive model are shown in 
Figure. 4. 
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Figure 4. Uniaxial stress-strain relation of ITZs and mortar matrix 

 
3.3. Natural aggregate  
 

Granite cylinders are used as natural aggregate in the MRAC. Based on the experiment 
results [5], there were not cracks or damage observed in the natural aggregates during loading. 
In the current study, natural aggregate is modeled as linear-isotropic material. It behaves 
linearly throughout the analysis. For the numerical calibration validation, the materials 
parameters of each phase in MRAC, which were determined according to the experimental 
data, are listed in Table 1. However, the Poisson’s ratios of new ITZ and old ITZ were 
defined as 0.20 [18]. 
 

Table 1. Material properties of each phase in MRAC  

MRAC 
Thickness 

(m) 
Elastic modulus 

(GPa) 
Poisson's ratio 

() 
Strength (MPa) 

Compressive (fc)  Tensile (ft) 
Natural aggregate 
Old mortar (OM) 
New mortar (NM) 

Old ITZ (OI) 
New ITZ (NI) 

— 
— 
— 

50.0 
60.0 

80.0 
25.0 
23.0 
20.0 
18.0 

0.16 
0.22 
0.22 
0.20 
0.20 

— 
45.0 
41.4 
36.0 
33.1 

— 
3.00 
2.76 
2.40 
2.21 

 
4. FEM simulation and test verification 

 
4.1. FEM model 
 

The software program (ABAQUS 6.11) was used for the FEM analyses. 4-node plane 
stress quadrilateral (CPS4R) elements were used to mesh the MRAC. The 2D micro-scale 
FEM model of MRAC is shown in Figure 5. The model was subjected to a uniformly 
distributed displacement at the top edge, as the displacement-controlled loading scheme was 
used. The Y degrees of freedom were fixed at the bottom edge, while the X degrees of 
freedom and rotation were not constrained. The FEM model has a total of 34240 elements in 
this simulation.  
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(a) Overall FEM model (b) Details of each phase 

Figure 5. 2D micro-scale FEM model of MRAC 
 
4.2. Modeling implementation 
 

In this paper, ABAQUS/explicit quasi-static analyses were applied for the numerical 
simulation [19, 20, 21]. The ABAQUS/explicit quasi-static solver used an analysis time of 
0.1 second (period time). A displacement-controlled loading scheme was adopted in this 
simulation. In order to obtain complete stress-strain curves, after trial and comparison, all the 
analyses for uniaxial tension and compression were ended at a displacement d=0.09 mm 
(ultimate strain 0.0006) and 0.9 mm (ultimate strain 0.006), respectively.  

The FEM numerical response depends on two sets of parameters. The first set is relevant to 
the tensile and compressive stress data which are provided as a tabular function of strain, 
which is directly obtained from the constitutive relation of each phase in MRAC. These 
mechanical properties are provided by experimental study and mix design. The other one is 
the definition of the damage variable as a tabular function of the inelastic strain for both the 
tensile and compression. If the damage variable is specified, ABAQUS automatically 
calculates the inelastic and plastic strain values.  

Generally, the maximum tensile stress (S11) tends to concentrate mainly in the ITZs in 
Figure 6. These stress concentrations could lead to the development of microcracks along 
these regions, which in turn could lead to the failure of the MRAC. As the properties of the 
ITZs are weaker than those of other phases in the MRAC, the stress concentrations mainly 
occur in these regions and may lead to or promote the failure. Experimental results also 
proved that bond cracks firstly appeared around the weak ITZs, and then propagated into the 
mortar by connecting with each other [5, 14].  
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Figure 6. Stress distribution for section A-A 

 
4.3. Simulation results 
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4.3.1. Uniaxial compression 
 

According to the above parameters and descriptions, the complete compressive 
stress-strain curve and failure process of MRAC under uniaxial compression loading were 
calculated. In order to calibrate and validate the FEM, the MRAC was studied by 
compression test using Digital Image Correlation (DIC) technique [5, 14]. The experimental 
data are relevant to compression tests on MRAC specimens with the same old cement mortar 
mixture design (w/c=0.45) but three different new cement mortar mixture designs (w/c=0.36, 
0.45, and 0.55). The mixture proportion details of MRAC specimens are listed in Table 2. 
The experimental setup and basic failure pattern are shown in Figure 7. 
 

Table 2. Mixture proportion of cement mortar in MRAC [5] 

MRAC 
Old mortar 
(w/c ratio) 

Mass, kg/m3 New mortar 
(w/c ratio) 

Mass, kg/m3 
Water Cement Sand Water Cement Sand

MRAC-30-20 0.45 160 356 565 0.55 160 276 589 
MRAC-30-30 0.45 160 356 565 0.45 160 356 565 
MARC-30-40 0.45 160 356 565 0.36 160 444 539 

 

 
(a) Experimental and DIC setup  (b) MRAC failure pattern 

Figure 7. Experimental study on MRAC under uniaxial compression [5, 14] 
 

To investigate the compressive stress-strain curve and crack propagation of MRAC, 
numerical simulation relevant to the mechanical behavior of MRAC with different new 
mortar matrix and corresponding new ITZ under uniaxial loading is considered herein. The 
analysis was conducted on MRAC specimens with one mixture for old cement mortar and 
three mixtures for new cement mortar (MRAC30-20, MRAC30-30 and MRAC30-40). For 
the real MRAC, the properties of old/new ITZ properties are actually somewhat related or 
proportional to the old/new mortar matrix properties. When varying the relative mechanical 
properties of new mortar matrix to old mortar matrix, the relative mechanical properties 
between new ITZ and new mortar matrix were kept constant with a ratio of 0.85. The 
different stress-strain curves of MRAC are shown and compared in Figure 8. It is also found 
that the peak stress and strain increase with the decrease of water-to-cement ratio of the new 
mortar matrix. 
 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

7 
 

0.000 0.001 0.002 0.003 0.004
0

5

10

15

20

25

30

35

40

45

St
re

ss
 (M

Pa
)

Strain

 MRAC30-20 (experimental)[5]

 MRAC30-20 (numerical)
 MRAC30-30 (experimental)[5]

 MRAC30-30 (numerical)
 MRAC30-40 (experimental)[5]

 MRAC30-40 (numerical)

Figure 8. Compressive stress-strain curves of MRAC 
 

 
(a) MRAC30-20 

(Experimental) [5] 
(b) MRAC30-30 

(Experimental) [5] 
(c) MRAC30-40 

(Experimental) [5] 

 
(d) MRAC30-20 (Numerical) (e) MRAC30-30 (Numerical) (f) MRAC30-40 (Numerical) 

Figure 9. Simulated microcrack development under compression 
 

 
(a) MRAC30-20 

(Experimental) [5] 
(b) MRAC30-30 

(Experimental) [5] 
(c) MRAC30-40 

(Experimental)[5] 
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(d) MRAC30-20 (Numerical) (e) MRAC30-30 (Numerical) (f) MRAC30-40 (Numerical) 

Figure 10. Simulated failure pattern of MRAC under compression 
 

From Figure 9, it can be revealed that the micro-crack formations are quite different for the 
different MRAC specimens, which fits the experimental results very well [10, 49]. In the case 
of MRAC30-20, most of the first observable micro-cracks appeared at the new ITZ in 
quantity. As for the MRAC30-30, the first observable micro-cracks formed around both old 
and new ITZ. In the MRAC30-40, most of the first observable micro-cracks initiated at the 
old ITZ. With the comparison between experimental and numerical micro-cracks initiation, it 
can be concluded that the numerical results agree well with the experimental evidences. 
Figure 10 represents the numerical failure pattern for MRAC under uniaxial compression. 
With the load increasing, micro-cracks, which were found around the ITZs, start connecting 
with each other, and cross the old mortar matrix regions. Finally, the cracks propagate into 
new mortar parallel to the loading direction. From the view point of failure pattern of MRAC, 
the numerical results are also in good agreement with the experimental ones [5, 14].  
 
4.3.2 Uniaxial tension 
 

The numerical tensile stress-strain curves of MRAC with different new mortar matrix are 
presented in Figure 11. It appears that both the pre-peak load and post-peak load behavior are 
influenced by the mechanical properties of new mortar matrix. It can be clearly seen that the 
pre-peak region is nearly linear, while in the post-peak load region there is a subsequently 
steep drop of load and a long tail. The jumps in the post-peak load stage are due to the crack 
opening. The tensile strength and elastic modulus of MRAC increase with the increase of the 
mechanical properties of new mortar matrix. However, the model with higher mechanical 
properties exhibits less ductility than that with lower mechanical properties of new mortar 
matrix. This numerical evidence shows a good agreement with the experimental tendency of 
normal concrete model [8]. For the stress-strain curves, the crack localization corresponds to 
the steep branch after the peak stress, and mortar matrix prevails on the ITZs failure in the tail 
of the softening curves. However, ITZs failure still exists in the post-peak stage such as the 
slipping effect.  
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Figure 11. Tensile stress-strain curve of MRAC 
 

 
(a) MRAC30-20 (b) MRAC30-30 (c) MRAC30-40 

Figure 12. Simulated microcrack development under tension 
 

 
(a) MRAC30-20 (b) MRAC30-30 (c) MRAC30-40 

Figure 13. Simulated failure pattern of MRAC under tension 
 

The micro-crack propagation for the MRAC models at the peak loading level is shown 
Figure 12. It can be seen that strain concentrations are clear around the ITZs. It can be found 
that the failure cracks initiate in ITZs, and propagate laterally until the whole failure. These 
results show that the different new mortar matrix produces a different ITZ failure. In the case 
of MRAC30-20, micro-crack localization occurs around the new ITZ. For MRAC30-30, the 
micro-crack concentration formed at both new ITZ and old ITZ. However, for MRAC30-40, 
the localization process mainly forms at the old ITZ. The similar cracking localization is also 
observed in MRAC under compression in the experimental research [5,14]. This phenomenon 
is due to the competition between micro-cracks located at old ITZ and new ITZ. Moreover, 
the final configuration is dependent on the relative strength of new mortar matrix to old 
mortar matrix.  
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Figure 13 shows vertical displacement contour maps of MRAC at post-peak load stage. At 
the post-peak loading stage, with the load increasing, macro-cracks propagate across the old 
mortar matrix, and start to develop in both ITZs and mortar matrix regions. For MRAC30-20, 
the main failure macro-crack forms around the new ITZ and propagates through the new 
mortar matrix laterally until the whole failure. While for MRAC30-30, the main failure crack 
develops around both new ITZ and old ITZ, and propagates through both old and new mortar 
matrix. However, for the MRAC30-40, the main failure crack goes around the old ITZ and 
propagates across the old and new mortar matrix. 

 
5. Conclusions  

 
Numerical simulations of Modeled Recycled Aggregate Concrete (MRAC) under both 

uniaxial compression and uniaxial tension loadings have been presented. The effects of 
properties of new mortar matrix and ITZs on the stress-strain response and fracture process 
are investigated. The main conclusions can be drawn as follows: 
(1) The constitutive relation of the ITZ is proposed within the framework of a plastic-damage 

plasticity constitutive model. The constitutive relation is similar to that of the mortar 
matrix, but the elastic modulus and strength are lower than those of the mortar matrix; 

(2) The FEM modeling is capable of simulating the complete stress-strain curve, as well as 
the overall fracture patterns including localization of deformation and the micro-crack 
pattern. Fine agreement between experimental and numerical results is obtained in the 
calibration and validation; 

(3) The new mortar matrix and new ITZ has a significant influence on the stress-strain 
responses and failure patterns of MRAC. With the increase in the mechanical properties 
of the new mortar matrix, the strength increases correspondingly, and the micro-crack 
localization mitigates from the new ITZ to the old ITZ; 

(4) It can be concluded that the mechanical damage plasticity model simulations provide 
valuable insights into the relationship between nano/micro-scale mechanical properties 
and macro-scale mechanical behavior in recycled aggregate concrete.  
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Abstract: Determination of double-K fracture parameter using both analytical and weight function method is 
carried out in present research. In calculating the cohesive fracture toughness, two situations are divided at 
critical load. Wedge-splitting tests with ten temperatures varying from 20ºC to 600ºC are implemented. The 
complete load-crack opening displacement curves are obtained from which the initial and critical fracture 
toughness could be calculated experimentally. The validation of double-K fracture model to the post-fire 
concrete specimens is proved. Meanwhile the weight function method agrees well with the analytical 
method.  
  
Keywords: double-K fracture parameter, analytical method, weight function method, post-fire concrete 
    
1. Introduction 
 
It was established that linear elastic fracture mechanics could be only applicable to large-mass 
concrete structures and could not be applicable to medium and small-scale concrete structures. 
Since late 1970s, many nonlinear fracture models have been proposed by various groups of 
researchers to study the behavior of crack propagation in quasi-brittle materials like concrete [1-6]. 
 
Experimental results show that the fracture process of concrete structures undergoes three main 
stages: (i) crack initiation, (ii) stable crack propagation, and (iii) unstable fracture. Accordingly, the 
double-K fracture criterion initially introduced by Xu and Reinhardt [6] shows the crack initiation, 
crack propagation and failure during a fracture process until the maximum load is reached. And the 
two size-independent parameters, initial cracking toughness, KI

ini and unstable fracture toughness, 
KI

un can be used to study the crack propagation of concrete. 
 
In order to determine the double-K fracture parameters analytically [7, 8] the value of cohesion 
toughness, KI

c due to cohesive stress distribution in the fictitious fracture zone is computed using 
method proposed by Jenq and Shah [9]. In this method, the determination of KI

c is done using a 
special numerical technique because of existence of singularity problem at the integral boundary. 
Under such circumstances, the use of universal form of weight function will provide a closed form 
expression for determining the value of KI

c. And it has proven its accuracy in determining the 
double-K fracture parameter compared to analytical method [10]. 
   
The influences of geometrical parameter [11], specimen geometry [12, 13] and size-effect [7, 8, and 
14] on fracture toughness were studied by various researchers. It was found that the influence of 
ao/D ratio and shape of test specimen are relatively less than the size- effect on the values of 
fracture parameters. 
  
The influence of temperature on the fracture parameters was also considered by several researchers, 
but mainly on the fracture energy and material brittleness [15-19], relatively fewer discussion on the 
fracture toughness [20-21].s Considering there exist many structures subjected to fire or high 
temperatures, the influence of temperature on the fracture properties needs further studied. 
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The present paper is aimed at to determine the residual fracture toughness of wedge splitting 
specimens subjected to high temperatures and prove the validation of double-K fracture model to 
the post-fire concrete. The wedge-splitting experiments of totally ten temperatures varying from 
20ºC to 600ºC and the specimens size 230×200×200 mm with initial-notch depth ratios 0.4 are 
implemented. Both analytical and weight function methods are used to calculate the residual 
fracture toughness parameters. Comparison between the two methods and to experimental results is 
carried out respectively. From the calculated values of double-K fracture parameters using 
experimental results the nondimensional parameter, brittleness of concrete may be conceived. 
Hence, the paper is structured to present the following: (i) details of softening traction-separation 
law of post-fire concrete, (ii) determination of double-K fracture parameters using existing 
analytical method, (iii) implementation of weight function method, and (v) experimental validation 
and comparison of results. 
 
2. Softening traction-separation law of post-fire concrete 
 
The softening traction-separation law is a prior to determine the double-K fracture parameters, at 
room temperature, many expressions have been proposed based on direct tensile tests [22-26]. 
Based on numerical studies, simplified bilinear expressions for the softening traction-separation law 
(illustrated in Fig.1) were suggested by Petersson in 1981[22], Hilsdorft and Brameshuber in 1991 
[25], and Phillips and Zhang in 1993 [26]. The area under the softening curve was defined as the 
fracture energy GF by Hillerborg et al in 1976 [1]. Therefore, one could get the following equation: 

                   )(
2
1

0wwfG sstF σ+=                                     (1) 

As a consequence, a general form of the simplified bilinear expression of the softening 
traction-separation law is given as follows:  
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Fig. 1. The bilinear softening traction-separation law 

 
Different values of the break point (σs, ws) and the crack width w0 at stress-free point were used for 
the expression proposed by different researchers. In present work, the bilinear softening function of 
concrete proposed by Petersson is used for post-fire specimens: 
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3. Analytical determination of cohesive fracture toughness   
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3.1 Effective crack extension length and residual Young's modulus 
  
The linear asymptotic superposition assumption is considered in the analytical method presented by 
Xu and Reinhardt [7, 8] to introduce the concept of linear elastic fracture mechanics for calculating 
the double-K fracture parameters. Detailed explanation of the above assumption can be found 
elsewhere [7]. 
 
Based on this assumption, the value of the equivalent-elastic crack length for WS specimen is 
expressed as: 
                        0

2/1
0 })

16.9
18.13(1){( h

cbE
hha −

+⋅⋅
−+=                            (4)    

Where c=CMOD/P is the compliance of specimens, b is specimens thickness; h is specimens height 
and h0 is the thickness of the clip gauge holder. For calculation of critical value of equivalent-elastic 
crack length ac, the value of crack mouth opening displacement (CMOD) and P is taken as CMODc 
and Pu respectively.  
 
The residual Young's modulus E is calculated using the P-CMOD curve as:  

                         ]16.9)1(18.13[1 2 −−×= α
ibc

E                          (5) 

Where ci=CMODini/Pini, is the initial compliance before cracking, α= (a0+h0)/ (h+h0). The value of 
critical equivalent-elastic crack length ac and residual Young's modulus E are listed in Table 2. 
 

3.2 Crack opening displacement along the fracture process zone 
 
Since the cohesive stress distribution along the fracture process zone depends on the crack opening 
displacement and the specified softening law, it is important to know the value of crack opening 
displacement along the fracture line. It is difficult to measure directly the value of COD along the 
fracture process zone, for practical purposes the value of COD(x) at the crack length x is computed 
using the following expression [3]: 

             2/122 ]})()[149.1018.1()1{()(
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a
xCMODxCOD −−+−=                    (6) 

For calculation of critical value of crack tip opening displacement CTODc, the value of x and a (see 
in Fig.4) in Eq. (6) is taken to be ao and ac, respectively. The value of cohesive stress along the 
fictitious fracture zone to the corresponding crack opening displacement is evaluated using bilinear 
stress-displacement softening law as given in Eq. 3. 
 

3.3 Determination of stress intensity factor caused by cohesive force 
  
The standard Green’s function [27] for the edge cracks with finite width of plate subjected to a pair 
of normal forces is used to evaluate the value of cohesive toughness. The general expression for the 
crack extension resistance for complete fracture associated with cohesive stress distribution in the 
fictitious fracture zone for Mode I fracture is given as below:  
                        dxa
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and σ(x) is the cohesive force at crack length x, see in Fig.3, its expression is shown in Eqs.9 or 11.  
At critical condition the value of a is taken to be ac in Eqs.7 and 8. The integration of the Eq.8 is 
done by using Gauss-Chebyshev quadrature method because of existence of singularity at the 
integral boundary.   
                                                                     
As shown in Fig.2, two conditions at critical load, i.e., CTODc ≤ws and ws ≤ CTODc ≤ wc may arise 
at the notch-tip while using bilinear softening function. For specimens subjected to temperatures 
less than 120ºC, the critical CTODc is less than ws; whereas, for temperatures higher than 120ºC, the 
critical CTODc is wider than ws.   
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Fig.2. Two different situations for CTODc and ws  
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Fig.3. Cohesive force distribution along the crack length at critical load   
 

A. When the critical CTODc corresponding to maximum load Pu is less than ws as shown Fig.2a. 
The distribution of cohesive stress along the fictitious fracture zone is approximated to be linear as 
shown in Fig.3a. The variation of cohesive stress along the fictitious fracture zone for this loading 
condition i.e., ao ≤ a ≤ ac or 0 ≤ CTOD ≤ CTODc is written as:  

            )/()))((()()( 00 aaaxCTODfCTODx cctc −−−+= σσσ                         (9)           
where, σ (CTODc) is the critical values of cohesive stress being at the tip of initial notch. The value 
of σ (CTODc) is determined by using bilinear softening function:    
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B. When the critical CTODc corresponding to maximum load Pu is wider than ws as shown Fig.2b. 
The distribution of cohesive stress along the fictitious fracture zone is approximated to be bilinear 
as shown in Fig.3b. The variation of cohesive stress along the fictitious fracture zone for this 
loading condition, also, ao ≤ a ≤ ac or 0 ≤ CTOD≤ CTODc is written as:  
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The value of σ (CTODc) is determined by using bilinear softening function: 
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The limits of integration of Eq.7 should be taken in two steps: ao ≤ x ≤ as for cohesive stress σ1(x) 
and as ≤ x ≤ ac for cohesive stress σ2(x) respectively. The same Green’s function F(x/a, a/h) for a 
given effective crack extension will be determined using Eq.8. The calculated formula is listed as 
follows: 
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The effective crack length at break point as (shown in Fig.3b), is computed from the following 
nonlinear expression [24] by substituting COD (as), CMOD, ac and h: 
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Where COD (as) is the crack opening displacement at as, ac is the effective crack length (according 
to Eq.4) and h is the specimen height. 
 

4. Proposed method to determine cohesive fracture toughness using weight 
function 
 

4.1. Introduction of weight function  
 
Use of weight functions for calculation of stress intensity factors provides an efficient analytical 
technique for fracture mechanics applications. The method of weight function was initially 
proposed by Bueckner [28] and Rice [29] for determination of stress intensity factors and crack face 
displacements in cracked bodies under arbitrary applied stress fields. The value of cohesive fracture 
toughness Ks may be directly determined using weight function as below: 

                            s
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∫= σ                           (15)          

The term m(x, a) in Eq.15 is known as weight function and expressed as: 
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where, a = crack length; σs(x) = the stress distribution along the crack line in the uncracked body 
under the loading case s, which can be determined either experimentally or numerically or 
analytically; dxs= the infinitesimal length along the crack surface; E'= E for plane stress and E'= E/1
−ν2 for plane strain, E and ν are the Young's modulus and the Poisson's ratio respectively. 
 

4.2. Determination of universal weight function for an edge crack in finite width plate 
 
Several one-dimensional weight functions with various mathematical forms are available in 
literature [31-33] but their use is limited. Glinka and Shen [34] introduced one universal form of 
weight function expression having four terms, which can be used for variety of one-dimensional 
Mode I crack problems:  
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    For i=2 ]/[ DabaM iii +=                                                     (19) 
The values of coefficients ai, bi, ci, di, ei, fi are given in Table 1. For an edge crack in the finite width 
of plate the accuracy of the weight function are verified with respect to Tada et al. [27] Green’s 
function. 

Table 1 Coefficients of four terms weight function parameters M1, M2 and M3 

i ai bi ci di ei fi 
1  0.0572 -0.8742  4.0466 -7.8994  7.8550  -3.1883  
2  0.4935 4.4365      
3  0.3404 -3.9534  16.1904 -16.0959  14.6302  -6.1307  

 
4.3. Evaluation of cohesive fracture toughness 
 
Once the weight function parameters are determined, Eq.15 is used to calculate the stress intensity 
factor at critical condition due to cohesive stress distribution as shown in Fig.3. The value of σ(x) 
in Eq.15 is replaced by Eq.10, Eq.11, hence the closed form expression of KI

c is can be obtained. 
The value of KI

c using four terms weight function is expressed in the following form. 
  

A. When the critical CTODc corresponding to maximum load Pu is less than ws as shown Fig.2a:  
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After integration of Eq.20 the closed form solution of KI
c is determined as: 
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B. When the critical CTODc corresponding to maximum load Pu is wider than ws as shown Fig.2b.        
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After integration of Eq.22 the closed form solution of KI
c is determined as: 

       
}aB{A

πa
}Baa{A

πa
}aBAaB{A

πa

]}B[Baa{A
πa

]}BBB[BaA]B[Ba{A
πa

K

c
c

sc
c

cc
c

c
c

cc
c

c
I

2
5535

2
3534

31035431
2

3311

2
2

2
2

2
2

2
2

2
2

+−++

−−+−−+−=

         (23)              



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-7- 
 

Where )( c1 CTODA σ= , 
0c

css
3

)()(
aa
CTODw

A
−

−
=

σσ , )( ss4 wA σ= , 
0c

sst
5

)(
aa
wf

A
−

−
=

σ , 

2/3/22 2
13

2/3
1211

2/1
11 SMSMSMSB +++= , 2/3/22 2

23
2/3

2221
2/1

23 SMSMSMSB +++= ,

3/5/22/3/2 3
13

2/5
12

2
11

2/1
14 SMSMSMSB +++= , 3/5/22/3/2 3

23
2/5

22
2

21
2/3

25 SMSMSMSB +++= , 
)/1( 01 caaS −= , )/1(2 cs aas −= . 

 
5  Calculation of double-K fracture parameters 
 
The two parameters (KI

ini and KI
un ) of double-K fracture criterion for wedge-splitting test is 

determined using linear elastic fracture mechanics formula given in XU[8]:                      

                     )(10),( 2/1

3-
αf

th
PaPK ×

=                                   (24)  

                     
h
af =

−
−−×

= α
α

αα ,
)1(

)]45.0(12.01[675.3)( 2/3                          (25)  

The empirical expression (24) is valid within 2% accuracy for, 0.2 ≤ α ≤ 0.8.  
 
Equations 24 and 25 can be used in calculation of unstable fracture toughness, KI

un at the tip of 
effective crack length ac, in which a = ac and P = maximum load, Pu for TPBT and CT test 
specimen geometries respectively. The initiation toughness, KI

ini is calculated using Eqs.24 and 25 
when the initial cracking load, Pini at initial crack tip is known. In present paper, the Pini is 
determined by graphical method using the starting point of non-linearity in P-CMOD curve 
described in the following section.  
 
Generally, for post-fire concrete specimens the value of initial fracture toughness KI

ini is far less than 
the value of critical fracture toughness KI

un, especially for higher temperatures. So much more 
consideration is put to the critical fracture toughness KI

un. In double-K fracture model, the following 
relation can be employed:  

                          c
I

ini
I

un
I KKK +=                               (26) 

 
Since there are two methods to determine the cohesive fracture toughness as mentioned above. Here 
we donate the experimental value, analytical value and weight function value of critical fracture 
toughness as KI

un-e, KI
un-A, KI

un-W respectively, and from which we would judge the validation of 
double-K fracture model and weight function method to the post-fire concrete. 
 
6. Experimental validation and comparison of results 
 
6.1. Experimental program and experimental phenomena 
  
To obtain the complete P-CMOD curves, the wedge-splitting tests were implemented. A total of 50 
concrete specimens with the same dimensions 230×200×200 mm were prepared, the geometry of 
the specimens is shown in Fig.4 (b=200mm, d=65mm, h=200mm, f=30mm, a0=80mm, θ=15°). The 
concrete mix ratios (by weight) were Cement: Sand: Coarse aggregate: Water = 1.00:3.44:4.39:0.80, 
with common Portland cement-mixed medium sand and 16-mm graded coarse aggregate. All the 
specimens had a precast notch of 80 mm height and 3 mm thickness, achieved by placing a piece of 
steel plate into the molds prior to casting. Each wedge splitting specimen was embedded with a 
thermal couple in the center of specimen for temperature control.  
 
Nine heating temperatures, ranging from 65ºC to 600ºC (Tm=65ºC, 120ºC, 200ºC, 300ºC, 350ºC, 
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400ºC, 450ºC, 500ºC, 600ºC), were adopted with the ambient temperature as a reference. Because it 
was recognized that the fracture behavior measurements were generally associated with significant 
scatter, five repetitions were performed for each temperature. 
  
A closed-loop servo controlled hydraulic jack with a maximum capacity of 1000 kN was employed 
to conduct the wedge splitting tests (shown in Fig.5). Two Clip-on Extensometers were suited at the 
mouth and the tip of the crack to measure the crack mouth opening displacement (CMOD) and 
crack tip opening displacement (CTOD). To obtain the complete P-CMOD curves (shown in Fig.6), 
the test rate was fixed at 0.4 mm/min.  
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        Fig. 4. The geometry of specimens                    Fig. 5. The experiment set-up 
  

For the specimens exposed to relatively lower temperatures (20ºC~200ºC), the splitting load 
generally reached its peak with no visible crack observed. Once the first crack initiated, the splitting 
load dropped dramatically. For temperatures at 20ºC~200ºC shows that the crack propagated 
vertically to the bottom of the specimen along with the precast notch. At temperatures above 200ºC, 
more than one crack branched from the tip of notch, competing to form the final fracture (shown in 
Fig.7).  
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Fig.6.P vs CMOD curves of specimens with temperatures Fig. 7. Testing phenomenon of post-fire specimens 
 
6.2. Experimental results 
 
Fig.6 shows typical complete load-displacement curves for different heating temperatures up to 
600ºC. The figure shows that the ultimate load Pu decreases significantly with increasing 
temperatures Tm, whereas the crack-mouth opening displacement (CMOD) increases with Tm. The 
initial slope of ascending branches decrease with heating temperatures, and the curves become 
gradually shorter and more extended. 
 
The recorded maximum load Pu, the recorded crack mouth opening displacement CMODc at Pu, the 
calculated crack tip opening displacement CTODc based on Eq.14, the initial cracking load Pini 
determined by graphical method, the calculated residual Young's modulus E based on Eq.5, the 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-9- 
 

double-K fracture parameters, i.e., KI
ini and KI

un-E and the residual fracture energy GF are 
summarized in Table 2. Here we only list part of the statistics.   

Table 2  The experimental results of fracture parameters 
speci
men 

tempe
rature 

Pini/ 
kN 

Pmax/ 
kN 

CMODc 

/mm 
CTODc 

/mm 
E 

GPa 
GF 

N/m 
KI

ini 
MPa.m1/2 

KI
c-A 

MPa.m1/2 
KI

c-W 

MPa.m1/2 
KI

un-E 

MPa.m1/2 
KI

un-A 

MPa.m1/2 
KI

un-W 

MPa.m1/2 

WS1 6.19  8.33  0.174  0.065  15.30 234.15 0.505  0.666 0.691  1.061  1.171  1.196  

WS2 6.28  9.81  0.120  0.039  20.51 483.66 0.523  0.571 0.608  1.070  1.094  1.131  

WS3 7.26  10.40  0.210  0.079  20.66 438.22 0.610  0.968 1.002  1.497  1.578  1.612  

WS4 7.02  7.92  0.152  0.060  18.88 219.39 0.357  0.799 0.818  1.091  1.156  1.175  

WS5 

20ºC 

5.65  9.39  0.237  0.096  15.45 321.05 0.503  0.715 0.742  1.213  1.218  1.245  

Aver  6.55  9.17  0.178  0.068  18.16 339.30 0.498  0.744 0.772  1.186  1.243  1.271  

WS11 5.03  8.37  0.191  0.056  10.65 396.52 0.518  0.45 0.489  0.900  0.968  1.007  

WS13 4.69  8.25  0.224  0.084  11.87 517.82 0.417  0.745 0.754  1.058  1.162  1.171  

WS12 4.71  7.53  0.357  0.152  9.48 654.73 0.419  1.016 1.070  1.202  1.435  1.489  

WS14 2.79  7.53  0.198  0.083  15.42 345.46 0.249  0.858 0.951  1.107  1.107  1.200  

WS15 

120ºC 

—— —— —— —— —— —— —— —— —— —— —— —— 

Aver  4.31  7.92  0.243  0.094  9.48 478.63 0.401  0.767 0.816  1.067  1.168  1.217  

WS21 1.89  3.40  0.653  0.283  2.45 437.92 0.168  0.45 0.478  0.556  0.618  0.646  

WS22 3.48  5.53  0.667  0.280  3.49 611.47 0.309  0.553 0.597  0.841  0.862  0.906  

WS23 1.82  3.38  0.672  0.271  1.91 341.77 0.162  0.374 0.386  0.480  0.536  0.548  

WS24 2.61  4.97  0.577  0.262  1.99 564.12 0.232  0.359 0.381  0.589  0.591  0.613  

WS25 

300ºC 

2.03  4.17  0.651  0.361  4.03 549.99 0.175  0.82 0.824  0.913  0.995  0.999  

Aver  2.37  4.29  0.644  0.291  2.78 501.05 0.209  0.512 0.533  0.676  0.21  0.742  

Aver  2.01  3.78  0.901  0.410  1.56 490.71 0.149  0.374 0.398  0.615  0.526  0.550  

WS36 1.52  3.37  1.009  0.544  1.41 611.53 0.135  0.387 0.401  0.582  0.522  0.536  

WS37 —— —— —— —— —— —— —— —— —— —— —— —— 

WS38 1.52  3.26  1.419  0.660  1.46 482.45 0.135  0.341 0.375  0.527  0.476  0.510  

WS39 1.12  3.07  1.348  0.617  1.34 663.10 0.100  0.42 0.437  0.563  0.520  0.537  

WS40 

450ºC 

0.99  2.94  1.394  0.666  1.58 678.79 0.088  0.513 0.508  0.659  0.601  0.596  

Aver  1.29  3.16  1.293  0.622  1.16 608.97 0.115  0.415 0.430  0.583  0.530  0.545  

WS46 0.76  1.13  1.482  0.684  0.47 228.23 0.067  0.174 0.188  0.221  0.231  0.245  

WS47 0.53  1.48  2.082  0.684  0.48 395.06 0.063  0.209 0.216  0.277  0.284  0.291  

WS48 0.81 1.65  1.908  0.813  1.14 539.22 0.072  0.478 0.512  0.550  0.550  0.584  

WS49 0.58  1.14  1.687  0.973  0.38 331.99 0.052  0.188 0.198  0.225  0.225  0.235  

WS50 

600ºC 

0.62  1.48  2.082  0.727  0.38 273.07 0.068  0.155 0.161  0.213  0.213  0.219  

Aver  0.62  1.38  1.848  0.799  0.57 353.51 0.064  0.241 0.255  0.297  0.301  0.315  

 
6.3. Discussion 
 
In order to express the influence on the residual fracture toughness in detail, Fig.8 plots the 
tendency of initial fracture toughness KI

ini and the unstable fracture toughness KI
un with heating 

temperatures Tm. It is concluded that the two fractures toughness decrease monotonously with Tm 
because of the thermal damage induced by the heating temperatures. 
 
The initial fracture toughness continuously decreases from 0.498 kN at room temperature to 0.269 
kN at 200ºC, 0.115 kN at 450ºC, and finally 0.064kN at 600ºC, with a significant loss of 0.434 kN 
or 96%. The unstable fracture toughness decreases from 1.186 kN at room temperature to 0.297 at 
600ºC, with a significant loss of 0.889 kN or 75%.  
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               (a) The tendency of KI

ini with Tm            (b) The tendency of KI
un with Tm  

               Fig.8. The tendency of residual fracture toughness with heating temperatures Tm 
  
Comparing the result shown in Table 2, it can be known that the value of KI

un-A evaluated by 
formula (26) has a good coincidence to one calculated by inserting the values of Pmax and ac=D into 
the formula (24), i.e. the critical fracture toughness from analytical and experimental method. Fig.9 
shows the relationship between the two parameters. The similar results could be concluded between 
the value of KI

un-W from formula (26) and the experimental results from formula(24). 
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 Fig.9. Comparison between analytical and experimental Fig.10. Comparison between analytical and weight      
         values of critical fracture toughness              function values of critical fracture toughness 
   
In totally 45 effective specimens, the deviation between KI

un-A and KI
un-E of 22 specimens is below 

5%, and of 40 specimens is below 15%, account for 89%of total specimens. Accordingly, the 
number of specimens corresponding to the same deviation between KI

un-W and KI
un-E is 20 and 42, 

respectively. 
 
Fig.10shows the weight function method agrees well with the analytical method, and the deviation 
below 5% accounts for 65% of total specimens.   
                         
7. Conclusion  
 
The determination of double-K fracture parameter using both analytical and weight function 
methods are carried out in present research. In calculating the cohesive fracture toughness, two 
conditions are divided at critical load: for specimens subjected to temperatures less than 120ºC, the 
critical CTODc is less than ws; whereas, for temperatures higher than 120ºC, the critical CTODc 
corresponding to maximum load Pu is wider than ws. This part of work would be a useful 
supplement to the existed analysis.  
 
Wedge-splitting tests with ten temperatures varying from 20ºC to 600ºC are implemented. The 
complete load-crack opening displacement curves are obtained and the initial and critical fracture 
toughness could be calculated experimentally.   
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The validation of double-K fracture model to the post-fire concrete specimens is proved. In totally 
45 effective specimens, the deviation between analytical value KI

un-A and experimental KI
un-E of 22 

specimens is below 5%, and of 40 specimens is below 15%, account for 89% of total specimens. 
Accordingly, the number of specimens corresponding to the same deviation between KI

un-W and 
KI

un-E is 20 and 42, respectively. Meanwhile the weight function method agrees well with the 
analytical method, and the deviation below 5% accounts for 65% of total specimens. 
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Abstract  The effect of humidity on the fatigue properties of 18% Ni maraging steels with different 

hardness and aging structure was investigated under rotating bending fatigue by varying relatively humidity 

from 25% to 95%. It was found that the initiation and the early propagation of a fatigue crack were 

accelerated in high humidity, which caused to a large decrease in fatigue strength of the alloys. In fact, the 

fatigue strength at 10
7
 cycles obtained in RH 85% was less than a half of that in RH25%. Meanwhile, 

successive observation on surface fatigue progress and the fractographic analysis of fractured specimens 

elucidated that anodic dissolution was the main reason for promoting crack initiation whilst hydrogen 

embrittlement due to cathode reaction was responsible for the acceleration of crack propagation. However, 

the acceleration of crack propagation was suppressed by the formation of reverted austenite. 

 

Keywords  Fatigue, Maraging steel, Humidity, Ageing condition, Fatigue mechanism  

 

 

1. Introduction 
 

Maraging steel is a kind of ultrahigh strength steel that involves many strengthening mechanisms 

such as precipitation hardening, solid solution hardening, grain refinement and so on [1]. However, 

fatigue strength of maraging steel was much lower than expected on basis of its static strength, 

especially when compared to other steels of similar high static strength. One reason for the low 

resistance of the alloy to fatigue is due to its high susceptibility to humidity [2]. It is known that the 

effect of humidity on fatigue strength varies largely with hardness, microstructure and many other 

factors. However, information on the effect of humidity on the fatigue properties of maraging steel 

was very limited in comparison with those on its resistance to stress corrosion cracking [3]. 

In the present study, rotating bending fatigue tests were carried out for 18%Ni maraging steels with 

different hardness and aging structures in various relative humidity in order to investigate the effect 

of humidity on fatigue strength as well as fatigue crack initiation and crack propagation behavior. 

 

2. Experimental procedures 

 
The materials used were a 300-grade and 350-grade 18%Ni maraging steels. The chemical 

compositions in mass% of the alloys are shown in Table 1. The steels were solution treated for 5.4ks 

at 1123K in vacuum followed by air cooling and age hardening in a salt bath. The mean grain size 

of prior austenite was about 20μm in the both alloys. Table 2 shows mechanical properties of the 

alloys subjected to various age hardening treatments. 
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Table 1. Chemical composition (mass%) 

Grade C Si Mn Ni Mo Co Ti Al Fe 

300G 0.005 0.05 0.01 18.47 5.14 9.09 0.89 0.11 Bal. 

350G 0.001 0.01 0.01 17.89 4.27 12.36 1.3 0.08 Bal. 

 

 

Table 2. Mechanical properties 

Steel Aging condition Vickers 

hardness 

HV 

0.2% proof 

stress 

σ0.2 (MPa)  

Tensile 

strength 

σB (MPa)  

Reverted 

austenite 

γ(%) 

A (300G) 753K,2.8ks 550 1730 1833 0 

B (300G) 813K,150ks 550 1634 1798 10 

C (350G) 753K,150ks 705 2300 2370 0 

 

 

Figure 1 shows the aging curves of maraging steels. Aging conditions were determined in such a 

way that the 300-grade steel was either under-aged or over-aged so that it had nearly the same 

hardness of 550HV but different structures, while the 350-grade steel was peak-aged and had a 

hardness of 705HV. The above mentioned ageing conditions are indicated by circles in Fig. 1, 

respectively. X-ray diffraction detected that only the structure of over-aged steel featured with 10% 

of reverted austenite. Therefore, the effects of the hardness and the reverted austenite can be 

examined separately. The under-aged, over-aged and peak-aged 18%Ni maraging steels will be 

denoted hereafter as Steel A, Steel B and Steel C, respectively. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Aging curves of maraging steels 
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Figure 2 shows shape and dimensions of specimens. Fatigue strength was investigated by using 

plain specimens (Fig. 2a). To localize crack initiation and to better observe, partially notched 

specimens (Fig. 2a) were employed. Specimens were machined after solution treatment, and then 

aged at the different conditions displayed in Fig. 1. Prior to fatigue testing, specimens were 

electropolished to remove work affected layer and to better observe. Fatigue tests were carried out 

using a Ono-type rotating bending machine with a capacity of 15 N·m, operating at about 50Hz in 

the relative humidity (RH) of 25%, 45%, 65%, 85% and 95%, respectively. The humidity was 

controlled in the range of RH±5% while the temperature without control fell in the range of 298±3K. 

Surface observation and crack length measurement were conducted using plastic replication 

technique. Crack length, a, was defined along circumferential direction vertical to stress axis. 

Fracture morphology was analyzed under scanning electron microscope (SEM). 

 

 

3. Results and discussion 
 

3.1 Effect of humidity on fatigue properties  

Figure 3 shows S-N curves of Steels A and C in different humidity, respectively. Fatigue strength 

decreases significantly with increasing humidity, irrespective of the kind of steels. 

 

     (a)           (b) 

 

 

 

 

 

 

 

 

Figure 2. Shape and dimensions of (a) plain and (b) partially notched specimens 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. Variation of fatigue strength with humidity in Steels A (left) and C (right) 
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All of fractures originated from the surface. In low humidity, crack was not observed on the surface 

of non-fractured specimens tested at the stress level of fatigue limit, σw, which is defined as the 

strength for a specimen not to fail after being stressed for 10
7
 cycles. In this case, it means that the 

fatigue limit of the alloys was determined by the resistance to crack initiation.  

Figure 4 shows the humidity dependence of the fatigue limit. Effect of humidity on fatigue strength 

was relatively small in the range of low humidity below about RH50%. In the high humidity 

beyond RH50%, fatigue strength decreased largely with increasing humidity, especially the higher 

the static strength, the larger the decrease in fatigue strength. For example, the fatigue limit of Steel 

C in RH85% was less than a half of that in RH25%. The humidity examined in the current study 

was not particular but normal so that this marked decrease of fatigue strength in high humidity is of 

extremely importance in the practical applications of the alloys.  

Figure 5 shows (a) crack growth curves and (b) the relation between crack length and the ratio of 

number of cycles to fatigue life, N/Nf, in low (RH25%) and high (RH85%) humidity, respectively.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. Humidity dependence of fatigue limit 

 

 

 

 

 

 

 

 

 

 

 

 

 

(a) a-N curves                         (b) a-N/Nf curves 

Figure 5. Crack growth behavior 
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Both the initiation (a few grain sizes) and its early propagation (~0.16 mm) are accelerated by high 

humidity. Most of fatigue life (70-90%) is spent in growing a crack up to ~1 mm. On the other hand, 

the influence of humidity on crack growth rate is not remarkable when cracks extend to ~8 grain 

sizes of prior austenite, and neither is the effect of hardness, as shown in Fig. 6, indicating that the 

accelerations to crack initiation and early crack propagation are the main reasons for the decrease of 

fatigue strength in high humidity.  

Figure 7 shows the effect of humidity on the feature of typical small cracks observed in Steel C. The 

edges of a crack corroded in RH85% look relatively wide opened in comparison with those in 

RH25%, suggesting the promotion of crack initiation in high humidity through anodic dissolution.  

The effect of humidity on crack morphology is shown in Fig. 8. In case of Steel A, a crack that 

propagated in a zigzag way along grain boundaries in high humidity grew almost vertically to stress 

axis in low humidity. In case of Steel C, however, the influence of humidity is hardly recognized by 

merely optical surface observation.  

Figure 9 shows morphology of fracture surfaces in Steel C. It is found that even in Steel C, brittle facets 

are also observed in the vicinity of crack initiation site in high humidity, arrowed in Fig. 9b, though 

no brittle facet is found in low humidity (Fig. 9a), which means that hydrogen embrittlement caused 

the acceleration of crack propagation in high humidity.  

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6. Crack growth rate vs. stress intensity factor range 

 

 

 

 

 

 

 

 

 

 

Figure 7. Cracks observed in Steel C in low (RH25%, left) and high (RH85%, right) humidity, respectively  
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   (a) Steel A: RH 25%;    RH 85%      (b) Steel C: RH 25%;  RH 85% 

Figure 8. Crack morphology observed in (a) Steel A and (b) Steel C (Blank and solid arrows indicate origin 

of crack initiation and crack tips, respectively. Axial stresses applied in the horizontal direction) 

  

 

 

 

 

 

 

Figure 9. SEM micrographs showing fracture surfaces in RH25% (left) and RH85% (right) in Steel C 

 

3.2 Effect of reverted austenite on fatigue properties in high humidity 

Figure 10 shows the effect of reverted austenite on fatigue strength in different humidity by 

comparing the results of Steel B that had 10% reverted austenite with those of Steel A, which had 

the same hardness as Steel B but did not include any reverted austenite. Much different from that in 

Steel A, the fatigue strength of Steel B remains less affected by high humidity. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 10. S-N curves of Steel B 
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The crack growth curve and the dependence of crack growth on stress intensity factor range in Steel 

B are shown in Figs. 11 and 12 respectively. As seen in Figs. 11 and 12, the effects of both humidity 

and reverted austenite on the propagation of small cracks are not distinguished in Steel B, though 

the crack initiation of Steel B is truly promoted by high humidity.  

Further observation on crack morphology of Steel B fatigued in both low and high humidity reveals 

that the effect of humidity on macroscopic crack growth in Steel B is really limited, as shown in Fig. 

13, implying that the reverted austenite in the matrix of Steel B does play an important role in the 

process of crack propagation [4], i.e. the widely distributed reverted austenite phases become trap 

sites of hydrogen [5, 6] and suppress the acceleration of crack propagation in high humidity due to 

hydrogen embrittlement. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 11. Crack growth curves of Steel B 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 12. Crack growth rate vs. stress intensity factor range  
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(a) RH 25%          (b) RH 85% 

Figure 13. Crack morphology observed in Steel B (Blank and solid arrows indicate origin of crack initiation 

and crack tips, respectively. Axial stresses applied in the horizontal direction) 

 

4.  Conclusions 
The effects of humidity and the aging structure on the initiation and propagation of a fatigue crack 

of maraging steels were investigated in various relative humidity (RH). Fatigue strength was largely 

decreased by high humidity, though the decrease in fatigue strength was very small below the 

humidity of RH50%. The main reason for the decrease in fatigue strength was the acceleration of 

both crack initiation and small crack growth. The propagation of larger cracks was not influenced 

by humidity. The promotion of crack initiation was due to anodic dissolution and the acceleration of 

crack propagation was caused by hydrogen embrittlement in accompany with cathode reaction. The 

hydrogen embrittlement assisted crack propagation was suppressed by the formation of reverted 

austenite. 
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Crystallographic texture helps reduce HIC cracking in pipeline steels 
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Abstract The resistance of sour-service steels to hydrogen-induced cracking (HIC) has been traditionally 
improved through reduction in sulphur content, control of inclusion morphology, and use of low segregated, 
uniform microstructures. Other approaches are currently investigated; among them, the control of 
crystallographic texture as a mean to further reduce the susceptibility of pipeline steels to HIC. In this study, 
low-carbon steel samples, all within API specifications, were produce using different rolling/recrystallization 
schemes. These samples showed similar microstructure, but differed in their crystallographic textures. After 
cathodic hydrogen charging, HIC was detected in the cold- and hot-rolled/recrystallized steels, whereas the 
warm-rolled/recrystallized steels proved resistant to this damage. These results can be related to the differences 
in texture and grain boundary distribution observed in these groups of samples.  It is concluded that it is 
feasible to improve the HIC resistance of pipeline steels through crystallography texture control and grain 
boundary engineering. The use of warm rolling schedules has been proven an effective solution in achieving 
this goal as they lead to crystallographic texture dominated by the {111}ND-fiber texture, and to a high 
proportion of low-angle grain boundaries. These two characteristics are necessary to further reduce, beyond 
traditional methods, the susceptibility of pipeline steels to HIC. 
 
Keywords  HIC, pipeline steel, crystallographic texture, warm rolling 
 
1. Introduction 
 
The origin, mechanisms, and consequences of Hydrogen-induced cracking (HIC) have been 
documented over the last several decades [1]. The strategies to reduce the incidence of this damage 
have not proven to be totally effective for severe operating conditions [1,2], so that the control of 
crystallographic texture and grain-boundary distribution of sour-service steels has recently been 
proposed as a means to reduce their susceptibility to HIC [3]. 
In recent works the authors have shown that, at a grain scale, crystallographic texture and 
grain-boundary character can play a significant role in HIC propagation in pipeline steels [4–6]. From 
the results of these studies it was postulated that the resistance of low-carbon steels to HIC could be 
improved by controlling their local texture and grain-boundary distribution [7]. Controlled 
warm-rolling, in the 600–800 °C range, was proposed as a mean to produce crystallographic textures 
suitable for reducing HIC because of (i) a reduction in the number of transgranular and intergranular 
cleavage paths along {001}ND-oriented1 grains, (ii) a reduction in crack coalescence and stepwise 
HIC propagation, and (iii) an increase in the number of high-resistance, intergranular crack paths 
along coincidence site lattice and low-angle grain boundaries between {111}ND-oriented grains. 
New experimental evidence is presented in this work, which supports the hypothesis that the 
resistance of pipeline steels to HIC can be improved at a macroscopic scale through controlled warm 
rolling. Several samples of pipeline steel, all within API 5L specifications [7], were obtained through 
different thermo-mechanical processes. These samples, all with similar microstructures, developed 
different crystallographic textures and grain-boundary statistics. Cathodic hydrogen charging was 
used to investigate their HIC behavior. The results of this study show that a strong {111}ND fiber 
texture, which results from warm rolling, reduces the HIC damage in sour-service pipeline steels. 
 

                                                 
1 ND, RD, and TD refer to the pipe’s Normal (radial), Rolling (axial), and Transverse (hoop) directions, respectively. 
{hkl}ND refers to a grain orientation for which the {hkl} plane lies parallel to the ND-TD plane. 
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2. Experimental details 
 
A section of a new 610-mm (24-inch) API 5L X52 pipe was used to obtain RD-oriented strips in order 
to have identical starting samples of this steel (Table I). These samples were subjected to different 
thermomechanical treatments and a total of 5 usable samples, that is, with similar microstructures but 
different crystallographic textures, were selected for further testing.  HIC tests were conducted by 
cathodic hydrogen charging for 48 hours in a hydrogen sulfide (H2S) saturated solution under a 
current density of 50 mA/cm2. The solution was selected very close to the TM 0177-B solution 
recommended in the NACE TM0284-96 standard [8]. 

 
Table 1. Chemical composition, in wt%, of the starting API 5L X52 steel 

C Mn S P Si Cu Cr 
0.212 1.334 0.032 0.028 0.037 0.021 0.009 

 
 

Table 2 shows the thermomechanical paths followed by the investigated samples, which can be 
grouped into two categories: warm- rolled samples (WRA, WB), and cold- and hot-rolled samples 
(HRA, HRB, CRA). All samples were first austenitized at 1040°C for 1 hour, them rolled as indicated 
in Table 2, and finally treated at 850°C for about 100 seconds to ensure complete recrystallization 
with no substantial grain growth. 
 

Table 2. Thermomechanical path followed by the investigated samples 
Sample Thickness reduction (%) Path Final rolling temperature (°C)

WRA 75 2 steps, 50% each 800 
WRB 75 2 steps, 50% each 600 
HRA 75 2 steps, 50% each 1040 
HRB 50 15 steps, 5% each 1000 
CRA 50 15steps, 5% each 27 
 

The global or macrotexture X-ray texture of the samples was determined by measuring three 
incomplete pole figures: {110}, {200}, and {111} using a Mo texture goniometer. The orientation 
distribution function (ODF) of each sample was determined from the measured pole figures assuming 
a cubic-triclinic symmetry. The ADC method [8] was used to estimated the ODFs, which are 
represented here in the ϕ2 = 45 deg. section of Euler space [9]. 
The metallographic inspection and microtexture 2  study of the samples were performed using 
scanning electron microscopy and automated FEG/EBSD, respectively. Orientation Imaging 
Microscopy (OIM) was used to analyze the EBSD measurements. Grain boundaries (GBs) were 
defined in the EBSD-derived orientations maps by the presence of a point-to-point misorientation 
greater than 3 degrees.  To study the mesotexture2 of the samples, GBs were categorized into: (i) 
low-angle (LABs, with misorientation angles less than 15 deg.), (ii) high-angle (HABs), and (iii) 
coincidence site lattice (CSL, Σn [9]). 
 
3. Results 
 
Figure 1 shows examples of typical optical micrographs taken from the studied samples. It is 
observed the characteristic banded pearlite/ferrite microstructure of low-strength carbon steels after 

                                                 
2 The term ‘microtexture’ refers to individual orientation measurements that can be related to their location in the sample. ‘Mesotexture’ refers to the 
distribution, or texture, of GBs [9]. 
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rolling and recrystallization [10]. The average grain size was found to be similar in all samples: 10 
μm for the warm-rolled samples and 12 μm for the cold- and hot-rolled samples. 
 

Pearlite: 10%; G.S.: 11 μm

Sample HRA

Pearlite: 10%; G.S.: 11 μm

Sample HRA

 

Sample HRB

Pearlite: 15%; G.S.: 11 μm

Sample HRB

Pearlite: 15%; G.S.: 11 μm  Pearlite: 12%; G.S.: 11 μm

Sample WRB

Pearlite: 12%; G.S.: 11 μm

Sample WRB

 Pearlite: 14%; G.S.: 13 μm

Sample WRA

Pearlite: 14%; G.S.: 13 μm

Sample WRA

 
Figure 1. Optical micrographs of some of the investigated samples (G.S.: grain size). 

  
After cathodic hydrogen charging, the cold- and hot-rolled samples developed HIC, with cracks 
growing following intergranular and transgranular paths as shown in Fig. 2. In a remarkable contrast, 
no HIC damage was observed in any of the warm-rolled samples. It is important to stress that, given 
that cathodic hydrogen charging introduces more diffusible hydrogen into the steel than the standard 
HIC test (NACE TM0284-96, [11]), the present results are expected to be similar to those obtained 
had the latter method been used. 
 

  
(a)            (b) 

Figure 2. SEM micrograph of typical HIC-damaged regions in samples CRA (a) and HRA (b). 
  
Figure 3 shows the position of several {111}ND, {112}ND, and {001}ND orientations and fibers in 
the {200} and {222} pole figures, as well as the position of the α (<011>RD) and γ ({111}ND) 
texture fibers in the ϕ2 = 45 deg. section of the ODF in Euler space. For the group of HIC-free 
(warm-rolled) samples, whose pole figures and O
is far from nt [8]. 

sed xture, 

DFs are shown in Fig. 4, the crystallographic texture 
crystalline sample, with a low random (phon) texture compo that of a random poly ne

on what is shown in Fig. 3, one realizes that sample WRA has a well-developed fiber teBa
which is very close to {111}ND. Similarly, sample WRB shows a strong {111}ND fiber, together 
with a much less noticeable, yet present, {001}ND fiber. 
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(a)         (b) 

Figure 3.  Position of ideal orientations and texture fibers typical of rolled and recrystallized bcc steels. (a) 
Pole figures. (b) ODF in Euler space (ϕ2 = 45 deg. section). 
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For the group of HIC-stricken samples, whose pole figures and ODFs are shown in Fig. 5, the 
crystallographic texture is markedly different from those found in the warm-rolled samples. Samples 
HRA and CRA show a much more isotropic texture, while sample HRB shows a very acute texture, 
completely dominated by the {001}<110> component. In addition, the strength of the {111}ND and 
{112}ND fibers in these three samples is much less sharp than in the warm-rolled ones. In sample 
HRA, for example, the {111}ND fiber seems to dominate the texture. However, when compared with 
samples WRA and WRB, the sharpness of this texture fiber is significantly less in HRA. Furthermore, 
the texture phon or true random component of this sample was found to be 35%, which denotes that 
its texture has a significant random
 

 character. 

Sample WRA

Sample WRB

 
Figure 4. EBSD-derived {111} pole figure and ϕ2 = 45 deg. section of the ODF in Euler space for the HIC-free 

group of samples. 
 

Sample HRASample HRA

Sample CRASample CRA

Sample HRBSample HRB

 
Figure 5. EBSD-derived {111} pole figure and ϕ2 = 45 deg. section of the ODF in Euler space for the 

HIC-stricken group of samples. 
 
The results of the metallographic inspection and crystallographic texture analysis where corroborated 
by the EBSD/OIM studies. The orientation (OIM) maps derived from the EBSD measurements 
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showed no evidence of texture heterogeneities such as orientation clustering or correlation. The 
microstructural and texture characteristics estimated from these maps, such as grain size and pole 
figures and ODFs, agree with the results previously found during the metallographic inspection and 
texture analysis of the studied samples.3  Based on these findings, and on the fact that the number of 
grains in the orientation maps of the test samples is relatively large (of the order of, or greater than 
104), one can be concluded that the local EBSD-derived distribution of GBs is representative of that 
of the bulk sample.  
Figure 6 shows the grain boundary statistics or mesotexture in the HIC-free and HIC-stricken groups 
of samples. The first result to stress from the results in Fig. 6a is that the proportion of CSL 
boundaries observed for these two groups of samples is not statistically significant. Therefore, in Fig. 
6b, where the average proportion of HABs and LABs are shown for both groups of samples, CSLs 
boundaries are accounted for as HABs. 
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the HIC-stricken group. In contrast, the proportion of HABs 
the HIC-free group is about 45% lower than in the HIC-stricken group. 

For the group of HIC-stricken samples (except for HRB) the mesotexture is the closest to that of the 
random polycrystal. The fraction of LABs in samples HRA and HRB, on average, close to 13%; this 
proportion is about half of that observed for the rest of the test samples. In a very particular case, 
sample HRB shows a remarkably higher fraction of LABs. However, given the results shown in Fig. 
5, and under the assumption of absence of orientation correlation, it is reasonable to expect that the 
majority of these GBs occurs between grains with orientations close to {001}ND. The implications of 
this for HIC propagation is discussed later. Samples HRA and CRA show a high fraction of HABs, 
which, on average, is about 45% higher than the proportion observed in the HIC-free samples. Once 
again, sample HRB stands out as a remarkable exception, where the small fraction of HABs and CSLs 
can be related to the high fraction of LABs shared by {001}ND-oriented grains. 
                                                

Grain boundary type  
(a)                      (b)  

Figure 6. Mesotexture of the investigated samples. (a) By sample, considering with CSLs separately accounted 
for. (b) By group of samples with CSLs accounted for as high-angle boundaries. 

 
For the group of HIC-free (warm-rolled) samples the GB statistics shows the highest proportion of 
low-angle boundarie
polycrystal. This result is in complete agreement with the results shown in Fig. 4 for the 
crystallographic texture of these samples, and is an indication that no significant orientation 
correlation [12] occurs in them. Similarly, orientation correlation was also neglected for the group of 
HIC-stricken samples. Fig. 6b also shows that, on average, the fraction of LABs in the HIC-free 
group of samples almost doubles that of 
in 

 
3 Given this result, and for the sake of space economy, the pole figures and ODF presented in this paper are those 
obtained from the EBSD measurements 
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4. Discussion 
 
In the group of samples where HIC was observed, the absence of a strong {111}ND texture fiber and 
the proximity of the texture to that of the random polycrystal is critical to the results of the HIC tests. 
In this group, HRB is the only sample whose texture significantly differs from that of the random 
polycrystal. The sharpness of the texture of this sample can be unambiguously related to the observed 
dominant proportion of {001}ND-oriented grains. The observed susceptibility of these samples to 
HIC can be associated with their grain mesotexture, which results from the texture that they develop 
during deformation and recrystallization. The relatively large proportion of high-angle GBs observed 
in samples HRA and CRA provide plentiful of low-resistance paths for the propagation of 
intergranular HIC. Sample HRB shows a significantly increased fraction of low-angle GBs, but 
between grains with orientatio l se t  {0 1}ND ( ig.

 the pipe’s r nce paths to 

n that it is feasible to improve the HIC resistance of pipeline steels using 

ns c o o 0 F  5
m e HRB d es the resistanc

).  
The large number of {001}ND grains observed in sa pl  re uc e of this sample 
to HIC as it facilitates intragranular crack propagation along {001} cleavage planes oriented parallel 

olling plane. In addition, LABs shared by {001}ND also provide low-resistato
intergranular, cleavage-like propagation of HIC in the same plane [5,6,12].  
In a remarkable contrast, the warm-rolled, HIC-free samples show a crystallographic texture 
dominated by well-developed, strong {111}ND or {112}ND texture fibers. In reference [7] it was 
shown that, at a grain scale, these orientations impede transgranular HIC propagation on the rolling 
plane. One can also point out that, for a mode I loading, shear stress is null ahead of crack tips [13]; 
therefore, propagation of HIC in the rolling plane by shear/slip-related fracture along grains with 
orientation within these fibers can be predicted to be very unlikely. Another characteristic of grains 
with {111}ND orientations is that they can accumulate large plastic deformation when cracks are 
close enough to induce interaction and coalescence. This improves the resistance of the steel to HIC 
by reducing the driving force for growth of interacting cracks, with the consequent reduction in the 
probability of coalescence of closely-spaced, non-coplanar cracks [13,14].  
In addition to the foregoing, the warm-rolled group of samples is particularly prone to have improved 
HIC resistance because it exhibits an increased number of LABs between {111}ND-oriented grains.  
It has been reported [7] that LABs with <111> disorientation axis have lower energies than LABs 
with <100> axis. As a result, a steel with a strong {111}ND texture is expected to show a reduced 
susceptibility to HIC due to the increased presence of low-angle boundaries with the lowest possible 
energy. 
 

. Conclusions 5
 
t has been showI

crystallography texture control and grain-boundary engineering.  At a macroscopic scale, this can be 
achieved through controlled warm (ferritic) rolling schedules. These thermomechanical processes 
lead to a crystallographic texture dominated by the {111}ND-fiber texture and to a mesotexture with 
a high proportion of low-angle, low-energy grain boundaries. These two characteristics are critical to 
reduce, beyond traditional practices, the susceptibility of these steels to hydrogen-induced cracking. 
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Abstract  The stress corrosion cracking (SCC) tests were performed using the wrought magnesium alloys, 
AZ31, AZ61 and T5 heat treated AZ61 (AZ61-T5) in a NaCl solution under the controlled cathodic potential 
in order to investigate the effects of the anodic dissolution and the hydrogen embrittlement on the SCC 
behavior. The crack growth rate (da/dt) of AZ31 was faster than those of AZ61 and AZ61-T5 under the same 
cathodic potential. The threshold stress intensity factor for SCC propagation (KISCC) of AZ31 was lower than 
those of AZ61 and AZ61-T5, and KISCC of AZ61-T5 was lower than that of AZ61, which is attributed to the 
difference of resistance to anodic dissolution. In AZ31 and AZ61, KISCC under the cathodic potential of -2.5 V 
was higher than those under the other cathodic potentials. In all materials, KISCC under the cathodic potential 
of -1.4 V was lower than those under the cathodic potentials of -3.0 V and -4.0 V. By the observations on the 
fracture surfaces after the SCC tests, less corrosion products were observed on the fracture surfaces under the 
cathodic potentials of -3.0 V and -4.0 V than on the fracture surfaces under the cathodic potential of -1.4 V. 
 
Keywords  Stress corrosion cracking, Magnesium alloy, Hydrogen embrittlement, Anodic dissolution 
 
1. Introduction 
 
In the recent years, light materials have been promoted to be applied in a wide variety of 
applications, especially in structural components of transportation machines such as airplanes and 
ground vehicles to reduce fuel consumption. Magnesium (Mg) alloys are the lightest among all 
available metals in practical use and have high specific strengths. So Mg alloys are expected as 
structural materials for transportation machines. However Mg alloys are sensitive to corrosion and 
exhibit the poor corrosion resistance compared with the other light metals such as aluminum and 
titanium alloys. Thus it is important to understand the corrosion properties of Mg alloys. Especially, 
the stress corrosion cracking (SCC) behavior is important since it could cause sudden and fatal 
failures. 
 
The SCC could be attributed to the combined effects of the anodic dissolution and the hydrogen 
embrittlement. Especially the hydrogen embrittlement plays an important role in the SCC of Mg 
alloys. Previously the present authors have performed the SCC tests using the wrought Mg alloy 
AZ31 in a NaCl solution under the controlled cathodic potential to decouple the effects of anodic 
dissolution and hydrogen embrittlement and have investigated the SCC behavior [1]. In the present 
study, the similar SCC tests were performed using the wrought Mg alloys AZ31, AZ61 and T5 heat 
treated AZ61 to investigate the effects of the anodic dissolution and the hydrogen embrittlement on 
the SCC behavior of Mg alloys. 
 
2. Experimental details 
 
2.1. Material and specimen 
 
The materials used were the wrought Mg alloys AZ31 and AZ61. The chemical compositions and 
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the mechanical properties of the materials are shown in Table 1 and Table 2, respectively. The  
phase of Mg alloy, i.e., Mg17Al12, is more sensitive to hydrogen embrittlement than the matrix. 
Hence it is expected that the SCC behavior is dependent on the content of  phase. To investigate 
the effect of  phase on the SCC behavior, the T5 heat treated AZ61 (AZ61-T5) in which  phases 
were precipitated along the grain boundaries was also used. The T5 heat treatment was set to hold 
the material at the temperature of 170 ºC for 42 hours followed by cooling in the air. Fig. 1 shows 
the optical micrographs showing the microstructures of (a) AZ31, (b) AZ61 and (c) AZ61-T5. Fig. 2 
shows the micrograph by a scanning electron microscope (SEM) showing the microstructure of 
AZ61-T5 in the high resolution. The  phase precipitates were observed along the grain boundaries. 
 

Table 1. Chemical compositions of materials (wt%) 
Material Al Zn Mn Si Cu Ni Fe Mg 

AZ31 2.7 0.79 0.44 0.004 0.0011 0.0009 0.0012 Bal. 
AZ61 5.8 0.65 0.29 0.01 0.002 0.002 0.002 Bal. 

 
Table 2. Mechanical properties of materials 

Material 
0.2% proof  

stress,  
0.2 (MPa) 

Tensile  
strength, 
B (MPa) 

Elongation, 
 (%) 

Vickers  
hardness, 

HV 

Elastic 
modulus, 
E (GPa) 

AZ31 170 248 17 54 46 
AZ61 192 301 19 62 44 

 

     
(a) AZ31                     (b) AZ61                   (c)AZ61-T5 

Figure 1. Microstructures of materials 
 

 
Figure 2. SEM micrograph showing  phase precipitates along grain boundaries in AZ61-T5 

 
For the SCC tests, compact tension (CT) specimens with the configuration of a width of 50.8 mm 
and a thickness of 6 mm were fabricated by machining from the materials. Fig. 3 shows the 
configuration of a CT specimen. Prior to the SCC tests, a pre-crack with a length of 2 mm was 
introduced from the artificial notch root of CT specimen. Pre-cracks were introduced by a fatigue 
test at the frequency of 10Hz, the stress ratio of 0.1 and the initial stress intensity factor range ΔKI 
of 3 MPa m1/2. 
 

20m

100m 100m100m 
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Figure 3. CT specimen configuration 

 
2.2. Stress corrosion cracking test 
 
Fig. 4 shows the schematic illustration of SCC test apparatus. The crack length was monitored by a 
crack gauge bonded to a crack-expected part of CT specimen. In the SCC tests of AZ61 and 
AZ61-T5, crack gauges were peeled off frequently since the crack growth rate was low and the 
testing time was long. So a traveling microscope was also used to monitor the crack length of AZ61 
and AZ61-T5 specimens. A CT specimen with a fatigue pre-crack was attached to the creep testing 
machine equipped with a 3% NaCl solution tank. Prior to the loading, SCC test specimens were 
held in a NaCl solution at a given cathodic potential for 24 hours under no-loaded condition to 
charge hydrogen. After the loading, the load was gradually increased every 24 hours until a crack 
initiated to propagate. Once a crack initiated to propagate, the load was sustained and the crack 
growth was monitored by a crack gauge or a traveling microscope. In the solution tank, the 
Ag/AgCl and Pt electrodes were set for the reference and counter electrodes, respectively and the 
cathodic potential of specimen was controlled by means of a potentiostat (HA-303: HOKUTO 
DENKO Corp.). The cathodic potentials were controlled to be -1.4 V, -2.5 V, and -3.0 V for AZ31; 0 
V, -1.4 V, -2.5 V and -4.0 V for AZ61; and -1.4 V and -4.0 V for AZ61-T5. 
 

 
 

Figure 4. SCC test apparatus 
 
The Pourbaix diagram of Mg [2], which shows the stable phase of an electrochemical system, is 
shown in Fig. 5. The pH of 3% NaCl solution is 7. The test conditions are also plotted in Fig. 5. It is 

potentiostatAg/AgCl 
reference electrode 

Pt counter electrode 

CT specimen 

tank

3% NaCl solution crack gauge 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-4- 
 

considered that the SCC behavior is dominated by the anodic dissolution in the corrosion region and 
by the hydrogen embrittlement in the immunity region. According to the Pourbaix diagram, the 
cathodic potential of -1.4 V corresponds to the corrosion region under which the SCC behavior is 
dominated by the anodic dissolution. The cathodic potentials of -3.0 V and -4.0 V correspond to the 
immunity region under which the SCC behavior is dominated by the hydrogen embrittlement. The 
cathodic potential of -2.5 V corresponds to the boundary between the corrosion and immunity 
regions. The SCC test conditions of cathodic potentials and electrochemical phases for each 
material are summarized in Table 3. 
 

 
Figure 5. Pourbaix diagram for magnesium 

 
Table 3. SCC test condition 

Material 
Cathodic potential 

Corrosion region of Mg  Immunity region of Mg 
0V -1.4V -2.5V -3.0V -4.0V 

AZ31  Tested Tested Tested  
AZ61 Tested Tested Tested  Tested 

AZ61-T5  Tested   Tested 
 
3. Experimental results 
 
3.1. Crack growth behavior 
 
Fig. 6 shows the relationship between the crack length, a, and the testing time, t, after the crack 
initiated to propagate in a stable manner. The SCC behavior depends on the material, i.e., AZ31 
specimens fractured more rapidly than AZ61 and AZ61-T5 specimens, and AZ61-T5 specimens 
fractured more rapidly than AZ61 specimens. In all materials, the final crack lengths were shorter 
and specimens fractured more rapidly under the cathodic potentials of -3.0 V and -4.0 V which 
correspond to the immunity region than under the cathodic potentials of 0 V and -1.4 V which 

Test conditions 
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correspond to the corrosion region, except for the AZ61 specimen under the cathodic potential of 
-1.4 V. Fig. 7 shows the relationship between the crack growth rate, da/dt, and the stress intensity 
factor, KI. Crack growth rates of AZ31 are much faster than those of AZ61 and AZ61-T5, and those 
of AZ61-T5 are faster than those of AZ61 under the same cathodic potentials. The crack growth rate 
of AZ31 is not sensitive to the change of KI values especially under the cathodic potential of -3.0 V. 
The relationship between the threshold stress intensity factor for the SCC propagation, KISCC, and 
the cathodic potential, E, is summarized and shown in Fig. 8. In AZ31, KISCC under the cathodic 
potential of -2.5 V is higher than those under the cathodic potentials of -1.4 V and -3.0 V. This 
tendency is the same in AZ61, i.e., KISCC of AZ61 under the cathodic potential of -2.5 V is higher 
than those under the other cathodic potentials. In AZ61, KISCC under the cathodic potential of 0 V is 
the same as that under the cathodic potential of -1.4 V. In all materials, KISCC under the cathodic 
potential of -1.4 V is lower than that under the cathodic potentials of -3.0 V and -4.0 V. 
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Figure 6. Relationship between crack length, a, and testing time, t 
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Figure 8. Relationship between threshold stress intensity factor for SCC propagation, KISCC and 

cathodic potential, E 
 
3.2. Fracture surface observation 
 
Fig. 9 shows the SEM micrographs showing the typical examples of fracture surfaces. As shown in 
Fig. 9 (a), the fracture surface of AZ31 under the cathodic potential of -1.4 V at KI of 8.6 MPa m1/2 
was covered by corrosion products. However corrosion products became less on the fracture surface 
at KI of 14 MPa m1/2 as shown in Fig. 9 (b). Under the cathodic potentials of -2.5 V and -3.0 V, no 
corrosion products were observed as in Fig. 9 (c) and (d). In AZ61 and AZ61-T5, almost all of the 
fracture surfaces were covered by corrosion products and only a part of fracture surfaces were not 
covered as in Fig. 9 (e). As the cathodic potential became lower, corrosion products became less. 
Corrosion products on the fracture surfaces of AZ61 were less than those of AZ61-T5 comparatively. 
Some of the fracture surfaces of AZ61 remained their own morphologies under the cathodic 
potential of -4.0 V as in Fig. 9 (f). Except for the corrosion products, the fracture surface 
morphology is similar in all materials, i.e., fracture surfaces seem to be brittle covered with flat 
packets with fine steps without dimples as are observed in the fracture surfaces by fatigue tests [3]. 
 
4. Discussion 
 
The crack growth rates of AZ31 specimens were much higher than those of AZ61 and AZ61-T5 
specimens, which indicates the corrosion resistance of AZ31 is lower than those of AZ61 and 
AZ61-T5. Aluminum (Al) is added to AZ31 and AZ61 to enhance the strength and also to improve 
the corrosion resistance. So AZ61, which contains more Al than AZ31, exhibited better corrosion 
resistance. Comparing AZ61 and AZ61-T5, the crack growth rates of AZ61-T5 specimens were 
faster. It is attributed to the precipitated  phases which are more sensitive to corrosion than the 
matrix. But the  phases were precipitated along the limited region of grain boundaries so the 
corrosion resistance was not decreased as AZ31. 
 
KISCC of AZ61 under the cathodic potential of -1.4 V is the same as that under the cathodic potential 
of 0 V, which indicates that the anodic dissolution occurred under the cathodic potential of -1.4 V as 
same as no cathodic potential is applied and the cathodic potential of -1.4 V did not act to decrease 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-7- 
 

the anodic dissolution. The same discussion could be made from the fracture surface observations, 
i.e., the fracture surface of AZ31 under the cathodic potential of -1.4 V at KI of 8.6 MPa m1/2 was 
covered with corrosion products. However, under the same cathodic potential of -1.4 V, corrosion 
products were less on the fracture surface at comparatively higher KI of 14 MPa m1/2. This is 
attributed to the difference of exposure time to the NaCl solution which is the corrosive 
environment. In the SCC tests conducted in the present study, the load was sustained once after a 
crack initiated to propagate. So KI corresponds to the crack length. The fracture surface at low KI 
was the area near the notch root and was exposed to the NaCl solution for longer time until a CT 
specimen was lead to final fracture than that at high KI. So in the fracture surface at low KI, the 
effect of the corrosive environment is large and the fracture surface became covered with corrosion 
products. The reason that almost all of the fracture surfaces of AZ61 and AZ61-T5, which are more 
insensitive to corrosion than AZ31, were covered with corrosion products is also explained by the 
exposure time to the corrosive environment. The crack growth rates of AZ61 and AZ61-T5 were 
slower and it took longer time until the final fractures than AZ31. Although AZ61 is insensitive to 
corrosion, the effect of longer exposure to the corrosive environment becomes large and so the 
fracture surfaces of AZ61 were also covered with corrosion products. 
 

     
(a) AZ31, E=-1.4 V, KI=8.6 MPa m1/2  (b) AZ31, E=-1.4 V, KI=14 MPa m1/2 

 

      
         (c) AZ31, E=-2.5 V, KI=19MPa m1/2   (d) AZ31, E=-3.0 V, KI=14MPa m1/2 

 

      
(e) AZ61, E=-1.4 V, KI=19 MPa m1/2  (f) AZ61, E=-4.0 V, KI=30MPa m1/2 

 
Figure 9. SEM micrographs showing fracture surfaces 
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In AZ31 and AZ61, KISCC is the highest under the cathodic potential of -2.5 V in the boundary 
between the corrosion and immunity regions compared with those under higher and lower cathodic 
potentials. It is considered that under the higher cathodic potential, the corrosion is dominant and 
under the lower cathodic potential, the hydrogen embrittlement is dominant. The anodic dissolution 
is dependent on the cathodic potential, i.e., as the cathodic potential becomes lower, the anodic 
dissolution becomes decreased since the Mg phase becomes more stable than the Mg2+ phase as 
shown in Fig. 5 of the Pourbaix diagram, which is the reason that KISCC under the cathodic potential 
of -2.5 V is higher than that under the cathodic potential of -1.4 V. The generation of hydrogen 
molecules, H2, should be also dependent on the cathodic potential, i.e., as the cathodic potential 
becomes lower, more H2 are generated. Thus the lower cathodic potentials accelerated the hydrogen 
charging and KISCC becomes lower as the cathodic potential is lower than -2.5 V. 
 
5. Conclusions 
 
In the present study, the SCC tests were performed using the wrought magnesium alloys, AZ31, 
AZ61 and AZ61-T5 under the controlled cathodic potential and the effects of the anodic dissolution 
and the hydrogen embrittlement on the SCC behavior of Mg alloys were investigated. From the 
experimental results and the discussion, the following conclusions could be made: 
(1) The crack growth rate of AZ31 was faster and KISCC of AZ31 was lower than those of AZ61 

and AZ61-T5 under the same cathodic potential since the added Al acts to enhance the 
strength and to decrease the anodic dissolution. 

(2) The crack growth rate of AZ61-T5 was faster and KISCC of AZ61-T5 was lower than those of 
AZ61 under the same cathodic potential since the precipitated  phases in AZ61-T5 are 
sensitive to hydrogen embrittlement. 

(3) The crack growth rate depends on KI. However in AZ31 the crack growth rate is not so 
sensitive to KI. Especially the crack growth rate is insensitive to KI under the cathodic 
potential of -3.0 V. 

(4) In AZ31 and AZ61, KISCC under the cathodic potential of -2.5 V where the boundary between 
the corrosion and immunity regions is higher than KISCC under the higher cathodic potentials 
in the corrosion region where the anodic dissolution is dominant and KISCC under the lower 
cathodic potentials in the immunity region where the hydrogen embrittlement is dominant. 

(5) In all materials, KISCC under the cathodic potential of -1.4 V was lower than that under the 
cathodic potentials of -3.0 V and -4.0 V. 

(6) The amount of corrosion products depends on the cathodic potential and the exposure time to 
corrosive environment. Less corrosion products were observed on the fracture surfaces under 
the cathodic potentials of -3.0 V and -4.0 V than on the fracture surfaces under the cathodic 
potentials of 0 V and -1.4 V. A part of the fracture surfaces of AZ31 and almost all of the 
fracture surfaces of AZ61 and AZ61-T5 were covered with corrosion products where the 
exposure time was long. 
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Abstract  As carbon steel immersed in seawater with loading, particularly with defect, its 
performance lead degradation and reduction in bear capacity. For the specimen of carbon steel 
immersed in seawater with notch and defects, its macro-mechanical properties was tested and also 
analyzed with electron microscopy equipment. The fracture behavior of specimen was analyzed in 
different test conditions, and their bearing capacity was contrast each other for loading before and 
after soaking. Some relation curves are gotten as the curve of crack tip opening displacement and 
loading, or relation between loading and the displacement of loading point for specimen before or 
after soaking in seawater. The specimen with plastic zone of crack-tip was soaked in seawater for 
short-term, according to the analysis of experimental results, the length of plastic curve between 
reloading and displacement is become shorter, and the material is more brittle. In the area of 
meso-analysis, fracture performance of seawater corrosion steel were investigated by electron 
microscopic observation, and checked the difference of characteristics parameters and 
meso-morphologies of material specimen. As to plastic, the effect of seawater on carbon steel 
dislocation and slip were also researched in the paper.  
Key Words   Carbon steel；seawater corrosion；elasto-plastic fracture；microscopic analysis；
bearing capacity of structure with crack 
 
1. Introduction 

Seawater corrosion affects the mechanical properties of steel, and complex water 
environment is a source of metal corrosion[1-3]. For the complex corrosion process of 
Q235 steel in seawater, its behavior shows that the factors of affecting corrosion is 
including not only the voltage and pH value of them, but also microbial perturbation on 
the metal surface near[4-5]. The magnetic detection is also effective means to analyze the 
corrosion. The consequences of corrosion of metallic materials is not only reflected its 
weight reduction, but also it is the deterioration of bearing capacity and mechanical 
properties of its structure. So, the stress corrosion and fracture properties of steel is an 
important investigate field for anti-corrosion and material scientists. 

2. Influence of seawater immersion on steel fracture process curve 

The steel material were made into the test specimen of beam with prefabricated crack, and 
it were placed on an experiment equipment for the loading of three point bending. As 
shown in Figure 1, the curve of loading and the displacement of load point are expressed 
by series of point. For the point of square or triangle, the size of its specimen is that high 
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60mm, thickness 60mm, the length of prefabricated crack 18mm, the loading span 
240mm and so on. The square point indicates the data of specimen without seawater 
immersion, and the triangle is for the specimen in seawater 60d. The hollow dots is for the 
specimen (H60B40A18) of dimension high 60mm, thickness 40mm, prefabricated crack 
length 18mm, and it is a load-displacement curve of initial loading, unloading and 
reloading continuously. Obviously, unloading and reloading curves are basically 
coincident. But the slope of curve is larger compare to the curve slope from zero load, and 
the results shows the material having harden characteristics. The solid circular point 
indicates the load-displacement curve of specimen that the 'H60B40A18' were loaded into 
the plastic phase, and unloaded to zero, then it immersed in seawater for 30d, and 
reloading on the same equipment. However, the displacement had been added the original 
plastic residual displacement after unloading. It can be seen that the curve slope of plastic 
seawater loading is lower than the unloading curve. And the curve segment become 
shorter over linear loading part. It shows the material performance having deterioration. 
For two kinds of thickness of specimen, the thicker specimen is increased significantly for 
the bearing capacity and deformation resistance ability of it 
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3. The influence of seawater immersion on specimen toughness  

For the specimen of three point bending beam with incision, its stress intensity factor near 
incision root can be expressed as follows[6] 
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Fig 1. The curve of load-displacement for three point bending steel beam with crack 
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Here, the symbol h, b, a and s are respectively represent the height, thickness, crack 
length and loading span. The fracture toughness of many specimens with different 
thickness or different prefabricated crack length, are shown in Figure 2 (a, b). Among 
them, the solid symbol indicates the fracture toughness of specimen without seawater 
immersion. And, the hollow symbols or vertical line is for the toughness value of 
specimen soaked in seawater for short-term that were unloading to zero after loaded 
firstly into the plastic stage. Figure 2(a) shows the variation of specimen fracture 
toughness with crack length. And Fig 2 (b) express the variation of toughness with 
specimen thickness. It can be seen that the toughness of seawater immersion specimen 
after plastic deformation is smaller than that of specimen without seawater immersion.  
The fracture toughness increases of specimen with the increasing of its thickness, and its 
toughness decreases with the increase of prefabricated crack length. 
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 Fig 2 The toughness of steel soaked in seawater or not for different pre-crack (a) or thickness (b) 

4.The SEM morphology of specimen in seawater immersion  

As shown in Figure 3 (i,ii)，they are the SEM photos of the location of carbon steel 
specimen in uniaxial tension, and its appearance size is about long 20mm, wide 4mm, 
thickness 0.6mm. Fig3. (i) is about the specimen soaked in seawater for 90 days, and 
Figure (ii) is the photo of specimen without seawater. The size and crack length of both 
specimen is the same about 1.5mm. The specimen shown in Fig 3. (i) is loaded for tension 
1240N, and that in Fig 3(ii) is for 1656N. As to the specimen immersed in seawater, it has 
the phenomena of cracking and slip twinning in disorder. The images show that the steel 
of soaked in seawater becoming deterioration in the mechanical properties of material, 
and its performance of resistance damage ability is also reducing obviously.  
 

（i） （ii）  
 
 

 
The SEM photos of specimen on local corrosion part in seawater are shown in Fig 4. Here, 
figure (1) is for conditions without load, and figure (2) for loading 1850N. The corrosion 
defects and corrosion surface shedding can be seen after loading on specimen in the right 
picture.  
 
5. Conclusion 
1) For the steel specimen of three point bending beam with crack, its seawater immersion 
of short time is not significant influence on the curve of loading and displacement of 
experiment. But, the specimen fracture toughness slightly reduced, deformation curve 
become shorter or becoming brittle, when it were reloaded after loaded to plastic stage 

Fig 3 SEM Photos of Steel specimen （i）after soaked in seawater at load 1240 N； 
（ii） not in seawater at load 1656N 



 5

and immersion in seawater for a period time.   
2）It is found by scanning electron microscopy that the specimens of short-term sea 
immersion exists obvious corrosion defects, disorder slip twinning and its capacity of 
resistance cracking was lower than the specimen without seawater. 
 

(1)  (2) 
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Abstract We describe intergranular slow crack growth (SCG) in Zirconia within a cohesive zone 

methodology. Stress corrosion being thermally activated, a rate and temperature dependent cohesive 

zone formulation is proposed and shown able to capture SCG. In the present study, the influence of 

microstructure in terms of anisotropic properties, the grain to grain disorientation, and the initial 

thermal stress state that originates from the ceramic processing are shown to determine the kinetics 

of SCG and the level of the load threshold below which no slow crack growth is observed. The 

influence of the water concentration (R.H.) on the magnitude of the minimum load threshold and on 

the kinetics of SCG is investigated. Ultimately, this work aims at providing reliable predictions in 

long lasting applications of ceramics. 

 

 

Keywords Zirconia, Ceramic, Slow crack growth, Cohesive Zone, Humidity 

 

1. Introduction  
 

Zirconia has been one of the most important ceramics and one of the prominent mechanical 

properties used in various domains as thermal barriers, coatings, and in medical applications. Their 

intrinsic advantages are wear chemical resistance and inertness. When subjected to subcritical 

mechanical loads in presence of water, Zirconia is prone to a delayed damage mechanism called 

slow crack growth (SCG). This damage process is environmentally assisted by the diffusion and 

adsorption of water molecules in the crack tip or along the grain boundaries, which will reduced the 

energy required for failure. SCG is characterized by the variation of the crack velocity with load 

level. It is show experimentally [1, 2, 7] that beyond a load threshold K0, SCG takes place at a 

velocity that increases with load (regime I). Regime I depends strongly on the load level, 

temperature and water concentration. This process is influenced by the environment. Chevalier et al. 

[2] showed experimentally the influence of water concentration and temperature on SCG and on the 

threshold K0 in Zirconia polycrystals (see Fig. 1). Increasing the water concentration (cf. air 25°C 

vs water 25°C) induced a shift in the V-KI curve with an increase in the crack velocity and a 

decrease in the magnitude of K0. The same trend is observed with increasing temperature (cf. water 

25°C vs water 75°C) with an additional decreasing of the threshold K0. The slope of regime I of the 

V-KI curve is not affected by the environment but the kinetics of SCG (velocity, K0) are strongly 

dependent on the magnitude of the mechanical load, water concentration and temperature. In the 

present study, we aim at predicting the load threshold K0, the regime I of the V-KI curve and at 

providing insight of the origin of their variation with the water concentration.  
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Figure 1. Slow crack growth in ceramics (Zirconia) velocity V versus the stress intensity factor KI. The 

regime I shows a marked dependence with the relative humidity and temperature (data from [2]). 

 

The mechanism underlying failure is described with a cohesive model that represents the reaction 

rupture process for SCG. Thus, a thermally activated formulation is adopted for the cohesive model 

(see Romero de la Oso et al. [2]). The formulation is shown in Romero de la Osa et al. [2-4] able to 

capture the regime I, the load threshold being related to the presence of initial stress (Romero de la 

Osa et al. [4]). We also investigate the influence of residual thermal stresses originating from the 

sintering process on the kinetics of SCG and on K0. The influence of the water concentration on the 

kinetics of SCG and on the minimum threshold K0 is also investigated. 

 

2. Cohesive zone model for the reaction-rupture mechanism in ceramic 

 
In this section, we present a cohesive zone model for the reaction-rupture mechanism underlying 

SCG in single and polycrystals ceramics. Michalske and Freiman [5] proposed an atomistic 

description accepted in the ceramic communities as a responsible for the process of SCG. They 

considered a bond of scilica in tension in presence of molecule of water that assists the breakdown 

of the bond to create two molecules of silanol. This model is reconsidered recently by Zhu et al. [6] 

by performing atomistic calculations. They observed that the reaction rupture is energetically 

favorable once a stress threshold is reached locally, with an activation energy that decrease with the 

applied stress. These observations are formulated with a cohesive zone methodology as Romero de 

la Osa et al. [3-4]. A thermally activated cohesive model is proposed where the damage opening 

rate for the description of the damage kinetics as 

 0 c

n exp 






 

Tk

U

B

n0
,  (1) 

where c

n
  is the opening rate between two surfaces in which damage occurs, U0 is an activation 

energy, has the dimension of a volume and n is the traction normal to the cohesive surface. The 

pre-exponential term 0
  has the dimension of a velocity; kB is the Boltzmann gas constant and T 

the absolute temperature.  

Damage is triggered when n   n
0
, n

0
 being a local load threshold. When the cumulated opening 

reaches a critical thickness n
cr

, a crack is nucleated locally. The critical thickness n
cr

 is a material 

parameter, which is assumed to be about 1nm in crystalline material. According to Zhu et al. [6], the 

threshold stress n
0
 for the process to be energetically favorable ranging from 0 to 25% of the 
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athermal stress c = U0 /. For a traction smaller than threshold stress n
0
 neither damage nor 

reaction-rupture takes place. If the initial traction is higher than the threshold n
0
, the process will 

take place until a crack nucleates. For a traction smaller than the threshold stress n
0
 before the 

crack nucleation, the reaction-rupture stops. 

In a finite element analysis, the related traction-opening is taken as 

 )( c

nnnn k   ,  (2) 

where n  is the normal traction increment, n
 is the prescribed opening rate, c

n
  the damage 

opening rate, kn is a stiffness that is taken large enough to ensure n
   c

n
  during the reaction 

rupture process. In this cohesive model formulation, we do not account for a contribution of the 

tangential mode in the reaction-rupture process. A simple elastic response is considered as 

 ttt k   ,  (3) 

with t  is the tangential traction increment, t
  the prescribed shear rate along the cohesive 

surface and kt the tangential stiffness. 

A quasi-static finite analysis is considered which uses a total Lagrangian description, the 

incremental shape of virtual work for this problem as (Romero de la Osa et al. [3,4]) 

 dS
Scz V

TdS
V

dV u...    


 ,  (4) 

where V and V  respectively represent the volume of the region in the initial configuration and its 

boundary, and SCZ is the cohesive surface considered. The index  corresponds to the normal and 

tangential components in the cohesive formulation. In (Eq. 4),  is the second Piola-Kirchhoff stress 

tensor, T the corresponding traction vector;   and   are the conjugate Lagrangian strain rate and 

velocity. The governing equations are solved in a linear incremental fashion based on the rate form 

of (Eq. 4). 

 

2.1. Calibration of cohesive zone parameters for Zirconia 

 

We define a case study with an elastic bulk representing a single crystal (see Fig. 2a) under a static 

load. A linear elastic isotropic bulk is considered with an initial crack that is subjected to mode I and 

constant prescribed stress intensity KI. Cohesive zone is inserted along the crack symmetry plane, 

where the principal stress is maximum. Small scale damage confined around the crack tip is 

assumed and the boundary layer approach is used to investigate mode I plane strain conditions. The 

mesh is refined around the crack propagation path (see Fig. 2b) and cohesive element of 1nm long 

is used. We prescribe a constant load in terms of stress intensity factor KI as record the crack 

advance with time. We extract the velocity in the steady state regime and get one point in the V-KI 

curve. By repeating this procedure, we are able to adjust the prediction with available experimental 

data [8]. The values of the Young modulus E 
iso

 = 315 GPa and Poisson ratio iso
 = 0.24 are derived 

from the cubic elastic constants of zirconia single crystals (see (Table 1). We adopt n
cr

 = 1nm, and 

based on Zhurkov [8] the energy barrier U0
 
 is of the order of the sublimation energy, with U0 = 

160kJ/mol. We still have to identify  and 0
 ,  controlling the slope of V-KI and 0

  its position 
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(see Romero de la Osa et al. [3]). The identification of the parameters reported in Table 2, the 

predicted curve V-KI being in agreement with the experimental data (see Fig. 3). 

 
Figure 2. (a) Schematic description to model the zirconia SCG subjected to mode I, plain strain loading, (b) 

General view and zoom around the crack tip of the mesh used for the finite element analysis. 

 
Figure 3. Calibration of cohesive zone parameters for zirconia based on experimental data [7] of SCG of 

zirconia single crystals 

Table 1. Cubic elastic constants of zirconia single crystals (data from [9]) 

C11 (GPa) C22 (GPa) C33(GPa) 

430 94 64 
 

Table 2. Parameters for the cohesive zone model for SCG in a zirconia single crystal 

U0 (kJ/mol) n
cr

 (nm nm
3
) 0

 (mm/s) 

160 1 0.027 3.2  10
11 

 

 

3. Simulation and prediction of SCG in 2D zirconia polycrystal  
 

We use the cohesive parameters indentified in the foregoing section to describe intergranular 

fracture under SCG in a polycrystal. We consider a granular zone composed by anisotropic 

hexagonal grains with random direction and with cohesive surfaces inserted along the grain 

boundaries. The problem formulation is depicted in Fig. 4. The polycrystalline zone is embedded in 

a continuum, homogeneous equivalent medium. An initial crack emerges in the granular zone. 

Along the remote boundary, the mode I K-fields are prescribed. Intergranular failure is allowed. The 

cubic elastic constants of zirconia grains are reported in Table 1 and the coefficients of thermal 

expansion are (1 = 3 = 10 × 10
-6

 K
-1

, 2 = 11 × 10
-6

 K
-1

). The surrounding homogenous linear 
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isotropic bulk has a Young’s modulus E = 315 GPa and Poisson’s coefficient  = 0.24, its isotropic 

coefficient of thermal expansion is taken as  = (21 + 2) 3. In all cases, the polycrystal consists 

in a 8 × 8 grains with a grain diameter G = 0.8 m. Two types of loading can be considered, a 

thermal and mechanical one. Firstly, we do not account to the initial thermal stresses originating 

during the cooling after sintering. We apply an instantaneous load in terms of KI which is kept 

constant in time. The load is relaxed by intergranular failure. We consider a threshold stress n
0
 = 

400 MPa corresponding to 4% of the athermal stress c. In Fig. 5a, we have reported the 

distribution of the stress component yy for various stages of the crack advance. The crack tip can 

be identified as the region with the highest stress concentration. We report the crack velocity for 

different load levels in Fig. 5b, that are compared with the experimental data of SCG in polycrystals 

for sintered Yttrium Stabilized Zirconia conducted by Chevalier et al. [7], for comparable grain 

sizes. We also report the curve V-KI corresponding to the calibration of the cohesive zone for the 

zirconia single crystal. We observe that the predicted V-KI curve is shifted toward larger load values 

for the polycrystal compared to the case of a single crystal. The slope of the V-KI curve is 

comparable to the experimental data, but the predicted kinetics of SCG by simulation are faster than 

the experimental one. This difference may originate from 2D configuration in our simulation that 

promotes the crack advance in comparison with 3D configuration. Also, the initial thermal stress 

state is not considered here. Therefore, we now investigate their effect on SCG. 

 
Figure 4. Small scale damage configuration used for the analysis of SCG in a 2D polycrystal 
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Figure 5. (a) Distribution of the stress yy during crack propagation for a 2D polycrystal, (b) Comparison of 

the SCG plots V-KI between the single crystal, the 2D polycrystal and Experimental data from [7] 

 

3.1. Influence of the threshold stress n
0
 on the prediction of SCG 

 

We now investigate the influence of threshold stress n
0
 corresponding to the initiation of the 

reaction-rupture mechanism on the SCG. Zhu et al [6] revealed the existence of a stress threshold 

n
0
 for the reaction-rupture process to be energetically favorable. The magnitude of n

0
 ranges is up 

to 25% the magnitude of the athermal stress c. Therefore, we report in Fig. 6a the V-KI curve for 

different values of n
0
 = 400, 900 and 1150 MPa corresponding to 4%, 9% and 12% of the athermal 

stress c. We observe that the V-KI curve is not affected by the variation of n
0
. However, n

0
 is 

particularly important in determining the threshold load K0 below which no crack growth occurs. 

For the case with n
0
 = 400MPa, we do not observe a load threshold for SCG even for values as 

small as KI  0.6 MPa and V  10
-16

 m/s. For higher value of n
0
, a crack arrest is observed for K0 = 

0.9 MPa.mm
1/2

 and n
0
 = 900 MPa. We observe that increasing the value of n

0
 increases the 

magnitude of K0. The value of K0 = 1.1 MPa.mm
1/2

 is observed for n
0
 = 1150 MPa. During the 

relaxation if the normal traction becomes smaller than n
0
 before the crack nucleation, the reaction 

rupture stops. We report in Fig. 6b the cracks paths for arrested cracks corresponding to the 

threshold load K0 below which no SCG occurs. These results show that with increasing the 

threshold stress n
0
, a threshold load of SCG can appear. It is related to the disorientation grain to 

grain that induce a reduction of the normal stress along the grain boundaries large enough for the 

normal traction n becoming smaller than n
0
. In considering only these ingredients, we predict a 

threshold load of SCG in zirconia around 1MPa.m
1/2

 for n
0
  10%  c. We now investigate the 

influence of the thermal initial stress state on the magnitude of the threshold load K0. 
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Figure 6. (a) Influence on the threshold stress of cohesive zone n
0
 and prediction of the V-KI curve for 

Polycrystal of Zirconia with G = 0.8 m, (b) Cracks paths for stopped cracks corresponding to 

the threshold load K0 for n
0
 = 900 MPa and 1150 MPa. 

 

3.2. Influence of thermal initial stresses on the prediction of SCG 

 

During the sintering process, the material is cooled down from a temperature at approximately 

1500 °C to the room temperature. This process will induce thermal stresses that originate from both 

the anisotropic coefficients of thermal expansion and anisotropic elastic constants of the grains. We 

consider the case with 8  8 grains, a grain size G of 0.8 m for a uniform temperature cooling T 

= -1500 K. The corresponding boundary conditions are presented in Fig. 7a, and the distributions of 

the stress component yy reported in Fig. 7b, region under traction and compression are observed. 

From this initial state, we apply an external load KI and we allow intergranular failure. For n
0
 = 

400 MPa, 900 MPa and 1150 MPa, we report the corresponding V-KI curves represented in Fig. 8a, 

8b and 8c. For the three cases investigated, we observe that the presence of initial thermal stresses 

lead to a reduction of the crack kinetics. The curves V-KI are shifted towards higher KI values, 

preserving the slope of the curves corresponding to the polycrystals that are initially stress free. For 

the case with n
0
 = 400 MPa (see Fig. 8a) we observe that a threshold load K0 now appears when 

we consider the initial thermal stresses. For n
0
 = 900 MPa and 1150 MPa, the magnitude of the 

threshold load of SCG increases when initial stresses are accounted for. We report in Fig. 9a, 9b and 

9c the cracks paths for arrested cracks corresponding to the threshold load K0 below which the crack 

is stopped for n
0
 = 400 MPa, 900 MPa and 1150 MPa respectively. The crack arrest is observed 

when the crack reaches a region where the compression is initially high enough with a locally stress 

level lower than threshold stress n
0
 of cohesive zone. The account of thermal initial stress 

contributes to a reduction of SCG kinetics. The magnitude of K0 is also increased with initial 

thermal stress are accounted for. In the next section, we examine the influence of the water 

concentration on the predicted regime I and load threshold of SCG K0. 
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Figure 7. (a) Boundary conditions for thermal load, (b) Distribution of the stress component yy in the 

polycrystal of zirconia with G = 0.8m after a thermal cooling T = -1500 K. 

 
Figure 8. Influence of thermal initial stresses on the prediction of the V-KI curves and K0 for Polycrystals of 

Zirconia with G = 0.8 m, (a) n
0
 = 400 MPa, (b) n

0
 =900 MPa and (c) n

0
 =1150 MPa. 

 

 
Figure 9. Cracks paths for stopped cracks, (a) n

0
 = 400 MPa , K0 = 0.063 MPa.m

1/2
, (b) n

0
 =900 

MPa, K0 = 1.1 MPa.m
1/2

 and (c) n
0
 =1150 MPa, K0 = 1.42 MPa.m

1/2
. 
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3.3. Influence of water concentration on SCG 

 

We investigate the influence of the water concentration (R.H.) on SCG in the zirconia polycrystal. 

We propose to account for the influence of R.H. by invoking a dependence of the energy barrier U0 

with the concentration of water molecules. By considering that an increase of R.H. results in 

decreasing the activation energy U0(R.H.) that will facilitate the cracking. We consider an activation 

energy U0 = 160 kJ/mol of the ambient air. We reduce this value by 10 % for an environment with 

more water and increase the reference value of U0 by 10 % for a drier environment. 

For each values of n
0

 = 900 MPa and 1150 MPa, we report the prediction in terms of V-KI in Fig. 

10a and Fig. 10b respectively. We observe that reducing the value of U0 increases the value of the 

crack velocity for a given load KI, while preserving the slope of the curve V-KI. However, the 

dependence of threshold load K0 in the water concentration is not affected by the variation of 

U0( R.H.). This prediction is not in agreement with the experimental observations by Chevalier et al. 

[2] (see Fig. 1). We now examine the dependence of the threshold stress n
0
 of cohesive zone with 

the concentration of water molecules. When the water concentration increases, we now reduce U0 

by 10% (U0 is increased by 10% for a drier environment). Therefore, we consider n
0
 = 900 MPa 

and U0 = 160 kJ/mol as reference values in ambient air. The results in terms of V-KI curves are 

reported in Fig. 11a. In Fig. 11b, we reported the results of the case with the references values of 

ambient air n
0
 = 1150 MPa and U0 = 160kJ/mol. We observe that reducing the water concentration 

increases the threshold load K0. These predictions are in agreement with the experimental 

observations in the influence of R.H on SCG by increasing the crack growth kinetics and reducing 

of threshold load of SCG K0 with increasing R.H. In order to account to the first effect, we show 

that the dependence of energy barrier U0 with R.H. takes account the variation of SCG kinetics with 

R.H. Nevertheless, it is important to take account the dependence of the threshold of activation of 

reaction-rupture mechanism n
0
 with R.H. At least this holds for the zirconia. 

 
Figure 10. Influence of water concentration R.H. by its dependence with U0 (R.H.) on the prediction of the 

V-KI curves and K0 for Polycrystals of Zirconia with G = 0.8 m, (a) n
0
 = 900 MPa, (b) n

0
 =1150 

MPa.  
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Figure 11. Influence of water concentration R.H. by its dependence with n

0
 (R.H.) and U0 (R.H.) on the 

prediction of the V-KI curves and K0 for Polycrystals of Zirconia with G = 0.8 m. 

 

3. Conclusion 
 

We have presented a calibration of the cohesive zone parameters for zirconia single crystal based on 

the cohesive zone description of Romero de la Osa et al. [3-4] for SCG in ceramics. The cohesive 

model is shown able to capture realistic experimental data of SCG in a single crystal. This 

calibration is then used to simulate intergranular failure in a 2D polycrystal. We have pointed on the 

influence of the stress threshold n
0

 for the reaction-rupture to be triggered on the prediction of the 

threshold load of SCG in a polycrystal. We have shown the influence of the initial thermal stresses 

related to processing on the kinetics of SCG and the magnitude of K0. We also examined the 

influence of the water concentration on the prediction of the regime I and K0 of SCG and showed 

that the water concentration can be accounted for with a dependence of the activation energy and 

traction threshold with the amount of water. 
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Abstract  The 2A12-T4 aluminum alloy specimens were studied with accelerated environment test to 
simulate different parking calendar years. Afterwards, these specimens were implemented with fatigue test to 
fracture. Through analyzing the test data, the relationship between S-N shape parameter and parking calendar 
years was caculated with dynamic S-N curve method. Then, the performance deregulation rule of aircraft 
fatigue critical components in consideration of calendar environment was established. In addition, the rule 
between Detail Fatigue Rating (DFR) and parking time was also set up. Compared with the similar 
specimens’ life from retired aircraft, the life with S-N curve and DRF method was in good agreement with 
actual value. The result shows that aircraft fatigue cirtical components’ performance declines with the 
prolonging parking calendar time. 
 
Keywords  2A12-T4 aluminum alloy, fatigue critical component, calendar environment, dynamic S-N 
curve, Detail Fatigue Rating 
 
1. Introduction 
 
Currently, the service life index of aircraft component in China includes fatigue life denoted by 
flight hours and calendar life denoted by calendar life. The first repair, major repair and total life are 
controlled according to the principle of first reach of service life index [1]. The calendar life mainly 
aims at the corrosive critical component and the degree of corrosive damage is the basic premise 
whether the component is in good working order [2]. The fatigue life mainly aims at the fatigue 
critical component and the remaining life depends on the degree of fatigue damage and the number 
of repair. Aimed at the corrosive fatigue critical component, the method of corrosive influence 
coefficient is usually used for the general engineering purpose to revise the attenuation of fatigue 
life because of the corrosive effect during service life [1,3,4]. Generally speaking, the corrosive 
effect of componen is mainly considered for the calendar life, however, the remaining fatigue life of 
component is that the design target subtracts the consumed fatigue life and don’t take the effect of 
environment into account. Because the calendar life of aircraft at present are over 20 years [4], the 
representative aircraft—B-52, the calendar life are over 50 years. The effect of environment for a 
long time can result in the corrosion of component and reduce the anti- fatigue performance of 
material [1-10]. The fatigue critical component is exposed to the parking environment for a long 
time, which can’t result in the obvious corrosion of component but can cause the microscopic 
damage. However, the instance that the performance is degrading for the fatigue critical component 
of parking aircraft because of environmental effect is never reported at home and abroad. 
 
Aimed at the problem of performance decline for the fatigue critical component in parking 
environment, the accelerated environment test of different parking calendar time was carried out by 
using the 2A12-T4 aluminum alloy standard specimen until the specimen fracture, then the relation 
was calculated between the shape parameters and the parking calendar time, the model for life 
decline was established about the fatigue critical component under the parking condition. The 
model for Detail Fatigue Rating (DFR) and accelerated time were calculated and compared with the 
fatigue life of the same material from the retired aircraft. The result shows that the model is reliable. 
The result indicates that the parking environment can cause the fatigue performance decline for the 
fatigue critical component, and more attention should be paid to the usage and life-saving for the 
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old aircraft. 
 
2. The test method and result 
 
2.1. Manufacture of the specimen 
 
The material of specimen is 2A12-T4 aluminum alloy with the thickness of 4 mm and the size is 

shown in Fig.1. The tensile strength b
σ  is 450 MPa, the yield strength s

σ  is 325 MPa, the 
extensibility δ  is 15%. 
 

190

1850

39

15
60

 
Figure 1. Specimen size 

The old specimen came from fuselage slab component of some no- corrosive retired aircraft 
(2A12-T4 aluminum) and was machined as picture 1 according to the loading direction. 
 
2.2. The test method 
 
The accelerated environment test was processed in the environment box and the environment 
spectrum as shown in Fig.2, was used to simulate the natural environment. At present, a mount of 
tests on the accelerated corrosion in laboratory were aimed at the corrosive fatigue critical 
component and the effect of environment on the no- corrosive fatigue critical component didn’t be 
considered [5]. Consequently, on the basis of accelerated environment spectrum of the metallic 
material and organic material in laboratory, the accelerated corrosive environment spectrum used on 
engineering at present was modified in this paper and then was applied to the accelerated test of the 
fatigue critical component. The fatigue critical component would suffer the environment of high 
temperature and humidity as the corrosive fatigue critical component was suffered, the corrosive 
factor could weaken as far as possible. 
 
The accelerated environment spectrum: 

①Temperature:(40±2) ℃； 
②Humidity: 90%~95%RH; 
③Corrosive liquor: 5%NaCl liquor; 
④The time for soak every period: 7.5min, the time for exterior: 22.5min; 
⑤Under the glare of the far infrared lamp, keep the surface of specimen dry. 
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Temperature spectrum：T=(40±2℃)

Humidity spectrum：RH=(90~95)%

Roast lamp irradiation spectrum (Lighting)

Period soakage spectrum

Dipping  in liquor
Drying in liquor

 
Figure 2. Accelerated environment spectrum 

The surface of specimen was airproofed by the aviation silica gel. 
 
One hour in the environment box was equal to 0.135 years in the natural environment [5], the 4 
years、12 years and 20 years were simulated separately in the natural parking environment. After the 
accelerated environment test, the specimen of no- corrosion surface was chose to test. 
 
The fatigue test was carried out by the MTS810 500KN fatigue test machine at room temperature 
with sine wave, the frequency was 20Hz, the stress ratio R was 0.06, every group would be picked 
up 4 valid data and the stress level had 3 groups. 
 
2.3. The result of test 
 
Provided that the result of test obeyed the lognormal distribution [7], the median-fatigue life could 
be calculated by the formula (1). 

                                  
∑
==
tn

i
i

t
tN

nN 1
)(lg1

50 10)t(                           （1） 
 

Where, t
n is the number of accelerated specimen, 

50
(t)N is the median-fatigue life, (t)

i
N  is the 

fatigue life for the i specimen. 
 

Table 1. Specimens’ median-fatigue life 

  Stress/MPa 50
(t)N  

/10,000 cycle 
250 26.68 
310 12.93 4 
372 6.48 
240 26.54 
310 12.22 12 
372 5.97 
265 20.73 
310 11.83 

Accelerated environment test

20 
372 4.60 
250 14.28 
290 7.83 The specimen of retired 

aircraft  
320 6.53 
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Figure 3. Specimens’ stress-life curve 

 
The Fig.3 indicated that the S-N curve moved down along with the increase of parking time, and the 
fatigue life declined. 
 
3. The life analysis model for the fatigue critical component 
 
3.1. The life model based on the dynamic S-N curve 
 
Using the S-N curve： 
                                  SN Cα =                                   （2） 

 
Where, C and αare the shape parameters of material. With the service time prolonging, if the 
loading was not changed, the effect of environment could result in the performance decline of 
component. That is to say, C and α could alter with the change of time, as the formula (3) and Fig. 
4 shown [10]. 
                          (Parking Time, )

(Parking Time, )

C C T

Tα α
⎧ =
⎨

=⎩
                           （3） 

 

 
Figure 4. Dynamic S-N curve 

 
Assuming the stress level for component was n at some loading spectrum, according to the linear 
accumulated damage theory, the fatigue life N could be shown as followed: 
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Where, N0 is the initial life of component and N1 is the remaining life after parking for certain time, 
according to the formula (4), the formula (5) could be gotten: 
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Where, S0 and S1 respectively is the loading level. And more: 
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Where, C0 andα0 respectively means the shape parameter of S-N curve for the intact component, 
C1 and α1 respectively is the shape parameter of S-N curve after parking for some time, other 
parameters are the same as above. 
 
Therefore, the model for the remaining life was set up for the component that had parked for 
different T years.   

( 1)

( )

( )
（ 1） (T 0,1,2, )

( )
[ ]
( 1)

T

T

N T
N T

C T

C T

α
α

+
+ = = ……

+

                       （7） 

 
The deregulation rule for fatigue life of component at different parking time was set up in the 
formula (7). 
 
The environment influence for the performance of fatigue critical component was only considered. 
After considering the condition of service, the formula (7) could be revised as followed:   
                     

( 1)

( )

[ ( ) ( )]
（ 1） (T 0,1,2, )

( )
[ ]
( 1)

T

T

N T G T
N T

C T

C T

α
α

+

−
+ = = ……

+

                        （8） 

 
Where, G(T) is the flight frequency for every year. 
 
Aiming at the current usgue situation of aircraft, the two-aparameter life prediction model could be 
set up based on the local environment and the test data, which considered the influence of 
environment for fatigue critical component.  
 
3.2. The way of Detail Fatigue Rating 
 
The Detail Fatigue Rating (DFR) is usually used to analyze the fatigue quality for detail component. 
It is the inherent fatigue performance and is the measurement for component quality and ability of 
enduring repeating load. That is to say, the Detail Fatigue Rating (DFR) is the max stress at the 
constant loads for R=0.06, the cycles are for 105 cycles, the confidence level is 0.95 and the 
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reliability ratio is 0.95 [11]. 
0

0

max

(1 )

0.94 0.47(1 ) 0.53(1 )

m
DFR

m

R

X R X R

σ
σ

σ
σ

−
=

− + + −

                         （9） 

 
Where, 

DFR
σ  is the Detail Fatigue Rating; 

0
310

m
σ =  MPa; R is the stress ratio; S  is the pitch 

coefficient, 2S = ; 5 lg NX S −= ; N  is the safe life 
95 / 95

N  for the confidence level 0.95 and the 
reliability ratio 0.95. If three parameters are known, then the other can be calculated among the 
other parameters. 
 
First, the character life β  for test data of every group should be calculated according to the 
Weibull distribution: 

1 /

1

1 n

i
i

N
n

α
αβ

=

⎡ ⎤
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⎣ ⎦
∑                                 （10）  

 
Where, 4α = . 
 
Then, the life should be calculated for the confidence level 0.95 and the reliability ratio 0.95: 

95 / 95

R C

N
S S Sτ

β
=                                   （11）  

 
Where, the specimen coefficient 1Sτ = , the reliability coefficient 2.1

R
S =  for the aluminium 

alloys,  the confidence level coefficient 
C

S =1.175 for the confidence coefficient 0.95 and n=4. 
 
4. Analysis and validation 
 
4.1. The confirmation of model parameters 
 
The standard S-N curve was fitted based on the test data from table 1 after accelerated environment 
test as Table 2 shown. 

 
Table 2. S-N curve under different accelerated time 

accelerated time /a S-N curve confidence level /% 
4 32796.0 102725.8 ×=SN 0.998 
12 3296.0 107538.9 ×=SN 0.992 
20 32243.0 101727.4 ×=SN 0.986 

 
The change rule of the shape parameters C andαwas gained along with time according toTable 2, 
as the formula (12) shown. 
                      2

2

( ) 0.238 0.01317 0.000695

(T) 4883 1067.96 T 55.175

T T T

C T

α⎧ = + × − ×
⎨

= + × − ×⎩
                      （12） 

 
The change rule of the shape parameters of S-N curve was established in the formula (12) for 
different parking calendar year. Therefore, the declining degree of S-N curve could be calculated at 
different parking time according to formula (12), and then the life of fatigue critical component 
could be reasonablly analysed and forecasted. 
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In the same way, the S-N curve was fitted according to the fatigue life of retired aircraft. 

32698.0 101298.6 ×=SN                              （13） 
 

The specimen value of DFR was calculated based on the fatigue life corresponding with a group 
data from the table 1, the result was shown in Table 3. 
 

Table 3.  Detail Fatigue Rating/MPa 
 Stress/MPa Life/10,000 cycle DFR/MPa 
Accelerated 

4a 310 12.004   15.187 
11.860   13.580 214.1635 

Accelerated 
12a 310 11.613   12.616 

12.454   13.286 210.8297 

Accelerated 
20a 310 12.280   12.642 

10.654   11.802 209.8210 

Retired 
specimen 320 7.025     5.501 

5.969     7.906 187.5407 

 
The DFR in Table 3 was fitted by the exponential form and the change rule of DFR along with the 
calendar year was gained. 

0.0747( ) 207.937 8.479 e T

DFR
Tσ −= + ×                        （14） 

 
4.2. The example 
 
Accoding to the actual service condition, the fatigue life was only consumed about 10% when the 
aircraft was retired. 
 
Aimed at the status of consumed life and combined the formula (8) with (12), the theoretical 
calendar life was calculated by the dynamic S-N curve as the shape parameters were same as the 
formula (13); The calendar life was calculated by using the DFR method according to the formula 
(14) as the DFR value was same as Table 3. Compared with the actual fatigue life of retired aircraft, 
the result was shown in Table 4. 
 

Table 4. Comparison of theoretical value and actual calendar life 

 Theoretical 
value /a 

Actual 
calendar 

life /a 
Error /% 

Dynamic S-N curve 
method 23.17 25 -7.32 

DFR method 26.009 25 4.04 
 
The results gained from Table 4: the error was not large between the calendar life calculated by the 
two models and the actual life, the two models could be used to predict the rule of life deregulation 
for the fatigue critical component at the parking environment. 
 
5. The result 
 
⑴  The accelerated environment test for the 2A12-T4 aluminum alloy is carried out. though 

comparing the fatigue life after environment test with the fatigue life of retired aircraft, the rule 
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of life deregulation for the fatigue critical component is analysed with the calendar parking 
time prolonging. 

⑵  According to the test results, the change rule that the shape parameter changed with the 
parking time is calculated by the dynamic S-N curve; the calculating model for deregulation 
rule of the fatigue life has been established for the fatigue critical component. The error 
between the predicted calendar life and the actual value is about 7.32%. 

⑶  The rule that the DFR changes with the parking time is gained and the error between the 
theoretical calendar life and the actual value is about 4.04%. 
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Abstract  

 

Previous studies have shown that corrosion is very costly and has a major impact on the economies of industrial 

nations. It is estimated that the annual cost of corrosion worldwide is over 3% of the world's GDP. In the oil and 

gas industry alone, corrosion costs billions of dollars a year. For that, corrosion control and mitigation 

technologies are of great importance. It is also our duty to protect the environment, preserve resources, and 

protect our fellow human beings. Descaling and corrosion inhibiting methods are widely used in many 

industries, like in the oil and gas industry. It is very important for any industry to clean the fire tube boilers, heat 

exchangers, and before commissioning to clean the pipes. For the oil and gas industry, in particular, it is 

extremely important to acidize the wells while keeping the downhole pipe safe. In this study, a new highly 

effective industrial cleaning solution which is effective in descaling without causing corrosion was found which 

comprises a mixture of hydrochloric acid, hydrofluoric acid, one or more chelating agents, a surfactant, a copper 

complexing agent, and a nontoxic acridine orange inhibitor, which serves to block the anodic and cathodic sites 

on the steel surfaces of the process equipment. 

 

Keywords Corrosion, Descaling Solution, Oil and Gas Industry, Inhibiting Solution, Steel 

 

 

1. Background  
 

Corrosion has a huge economic and environmental impact on virtually all facets of the world’s 

infrastructure, from highways, bridges, and buildings to oil and gas, chemical processing, and water 

and wastewater systems [1]. 

 

Equipment used in power plants, chemical and petrochemical plants, paper mills, sugar mills, pipelines, 

air conditioners in large buildings, and many other industrial environments are subject to the formation 

of scale, either by circulating water or by process compounds. This includes all types of heat 

exchangers, boilers, vessels, piping and other equipment [2].  

 

Precipitated solids reduce the heat transfer efficiency and oftentimes cause tube failure due to 

overheating which may result in plugging or fouling of the equipment [3]. To prevent interference with 

industrial processes, cleaning of the metal surfaces of the equipment employed therein is required. The 

water-formed precipitates are generally inorganic in nature, especially precipitates formed in hot closed 

systems, for example, in steam generators or heat exchangers [4]. Common deposits which are found 

http://www.ratemyprofessors.com/SelectTeacher.jsp?sid=1413
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include iron oxides (magnetite and hematite), sulfides, alkaline earth carbonates, sulfates, and    

silicates [5]. 

Hydrochloric acid is widely used for the chemical cleaning of structural steel from which heat transfer 

and piping systems are fabricated. Hydrochloric acid forms soluble products which serve to dissolve 

calcium or magnesium carbonates [6]. Hydrochloric acid, does not, however, dissolve sulfates or 

silicates. Therefore, other chemicals must be mixed or incorporated with the hydrochloric acid. It is 

also well known that hydrochloric acid is highly corrosive [7]. In addition, if copper salts are present in 

the scale, they will dissolve and reprecipitate on iron surfaces causing severe localized corrosion [8].  

It is an object of the present invention to provide a nontoxic, industrial descaling and cleaning 

composition which is effective in removing scales and oxides from the surfaces of the process 

equipment used in various industries while avoiding corrosion to the equipment.   

 

2. Detailed description of the descaling and corrosion inhibiting Solution 

 
The composition of the present invention includes as the non-toxic inhibitor from 40 to 200 parts per 

million, preferably from 60 to 100 parts per million (and most preferably 80 parts per million) of 

acridine orange. The chemical formula for acridine orange is: N,N,N'N'-tetramethyl-3,6 

acridinediamine monohydrochloride. The use of this compound has been found to inhibit or block the 

anodic and cathodic sites in structural steel of the type that is commonly used in the fabrication of a 

variety of pieces of process equipment [9]. 

The benefits of using acridine orange (AO) are multifaceted and are as follows [10]: 

 

1. AO has fast and direct protonation when added to acidic solutions. The protonation process is a 

charge transfer process, viz., flow independent. 

2. The AO inhibitor molecules bind strongly to metal surfaces. 

3. The free flat aromatic rings having a surface area of 38 A, are bound in a plane which is parallel to 

the metal surface, such that the position of the positively charged hydrogen ring in AO is close to the 

predominant negatively charged electric layer on the metal surface. 

The composition includes from about 5% to about 15%, by weight, hydrochloric acid, preferably from 

5% to 10%, and most preferably 8% acid, which serves to remove most calcium, magnesium and iron 

oxides.  

The composition also preferably includes 1% to 5%, by weight, preferably 1.5% of hydrofluoric acid, 

which aids in the removal of silicate containing scales [11]. The conjoint use of hydrochloric acid and 

hydrofluoric acid serves to accelerate the dissolution of many very hard and complex scale formations. 

While  various  chelating agents  can be employed in the composition and  process  of the present 

invention, such as EDTA, citric acid, HEDTA, etc., it has been found that a mixture of 2% citric acid 

and 2% EDTA is preferred since it is extremely effective in dissolving iron oxide deposits and also 

deposits containing copper oxides [12]. In point of fact, even sulfate-containing deposits will be 

dissolved when this mixture of chelating agents is employed. 
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The inclusion of from about 50 to about 200 parts per million (ppm), preferably 100 ppm of thiourea, 

will insure the maintenance of any dissolved copper in a soluble state. In the absence of such a copper 

complexing agent, copper oxides which are present in any scale, will dissolve and then plate out as 

metallic copper causing severe pitting of the industrial process equipment and the piping systems [13]. 

In addition, while it is optional, it has been found to be beneficial if the descaling composition includes 

about 0.1 grams/liter of a neutral emulsifying agent, such as alkyl benzene sulfonate to make it easier to 

penetrate in small cracks [14].  

It has also been found that the benefits of the process of the present invention can best be achieved by 

employing a temperature of about 300 K or above for a period of about one (1) to about ten (10) hours, 

with eight (8) hours being preferred. 

 

3. Procedure and Results   

 
For a fuller understanding of the nature and objects of this invention, the following specific examples 

are given. These examples, however, are not to be construed as limiting the invention in any manner.  
 

Example 1 

 

A series of 5.0 cm x 2.5 cm mild steel specimens were prepared by cutting them from a single sheet of 

cold-rolled 1020 steel. The specimens were then polished under running tap water using a series of 

silicon carbide emery paper of 100, 400 and 600 grit, respectively, and then washed with distilled water 

and thereafter degreased with benzene and weighed on a Mettler AJ 100 electronic balance. One group 

of prepared steel specimens were fully immersed in 500 cc of a cleaning and descaling solution 

containing 8% hydrochloric acid, 1.5% hydrofluoric acid, 80 ppm of acridine  orange, 2% citric acid, 

2% EDTA, 0.1 g/1 of alkyl benzene sulfonate, and 100 ppm thiourea. This is referred to herein as the 

"inhibited solution". 

Another group of steel specimens were also immersed in the foregoing cleaning and descaling solution 

except for the fact that the composition did not contain any acridine orange. This is referred to herein as 

the "uninhibited solution". 

Potentiostatic polarization studies were carried out for both inhibited and uninhibited solutions under 

isothermal conditions at 303, 313, and 323 K and under controlled conditions of flow at 600, 1000, and 

1400 rpm employing a potentiostat (Model 553-AMEL-Italy). The iron electrode was polarized from    

-900 mV to -100 mV (vs. saturated calomel electrode) at a sweep rate of 20 mV/min [15]. 

Another series of potentiostatic polarization studies were conducted for the heat transfer set of 

conditions, with a potential of -1000 mV being applied until a steady state heat flux was attained as 

indicated by the constant temperature reading from the thermocouples. Then the full polarization was 

carried out under isothermal conditions. 

The duration of each of the weight loss experiments was eight (8) hours. At the conclusion of the test, 

the specimens were withdrawn, rinsed with water, then dried and reweighed. The percentage inhibitor 

efficiency (I%) was calculated by the following equation [16]: 
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Where: WI is the weight of the inhibited sample, and Wu is the weight of the uninhibited sample. 

 

Example 2 

 

Performance of the Inhibitor (AO) under Controlled Conditions of Heat and Mass Transfer (Cathodic 

Region): 

 

The effect of fluid flow, bulk temperature and heat transfer on the cathodic current density at a given 

cathodic potential of 0.1V below the corrosion potential are shown in Tables 1, 2, and 3 (Appendix I).  

It can be seen from Tables 1, 2 and 3 that the cathodic current density values are independent of the 

flow rate, while the increase in temperature (bulk or interfacial) has a significant effect in stimulating 

the cathodic process [17]. This confirms the activation energy control of the cathodic reaction of 

hydrogen as the predominant reaction, as well as the lack of mass transfer effect on the adsorption 

processes of the inhibitor [18]. 

The increase in temperature (bulk or interfacial) has no significant effect on the inhibition efficiency, 

viz. the increase in temperature has no effect on the orientation of the adsorbed molecules or their 

geometry [19]. 

The high efficiency values are attributed to the ability of the inhibitor, acridine orange, to block the 

cathodic areas on the metal surface, leading to a significant reduction in hydrogen evolution [18].  

 

Example 3 

 

Acridine orange (AO) also showed high performance in blocking the anodic sites, as shown in the data 

presented in Tables 4, 5 and 6 (Appendix I). for both isothermal and heat transfer conditions [20]. 

 

The inhibition of the anodic sites (Tables 4-6) and cathodic sites (Tables 1-3) confirm the mixed effect 

of the inhibitor [15, 20].  

The invention is not limited to the embodiments described above. The details involved in the 

description of these embodiments are for illustrative purposes only. Reasonable variations and 

modifications of this invention will be apparent to those skilled in the art without departing from the 

spirit and scope thereof.  

 

4. Conclusion 

 
What is claimed is: 

 

1. A process for cleaning and inhibiting scale formation on the surfaces of process equipment which 

contacts circulating water and/or chemicals, which consists  of: contacting the process equipment 

surfaces for a period of about 8 hours and at a temperature of about 300 °C and higher, which is 

effective to effect cleaning and/or scale inhibition with a aqueous composition consisting of: 
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a) About 8%, by weight, of hydrochloric acid. 

b) About 1.5%, by weight, of hydrofluoric acid. 

c) A chelating agent which is a mixture of about 2%, by weight, of EDTA and about 2%, by weight, 

of citric acid. 

d) About 100 ppm of thiourea as a copper complexing agent. 

e) About 40 to about 200 ppm of acridine orange. 

f) Optionally a neutral emulsifying agent. 

 

2. The process of claim 1, wherein the neutral emulsifying agent is present in the composition in an 

amount of 0.1 g/l. 

 

Summary of the Invention 

A highly effective industrial cleaning composition which is effective in descaling without causing 

corrosion has now been found which comprises a mixture of hydrochloric acid, hydrofluoric acid, one 

or more chelating agents, a surfactant, a copper complexing agent, and a nontoxic inhibitor, which 

serves to block the anodic and cathodic sites on the steel surfaces  of the process equipment.  
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6. Appendix I – Tables  
 

TABLE 1 
 

The Cathodic  Current Density ( mA/cm
2
) for Uninhibited  Chemical  Cleaning Solution Ic,u 

and Inhibited Solution Ic,I and the Inhibition  Efficiency I% under Isothermal  Conditions. 

(Inhibitor Concentration 60 PPM) 

                  Temperature (K) 

                       303               313                  323 

RPM            Ic,u            Ic,I           I%              Ic,u          Ic,I            I%       Ic,u            Ic,I          I% 

 

   0                15             1.6            89               39           5.5     86               57            8.8        85 

 

 600          4.6  0.5      89            14  1.6       88.6            36     3.3       90.8 

1000          4.6  0.46          90            14  1.6       88.6            34     3.0       91 

1400          4.8  0.51          89.4            15  1.7       88.7            34     3.5       89.7 

           

 

TABLE 2 

 

The Cathodic Current Density (mA/cm
2
) for Uninhibited Chemical Cleaning 

Solution under 60 kW/m
2
 Heat Transfer Rate. 

(The Interfacial Temperatures are Bracketed). 

 

    Bulk Temperature (K) 
 

RPM                       303               313                 323 

600                  8 (322.7)                                19 (330.5)                                  40 (339.9) 

1000               7.3 (315.9)                                17 (324.3)                                  39 (333.7) 

1400               6.5 (312.3)                                16 (321.6)                              37 (331.4) 
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TABLE 3 
 

 

The Cathodic Current Density Ic,I (mA/cm
2
) for Inhibited Chemical Cleaning  Solution, 

under Heat Flux of 60 kW/m
2
. I% is the Inhibitor Efficiency. Interfacial Temperature 

values are the same as in Table 2.   
 

                     Bulk Temperature (K) 

      

                       303                  313                     323 

 

RPM                 Ic,I                 I%                          Ic,I                 I%                Ic,I                 I% 

 

 600               0.65               92                          2.3    88                         4.2               89.5  

1000               0.60               92       1.9                89                         3.2               91.8 

1400               0.58               91.1       1.7                89.4                      2.8               92.4 

 

 

 

TABLE 4 
 

The anodic Current Density (mA/cm
2
) for uninhibited  Chemical  Cleaning Solution Ia,u , 

Inhibited Solution Ia,I , and the Inhibitor Efficiency I% Under Isothermal  Conditions. 

 

                  Temperature (K) 

                       303               313                  323 

RPM           Ia,u            Ia,I            I%             Ia,u          Ia,I            I%       Ia,u           Ia,I           I% 

 

   0                29            1.8           94              46           2.5    97      97          16      83.5 

 

 600          7  1.3     81           14  2.3      93.6           40   5.7      86 

1000          6.8 1.3     81           15  2.0      86.7           36   4.8      87 

1400          7.1 1.3    81.7           15  2.7      82            38    3.5      91 
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TABLE 5 

 

The Anodic Current Density (mA/cm
2
) for Uninhibited Chemical Cleaning Solution 

under 60 kW/m
2
 Heat Transfer Rate (The Interfacial Temperatures are Bracketed). 

 

      Bulk Temperature (K) 
 

RPM                       303               313                 323 

600                13 (322.7)                                23 (330.5)                                  63 (339.9) 

1000                12 (315.9)                                23 (324.3)                                  58 (333.7) 

1400                11 (312.3)                                20 (321.6)                              48 (331.4) 

 

 

TABLE 6 
 

 

The Anodic Current Density Ia,I (mA/cm
2
) and the Inhibitor Efficiency I% for Inhibited 

Chemical Cleaning  Solution, under 60 kW/m
2
 Heat Transfer Rate.  

(The Interfacial Temperature Values are the same as in Table 2)  

 

                       Bulk Temperature (K) 

      

                       303                  313                     323 

 

RPM                 Ia,I                 I%                          Ia,I                 I%                Ia,I                 I% 

 

 600               1.8            86                   4.1                82                     12      81  

1000               1.6            87                   3.7                84                     7.8      87            

1400               1.4            87                    3.3    83                     6.0      87  
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ABSTRACT 
 
Specimens from a failure X-52 pipeline that had been in-service for 34 years were pitted using 
passivation/immersion method developed by the authors to simulate pitted pipelines observed in 
service.  The resulting pitted samples were then cyclically loaded in near-neutral pH environment 
sparged with 5% CO2 / balance N2 gas mixture at high stress ratios (minimum stress/maximum 
stress), low strain rates and low frequencies which are close to those experienced in active flowing 
service.  It was found that the majority of cracks initiated from the corrosion pits and were less 
than 0.5 to 0.6 mm deep, which were generally quite blunt.  These cracks were transgranular in 
nature and designated as Stage I cracks and were typical of cracks found in most crack colonies. 
However, the further growth of these short blunt cracks was significantly influenced by the 
distribution of the nearby non-metallic inclusions. Inclusions enhanced the stress-facilitated 
dissolution crack growth, which is the crack growth method proposed by the authors in a related 
paper. When the orientation of the inclusions was at an acute angle to the orientation of the pits or 
cracks, and the inclusions were in the same plane as crack initiation or advance, these inclusions 
would enhance crack growth, or even trap hydrogen which further resulted in the formation of 
clusters of tiny cracks, which appeared to be caused by hydrogen.  The hydrogen produced cracks 
could be eaten away later by the stress-facilitated further dissolution of the blunt cracks. If these 
cracks can grow sufficiently however they pose an integrity risk as they can initiate long cracks 
(near-neutral pH SCC).  These hydrogen caused cracks in Stage I were rare.  It was nevertheless 
suggested that cracks deeper than 0.5 to 0.6 mm in the field should be removed to reduce or avoid 
the threat of rupture.  If active corrosion can be prevented such as by cathodic protection then 
smaller cracks are innocuous. 

 
1.  INTRODUCTION 
 
Near-neutral pH stress corrosion cracking (NNpHSCC) has been a significant integrity issue for gas 
and oil pipelines for over two decades since it was first documented in 1985 [1], and it has been 
investigated extensively. More than 18,000 colonies of NNpH SCC had been reported on Canadian 
pipelines up to August 2000 [2], and more than 95% of these colonies became dormant.  A small 
percentage, however, which might grow until failure if not detected and removed, would cause a 
considerable risk to pipeline integrity management.  Pipeline failures have been reported to 
decrease recently, possibly because more rigorous pipeline integrity management programs have 
been in place.  However, there still have been one or two ruptures a year in Canada since 1995 and 
numerous cracking discovered through ILI (in-line inspection) or hydrotesting.  Although soil 
models and simulations have been developed to help assess risk [3], these are rather imprecise, and 
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can only predict the occurrence of minor SCC rather than significant SCC.  The mechanisms for 
NNpHSCC are not yet understood, and further research in this area is needed.  
Generally, the main part of pipeline life is consumed in the crack initiation process.  Evidence 
from field failures suggests that corrosion pits might be a common site for crack initiation [3].  In 
laboratory investigation, it has been found that the earliest cracks appeared to initiate at corrosion 
pits [4-7] that formed around non-metallic inclusions and later cracks grew from corrosion pits that 
formed randomly on the surface [8-11], and some cracks induced by corrosion pits were related to 
stress cells caused by the difference of residual stress level over a much large area [12].  These 
pits may act as stress raisers to initiate cracks.  Cracks can also be nucleated around other types of 
pits associated with metallurgical discontinuities.  Wang et. al.[13] indicated that some corrosion 
pits can be formed preferentially along the heavily deformed metal in scratches on the surface.  It 
was also reported that preferential corrosion occurs at the boundaries of pearlite colonies, and 
transgranular crack-like features can grow from such surface attack [14].  So NNpHSCC most 
commonly originates from corrosion pits.   
For pipelines in the field, it generally takes years for pits to grow and initiate cracks, and the pit 
growth may proceed under intermittent exposure conditions.  Thus, it would be difficult to study 
NNpHSCC processes under the conditions close to those in the field.  So an accelerating 
technique to generate pits was employed in this study, the details of which have been reported in 
another paper [15].  Basically it consists of an acid-immersion treatment to passivate the surface 
and then a second immersion in dilute hydrochloric acid, which leads to rapid pitting growth at 
sites where the passive layer is either removed with a needle or at innate weaknesses in the film 
where pits grow spontaneously. 
After the transition from pits to cracks has occurred in the field, tiny, elongated blunt cracks, 
frequently in crack colonies, are often seen in very large numbers [16].  The vast majority of these 
small cracks are found to become dormant and hence tend to be innocuous.  However, if the small 
cracks can surpass a threshold depth, around 0.5 to 0.6 mm [17], these cracks can be activated and 
begin to propagate and may eventually lead to pipeline rupture if not detected and removed.  So 
studies concerning the growth of these small cracks and how potential growth can be identified and 
avoided will contribute significantly to an understanding of NNpHSCC initiation and help in 
pipeline integrity management.  

 
 

2.  EXPERIMENTAL 
 
2.1. SPECIMENTS 
 
X-52 line pipe steel from Enbridge Pipelines Inc. that had exhibited NNpHSCC crack colonies 
after thirty-four years of service was used in this project.  The pipe was 34” (864 mm) in external 
diameter and 7.9 mm in measured wall thickness.  The chemical composition can be seen in Table 
1.  The microstructure consisted of pearlite and ferrite.  It was found that there were very few, if 
any, inclusions on the axial transverse (A-T) surface, while there were a lot of inclusions on the 
radial transverse (R-T) and the axial radial (A-R) surfaces [18].  In addition, the inclusions on the 
R-T surface were relatively smaller than those on the A-R surface.  These non-metallic inclusions 
(MnS) were more abundant on the axial-radial section at mid-wall [18].  Hence, it was likely that 
the inclusions were elongated along the axial direction during the rolling processes. 
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Table 1. Chemical composition of X-52 pipeline steel (wt. %) 

Elements X-52 Elements X-52 
C (Carbon) 0.261 Cr (Chromium) 0.027 
Mn (Manganese) 1.150 Mo (Molybdenum) 0.013 
P (Phosphorus) 0.008 Al (Aluminum) 0.002 
S (Sulfur) 0.019 V (Vanadium) 0.003 
Si (Silicon) 0.036 Nb (Niobium) 0.003 
Cu (Copper) 0.033 Ti (Titanium) 0.002 
Sn (Tin) 0.002 Co (Cobalt) 0.006 
Ni (Nickel) 0.032 Fe (Iron) Balance 

 
Dog-bone specimens with dimension of 36×7×3.5 mm in reduced section were machined from pipe 
with the length of the specimens along the transverse direction of the pipe so that the crack-advance 
plane (radial-axial) was the same as for NNpHSCC in the field (see Figure 1 for a schematic of the 
orientations).  After the sample surfaces had been ground to 1200 grit in accordance with the 
standard metallographic procedure, they were degreased and cleaned using acetone and ethanol.   
 

 
Figure 1. Schematic of the sample with orientations in the pipe. 

 
2.2.  PITTING THE SURFACES  

 
After the surfaces were masked using PTFE tape leaving the gauge section exposed, the samples 
were put in concentrated H2SO4 solution to passivate the surfaces and then exposed to dilute HCl 
solution (the ratio of HCl to distilled water was 1:10) to grow pits, as reported by Fang et al. [15].  
After 135 hours, the pitted samples were taken out and washed using tap water.  Then they were 
cleaned using EDTA and then ethanol in an ultrasonic cleaner to ensure that the passive films on 
the surfaces had been almost removed.   
 
2.3.  SCC TESTS 

 
The pitted specimens were cyclically loaded under a balanced triangular waveform as shown in 
Table 2 in a soil solution (ratio of soil to water is 1:5) and a NNpH inorganic test solution identified 
as C2 solution, both sparged with 5% CO2 /balance N2 gas mixture.  C2 solution is made with the 
following ingredients 0.0274 g/L MgSO4•7H2O, 0.0255 g/L CaCl2, 0.0035 g/L KCl, 0.0195 g/L 
NaHCO3, and 0.0606 g/L CaCO3 dissolved in high purity water.  The pH after sparging was close 
to 6.2 for the C2 solution and near 7.0 in the soil solution.   
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Table 2 Loading Conditions in NNpH Solutions (All were sparged with 5% CO2) 

Condition Peak Stress Stress ratio
 Frequency No. of cycles 

A 100% SMYS 0.8 1×10-4 Hz 1,345 
B-1 100% SMYS 0.63 7.6×10-5 Hz 1,394 
B-2 106% SMYS 0.63 7.6×10-5 Hz 1,394 

 
After testing in the solution for the desired number of cycles, the tests were stopped and the 
samples were taken out.  After cleaning using EDTA and ethanol in the ultrasonic cleaner, the 
samples were rinsed and dried with warm air and the sample surface observations were made using 
optical microscopy (OM) and scanning electron microscope (SEM).  Thereafter, the sample 
surfaces were sectioned step by step to examine crack and pit depths, and crack and pit shapes.  
The sectioning was perpendicular to the cracked and pitted surfaces, and the sectioning progressed 
perpendicular to the loading direction.  After each grinding and polishing step, measurements 
were made using OM and SEM to reveal the crack and pit dimensions. 
 
 
3.  RESULTS AND DISCUSSION 
 
3.1.  BLUNT CRACK INITIATION AND CRACKS DISTRIBUTION 
 
When pitted specimens were cyclically loaded in NNpH solutions, many blunt cracks were seen to 
initiate from the bottom of the pits (Figure 2).  These pits acted as stress concentrators (micro-
notches) and were the principal sites for crack initiation.  The pits would locally raise the stresses 
near the pits. Thus, plastic deformation would occur locally, and there would be plastic zones near 
the corrosion pits.  The iron atoms in the plastically deformed zones would have enhanced energy 
because of the increased dislocation density and increased stress, and would behave as anodes in 
the solutions relative to the less deformed and lower stressed nearby regions.  Thus, stress cells 
would form leading to localized corrosion.  So a preferential electrochemical attack occurred in 
the regions where plastic deformation was localized.  Thus, dissolution in the plastic zones around 
the corrosion pits was accelerated.  This, in turn, would further enhance the stress concentrations 
so that each cycle would create more deformed material to be removed by further corrosion.  In 
the end, blunt cracks were initiated. These cracks were very wide, especially at the crack mouth, as 
shown in Figure 2.  Hence, they were designated as blunt cracks or Stage I cracks.  At the same 
time, in contrast to the fatigue cracks in air, the crack advance direction was perpendicular to the 
applied load direction.  
After cyclic loading in NNpH environment, it was clearly seen that most of cracks were distributed 
between 50 and 450 μm in depth, as shown in Figure 3a, and the most probable crack depth was 
around 150 to 250 μm.  Figure 3b shows that the median of crack depth was at 221 μm, and the 
lower and upper box values (quartiles) were 156 and 351 μm, respectively.  The whisker was from 
61 to 633 μm with a few outliers shown with asterisks.  All the evidence once again reflected that 
the majority of crack depths were below approximately 0.5 to 0.6mm, consistent with the field 
observations.   
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Figure 2. Photomicrographs of NNpHSCC crack cross-section features on the R-T surface cycled in 

NNpH solution sparged with 5% CO2/ balance N2 gas mixture (a) in soil solution under load 
condition A [19]; (b) in C2 solution  under load condition A [20]. 
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Figure 3. Distribution of crack depth on the sample cyclically loaded at condition B1 in C2 solution; 
(a) number of cracks versus crack depth; (b) box plot of crack depth. 

 
 
3.2.  BLUNT CRACK GROWTH 
 
After blunt cracks had initiated, they might grow under benign conditions.  However, the majority of 
the cracks would not grow to the critical depth size of 0.5 to 0.6 mm.  Once the blunt crack growth 
rate was higher than the pit growth rate, the stress facilitated corrosion dissolution rate would be 
dominant and thus, dissolution would be localized and localized corrosion around the corrosion pits 
would be accelerated and blunt cracks would grow.  In the end, dissolution formed blunt crack 
would survive and might grow under intermittent conditions.   
It was sometimes seen that non-metallic inclusions (mainly MnS as revealed by EDS) were located 
ahead of the cracks on the crack advancement plane, as shown in Figure 4.  When the blunt cracks 
grew and reached these non-metallic inclusions, the solution in the blunt crack enclaves could get to 
these inclusions and electrochemically react with the inclusions [5-11].  The inclusions would then 
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be corroded and eaten away since the non-metallic inclusions (MnS) acted as an anode and the base 
steel nearby acted a cathode.  The relative area ratio of the base steel to the non-metallic inclusion 
was huge, thus, galvanic corrosion would be accelerated and corrosion attack would be localized on 
the inclusions, which, in return, increased stress concentrations and plastic deformation.  Thus, blunt 
crack growth because of inclusions enhancing stress facilitated dissolution would be maintained, as 
reported previously [18].  When the inclusions were completely eaten away, the blunt crack would 
advance as stress facilitated dissolution reported previous.  In addition, at this time, the stress 
concentration would be much higher, which might further enhance the stress riser and plastic 
deformation.  All of these, in turn, would contribute to the blunt crack growth.  
Still in Figure 4, there were few non-metallic inclusions ahead of the blunt crack tip and these aligned 
inclusions could contribute to significant crack growth.   
Considering the microstructure differences on the different surfaces as reported in a previous paper 
[18], the nonmetallic inclusions were elongated along the longitudinal direction, and some inclusions 
were about 0.5 mm long, which would have facilitated pit nucleation, if the R-T surface was exposed 
to the NNpH solution, and promoted pit-to-crack transition and blunt crack growth.  As the crack 
growth direction in depth was the same as the elongated inclusions, the latter would also have assisted 
crack growth, as clearly shown in Figure 5.  So it was seen that the blunt cracks had grown easily 
when they encountered non-metallic inclusions.  
 

 
Figure 4. Photograph of a crack initiation from a corrosion pit and non-metallic inclusions located 

ahead of the crack tip. 
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Figure 5. Photographs of; (a) Stage I crack emanating from a corrosion pit and blunt crack growth 
associated with inclusions for the sample in NNpH environment under Condition  
 

     
3.3.  ORIENTATION OF INCLUSIONS AND BLUNT CRACKS 
 
As discussed in previous section, non-metallic inclusions significantly influenced blunt crack growth.  
However, how they affected blunt crack growth would need to be addressed further, especially the 
orientation of inclusions with regard to blunt cracks.  
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Figure 6. Schematic illustration on orientation of inclusions and blunt cracks. 
 
When the inclusions were in the same plane as crack initiation and growth, generally, there were three 
types of the orientation of inclusions and blunt cracks, as shown in Figure 6.   
 
1. The orientation of the inclusions was at a small acute angle to the orientation of the pit growth 
direction or blunt cracks (Figure 6a). The pits or blunt cracks would grow and encounter the 
inclusions, after which the blunt crack growth would be localized along the inclusions until the 
inclusions were eaten away completely due to accelerated galvanic corrosion.  Thereafter, blunt 
cracks might keep growing, depending on driving forces (stress concentrations and stress intensity 
factors) and local environment at the crack tip.   
 
2. The orientation of the inclusions was approximately perpendicular to the pit growth direction or 
blunt cracks, as shown in Figure 6b.  In this case, the blunt cracks might grow and touch the 
inclusions under appropriate conditions.  Also once the blunt cracks encountered the inclusions, the 
dissolution and growth would be localized on the inclusions.  However, since the inclusions were 
approximately perpendicular to the blunt cracks, when the inclusions were corroded completely, the 
blunt crack tips would become much blunter, which therefore reduced stress concentrations and stress 
intensity factors, and hence lowered the crack growth driving forces.  Thus, the cracks might stop 
growing and became dormant.  This type of crack was also observed in this report, as shown in 
Figure 7 where a balloon-like morphology was seen.  The cracks observed in this case might not 
threaten pipeline integrity from a management point of view.  
 
3. A bunch of inclusions were aligned with the blunt cracks at small acute angles, as presented in 
Figure 6c.  This case could be considered as repeated steps of the case 1.  When the first inclusion 
was eaten away, the blunt crack growth might slow down and grow under intermittent conditions.  
However, once this blunt crack grew to the second inclusion, the latter would be dissolved by 
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accelerated galvanic corrosion.  Thereafter, the accelerated growth and slow growth might be 
repeated again and again until a critical depth was exceeded when Stage II (sharp) cracks would have 
initiated and grew [20].  This case was also seen in this project, as shown in Figures 4 and 5, where 
the blunt cracks grew along the inclusions.  
 

                                                                 
Figure 7. Photograph of a blunt crack and the blunt crack tip on R-T surface for a specimen cyclically 
loaded in C2 solution under condition B-1.   
 
Since inclusions were elongated in the longitudinal direction, especially in the mid-wall, the crack 
growth in the longitudinal direction would be significantly influenced by the coalescence with 
inclusions.  These cracks, if not detected and removed, might put a pipeline at a risk to cracking or 
failure.  The case in Figure 6c was much more dangerous for pipeline integrity management.  It 
would be helpful and important if some tools could be employed to monitor the existence of this type 
of crack and inclusion, and some measures could be taken to prevent the cracks from growing.   
 
3.4.  HYDROGEN EFFECT 
 
In near-neutral pH environment, the metal in the crack tip is dissolved, assisted by stress 
concentration associated galvanic corrosion cells.  Some of the generated hydrogen atoms outside 
the blunt crack enclaves, i.e., specimen surfaces, and the crack walls by water reduction could entre 
and diffuse into the steel.  The lattice (interstitial) hydrogen solubility was elevated ahead of stressed 
blunt cracks or pits, and these sites could accumulate higher hydrogen concentrations.  The same 
hydrostatic stresses that increased the hydrogen solubility in the lattice also enhanced the amounts of 
hydrogen trapped in deep traps, such as large defects (inclusions and phase boundaries) ahead of the 
crack tips.  When some nearby non-metallic inclusions ahead of the crack tips that were 
perpendicular to the applied stress had the orientation of a small acute angle to the orientation of the 
pits or the blunt cracks, and the nearby non-metallic inclusions ahead of the blunt cracks or pits were 
on the same plane as the pits or the cracks, the trapped hydrogen on these nearby non-metallic 
inclusions might weaken the bond strength.  The interactions between the trapped hydrogen and the 
inclusions might occur at some regions on the inclusions in advance of the crack tips where the stress 
and / or strain conditions were particularly appropriate for the nucleation of clusters of tiny cracks, as 
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shown in Figure 8.  The elongated inclusions not only influenced pit nucleation and pit growth [18], 
but also affected pit-to-crack 
 
                                                     

 
Figure 8. Tiny cracks in the inclusion ahead of the blunt crack. 

 
 
transition and crack propagation, if the elongated inclusions were parallel to crack growth direction.  
However, if the inclusions were almost hemispherical, they would only affect the pit formation and 
growth, even tiny hydrogen induced cracks but these were very rare. If input fugacity of hydrogen 
was high enough, recombination at internal sites such as non-metallic inclusions would be prevailing, 
causing blistering or cracking (hydrogen-induced cracking), but this case could not happen in near-
neutral pH condition.  The hydrogen that diffused into the steel could also be trapped on some phase 
interfaces ahead of the blunt cracks, such as Figure 9, and caused tiny hydrogen related cracks to 
initiate.  These hydrogen trapped phase interfaces were also perpendicular to the external stress 
applied. These hydrogen induced cracks were also rare, but they contributed to the blunt crack 
growth.  
Under appropriate conditions, the blunt cracks or pits would continue to grow and link to the 
nucleated hydrogen induced tiny cracks.  In the end, these hydrogen produced clusters of tiny cracks 
would have been eaten away by the further growth of the mother blunt cracks or pits by further strain 
deformation facilitated dissolution.  Therefore, the overall apparent crack growth process seemed 
that there was only stress assisted dissolution growth, engendered by galvanic stress corrosion cells, 
which concealed hydrogen related tiny crack initiation, although the latter was rare and only could 
occur under very stringent conditions.  
It could be considered that the blunt crack growth was associated with the bursts of dissolution of 
aligned non-metallic inclusions with the same orientation as the blunt cracks, and rare hydrogen 
induced tiny cracks while the rate-controlling periods seemed “non-propagation” which were 
concerned with the stress facilitated dissolution to form blunt cracks again that established the 
conditions for further crack bursts, probably because of dissolution of further non-metallic inclusions 
or even more rare hydrogen caused clusters of tiny cracks, or severe stress facilitated dissolution with 
higher stress concentrations.  The crucial role of stress or strain was continued, resulting in much 
further dissolution, and when the total blunt cracks reached a critical size, approximately around 0.5 
to 0.6 mm deep, the stress integrity factors could be sufficient, and the plastic zones ahead of the blunt 
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cracks tips were large enough to trap more hydrogen, leading to hydrogen related growth.  At this 
time, the crack shape became sharp [18], and was significantly different from Stage I cracks.  Thus, 
the cracks in this period were named Stage II cracks.  Stage II cracks would grow intermittently, and 
in the end, they could surpass the critical threshold for long cracks, after which the cracks would grow 
in a typical corrosion fatigue model.  This implied that for pipeline steel in near-neutral pH 
environment, these different mechanisms of stress corrosion cracking could have occurred within a 
continuous spectrum, with a gradual transition from one to another as the dominance of corrosive 
processes was replaced by stress or strain, led readily to the notion that steel microstructure, 
electrochemistry and stress or strain might interact in a variety of ways, and that the transformation 
from one mechanism to another might result from complex relation between stress risers, dissolution 
driven by stress concentrations, inclusions, and trapped hydrogen.   
This is the first time that different crack types and mechanisms have been observed and reproduced in 
the laboratory. These different mechanisms are necessary for NNpHSCC crack initiation and early 
growth.  These are quite consistent with the observations in the field.  The sharp cracks in Stage II 
can create a significant risk to pipeline integrity.  If they can’t be detected and removed, they will 
likely keep growing and eventually once the long crack corrosion fatigue threshold is exceeded, 
cracks will grow much faster, even leading to pipeline rupture or leakage.  Compared to the long 
crack growth stage, the blunt crack growth in Stage I and the sharp crack growth in Stage II consume 
a majority of pipeline life.  So Stages I and II cracks are very important for pipeline integrity 
management and should be addressed intensively.  Unfortunately, so far no research has touched 
Stage I blunt cracks and little has paid attention to Stage II sharp cracks, while most has focused on 
long crack growth.  
For in-service pipelines, removing Stage II cracks that are deeper than 0.5 to 0.6 mm would benefit 
the pipeline integrity and enhance the remaining life.  If Stage I crack growth can be impaired, that 
would significantly extend the remaining life.  If active corrosion can be prevented such as by 
cathodic protection then smaller cracks are innocuous. 
 
     

 
    

Figure 9. Tiny hydrogen produced cracks along the phase boundary between pearlite and ferrite 
ahead of the main crack. 

 

(b) (a) 
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4.  CONCLUSIONS 

 
Based on the results and discussion above, the following conclusions were made.   
 

1. Blunt cracks were seen to have initiated from the corrosion pits on the pitted samples cyclically 
loaded in near-neutral pH environment and these blunt cracks were generally less than 0.5 to 0.6 
mm deep, consistent with the observations from the field.  These blunt cracks were 
transgranular and believed not to put pipelines at a risk from integrity management point of 
view. 

2. The distribution of the nearby non-metallic inclusions significantly influenced the blunt crack 
growth by enhancing the stress-facilitated dissolution of the blunt cracks.   

3. The orientation of the nearby non-metallic inclusions with regard to the blunt cracks was crucial 
for the blunt cracks to continue growing or keep dormant.  Only when the orientation of the 
nearby inclusions was at a small acute angle to that of the pits or cracks, and the inclusions were 
in the same plane as crack initiation or extension, these inclusions would contribute to further 
crack growth.  Thereafter, the inclusions would be eaten away by further growth of the blunt 
cracks.  

4. When the inclusions were approximately perpendicular to the blunt crack growth, the cracks 
would become blunter and dormant.   

5. The hydrogen trapped in the nearby inclusions and phase interface would cause clusters of tiny 
cracks to form, which appeared to be produced by hydrogen.  These hydrogen generated cracks 
could be eaten away later by the stress-facilitated further dissolution of the blunt cracks.  

6. When the blunt cracks reached a critical size, i.e., 0.5 to 0.6 mm deep, sharp cracks would be 
formed, engendered by hydrogen.  

7. Different mechanisms could occur in pipeline steel in near-neutral pH environment.  The 
transformation from one mechanism to another might result from complex relation between 
stress risers, dissolution driven by stress concentrations, inclusions, and trapped hydrogen 
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Abstract 
Brittle fracture of isostatic graphite is studied experimentally and theoretically using plates containing 
key-hole notches subjected to different degrees of loading mixity. The main purpose of this paper is twofold. 
First, to provide a new set of experimental results on fracture of notched graphite samples, with different 
values of loading mixity and notch radii, which may be helpful for researchers because enlarges the very 
scarce available data; and second, to provide a fracture criterion for polycrystalline graphite under the above 
mentioned conditions. The averaged value of the strain energy density over a well-defined volume is used to 
predict the static strength of the considered specimens. Good agreement is found between the experimental 
data for the critical loads to failure and the theoretical predictions based on the constancy of the mean strain 
energy density over the material volume. Some preliminary tests from compression tests on the same 
material are summarized in the paper as well. 
 
 
Keywords  Brittle failure, Notches, Strain Energy Density (SED) 
 
1. Introduction 
 
 Several researchers have studied in the past fracture resistance of polycrystalline graphite either 
under mode I (crack opening) or under mixed mode I/II (crack opening-sliding) loading conditions. 
For example, Awaji and Sato [1] were among the earliest researchers who used the cracked 
Brazilian disk (CBD) specimen to study mixed mode I/II fracture toughness of two polycrystalline 
graphite materials experimentally. CBD is a test specimen of circular shape in which a centre crack 
is generated in order to measure fracture toughness of brittle materials. Yamauchi et al. [2, 3] also 
made use of disk type specimens (i.e. CBD specimen and semi circular bend (SCB) specimen 
subjected to three point bend loading) and investigated the mixed mode I/II fracture toughness of 
graphite. Other test specimens have also been used for exploring the fracture behavior of 
polycrystalline graphite materials. For instance, the single-edge notch bend specimen [4] and the 
three-point bend sandwiched specimen [5] are two other types of specimens used in the past for 
fracture testing on graphite. In another attempt, Etter et al. [6] investigated the mode I fracture 
toughness KIc of isotropic polycrystalline porous graphite in addition to graphite/aluminum 
composite by means of the single-edge notched beam specimen. The extensive applications of 
graphite fibers in the composite materials (such as graphite/epoxy composites) have also prompted 
some researchers to study the fracture behavior of these materials under pure mode I and mixed 
mode I/II loading conditions [7-10].  
Lomakin et al [11] made use of an energy release rate criterion for analyzing the fracture initiation 
in cracked graphite specimens under pure mode I loading. There are also several fracture criteria in 
literature for predicting the onset of mixed mode I/II brittle fracture in various engineering materials 
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like graphite. The maximum tangential stress (MTS) criterion [12], the minimum strain energy 
density (SED) criterion [13] and the maximum energy release rate or G criterion [14] have been 
used more frequently by the researchers. Using a modified MTS criterion, Ayatollahi and Aliha [15] 
presented good estimates for the onset of mixed mode fracture in two grades of polycrystalline 
graphite containing sharp cracks. 
Cracks are generated in graphite mainly because of the manufacturing faults or due to the 
coalescence of the micro-structural pores or defects that are inherently embedded in graphite. 
Whereas cracks are viewed as unpleasant entities in most engineering materials, nevertheless, 
notches of U or V-shape are sometimes desired in design and manufacturing of products made from 
graphite. Graphite moulds, graphite heating elements and graphite chucks are only some examples 
for industrial components that contain U or V-shape notches. A review of literature shows that in 
spite of extensive studies on mode I and mixed fracture in cracked graphite specimens, very few 
papers have dealt with brittle fracture in V-notched graphite components. Ayatollahi and Torabi [16] 
recently conducted a series of fracture tests on three different V-notched test specimens made of a 
polycrystalline graphite material. They also proposed a mean stress criterion and estimated their 
experimental results with very good accuracy. However, the results presented by Ayatollahi and 
Torabi [16] are confined only to pure mode I loading conditions. There are various practical 
conditions where the notches in graphite components are subjected a combination of tensile and 
shear deformation (or mixed mode I/II loading). In a recent paper, the present authors investigated 
mixed mode brittle fracture in polycrystalline graphite both experimentally and theoretically [17]. 
First a series of fracture experiments were conducted on centrally notched Brazilian disk specimens 
made of graphite to determine the fracture loads under different combinations of mode I and mode 
II loading. Then a theory based on the SED criterion [18-22] was employed to estimate the 
experimentally obtained fracture loads.  
The main purpose of the present paper is to provide a new set of experimental results (70 new data) 
on fracture of graphite samples weakened by key-holes, with different values of loading mixity, 
inclination angles and notch radii, which may be helpful because enlarges the very scarce available 
data. By using the averaged value of the strain energy density over a well-defined volume, a 
fracture criterion for polycrystalline graphite under the above mentioned conditions is proposed to 
predict the static strength of the considered specimens. The third part of the paper deals with the 
analysis of fracture initiation direction and crack early propagation.  

 
2. Fracture experiments 
 
The details of the graphite material, the test specimen and the fracture experiments are presented in 
this section.  
 
2.1 Material 
 
The fracture tests were conducted on a commercial isostatic polycrystalline graphite. The mean 
grain size was measured by using the SEM technique and the density was determined from the 
buoyancy method. The basic material properties of the tested graphite are listed in Table 1: mean 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-3- 
 

grain size is 2 μm, porosity 7%, bulk density of 1850 kg/m3, mean tensile strength of 28.5 MPa, 
Young’s modulus of 8.05 GPa and shear modulus of 3.350 GPa. The compressive strength is equal 
to 110 MPa, whereas the flexural strength is 49 MPa.  
All tests were performed under load control on a servocontrolled MTS axial testing device (±100 
kN/± 110 Nm, ± 75mm/± 55°). The load was measured by a MTS cell with ± 0.5 % error at full 
scale.  
 

Table 1. Mechanical properties 
Material Property Value 
Elastic Modulus E [MPa] 8050 
Shear Modulus G [MPa] 3354 
Poisson's Ratio ν 0.2 
Ultimate Torsion Strength [MPa] 30 
Ultimate Compression Strength [MPa] 110 
Ultimate Tensile Strength [MPa] 46 
Fracture toughness [MPa m0.5] 1.06 
Hardness [Shore] 58 
Density [Kg/dm3] 1.85 
Porosity [%] 7 
Resistivity [μohm·m] 11 
Thermal Conductivity [W/(m·K)] 110 

 
2.2 Geometry of the specimens 
 
As shown schematically in Fig. 1, the specimen used in the present investigation is a plate 
containing a central key-hole crack with a notch radius ρ and the distance between the hole centres 
a. The specimen is subjected to tensile loading. By changing the angle β, different combinations of 
mode I and mode II (or tension and shear deformation) can be produced for key-holes. When the 
load is applied along the notch bisector (i.e. β= 0), the key-holes are subjected to pure mode I 
deformation. By increasing the angle β from zero, the loading condition changes from pure mode I 
towards mixed mode I+II. For all the tested graphite specimens, the width (W), the notch depth (a) 
and the thickness t were 50 mm, 10 mm and 10 mm, respectively. 
Five values of notch radius ρ=0.25, 0.5, 1, 2, 4 mm were considered for manufacturing the test 
specimens so that the effects of the notch tip radius on mixed mode fracture of the graphite 
specimens are studied. With the aim to obtain different mode mixities, four values of the angle β 
were considered (β=0, β=30°, β=45° and β=60°). 
In order to prepare the graphite test specimens, first several plates of 10 mm thick were cut from a 
graphite block. Then, the specimens were precisely fabricated by using a 2-D CNC water-jet cutting 
machine. Before conducting the experiments, the cut surfaces of the graphite specimens were 
polished by using a fine abrasive paper to remove any possible local stress concentrations due to 
surface roughness. A total number of 70 mixed mode I/II fracture tests were performed for various 
notch geometry parameters. For each geometry shape and loading angle, three separate fracture 
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tests were performed by using a universal tension-compression test machine under 
displacement-control condition with a loading rate of 0.05 mm/min. The load-displacement curves 
recorded during the fracture tests were all linear and the specimens fractured suddenly. Therefore, 
the use of a brittle fracture criterion based on the linear elastic fracture mechanics (LEFM) is 
permissible. The mean values of fracture loads (F) recorded by the test machine are presented in 
Table 2, for each specimen.  
A review of Table 2 shows that the fracture load increases when the loading conditions change from 
pure mode I (β=0) towards mixed mode I+II. Furthermore the fracture load enhances for larger 
notch tip radii, regardless of the mode mixity.  
 
 

 

Figure 1. Geometry of the specimens (all dimensions in mm)  

 
 
3. SED criterion 
 
In order to estimate the fracture load in notched graphite components, engineers need an appropriate 
fracture criterion developed based on the mechanical behaviour of material around the notch tip. In 
this section, a strain-energy-density based criterion is described by which the fracture loads 
obtained from the experiments can be estimated very well. 
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Table 2. Outline of theoretical and numerical parameters for the strain energy density evaluation for 
the tested graphite specimens 

ρ 
[mm] 

β 
[°] 

a 
[mm] 

F 
[N] 

Fth 

[N] 
Δ 

[%] 
σmax 

[MPa] 
SED 

[MJ/m3] 
0.25 0 10 3967 4146 4.31 87.0 0.1201 
0.5 0 10 4060 4200 3.35 67.0 0.1225 
1 0 10 3998 4483 10.82 51.8 0.1044 
2 0 10 4967 5089 4.96 51.1 0.1251 
4 0 10 4910 5434 9.64 45.1 0.1070 

0.25 30 10 3991 3981 2.54 90.4 0.1317 
0.5 30 10 4022 4030 4.41 67.7 0.1308 
1 30 10 4125 4479 7.90 52.9 0.1111 
2 30 10 4609 5080 9.26 47.8 0.1079 
4 30 10 4775 5501 13.18 42.8 0.0991 

0.25 45 10 3786 3857 2.98 89.4 0.1264 
0.5 45 10 3893 4062 4.29 66.2 0.1205 
1 45 10 4121 4309 4.36 56.5 0.1200 
2 45 10 4972 5006 1.18 53.8 0.1293 
4 45 10 4777 5243 8.90 45.6 0.1090 

0.25 60 10 3995 4027 3.31 94.3 0.1291 
0.5 60 10 3856 4066 5.18 68.1 0.1179 
1 60 10 4114 4160 3.03 57.3 0.1283 
2 60 10 4496 4669 3.71 50.7 0.1215 
4 60 10 4553 5078 10.34 45.5 0.1055 

 
The averaged strain energy density criterion (SED) as presented in Refs. [18-22] states that brittle 
failure occurs when the mean value of the strain energy density over a given control volume,W , is 
equal to a critical value Wc. This critical value varies from material to material but is not dependent 
on the notch geometry and sharpness. The control volume is considered to be dependent on the 
ultimate tensile strength and the fracture toughness KIc in the case of brittle or quasi-brittle materials 
subjected to static loads.  
Under plane strain conditions the critical length, Rc, can be evaluated according to the following 
expression [20]: 

2

t

Ic
c σ

K
4π

)8ν)(5(1R ⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛ν−+
=

        (1) 
where KIc is the fracture toughness,ν the Poisson’s ratio and σt the ultimate tensile stress of a plain 
specimen that obeys a linear elastic behavior. 
This critical value can be determined from the ultimate tensile stress σt according to Beltrami’s 
expression  

E2
W

2
t

c
σ

=             (2) 
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In parallel, the control volume definition via the control radius Rc needs the knowledge of the 
fracture toughness KIc and the Poisson’s ratio ν, see Eq. (1). The critical load that is sustainable by a 
notched component can be estimated by imposing W  equal to the critical value Wc which is 
considered here constant under mode I, mode II and in plane mixed-mode conditions. This 
assumption has been extensively verified for a number of different brittle and quasi-brittle materials 
[20-22].  
As mentioned earlier, the properties of the graphite material used in the present investigation 
are:  σt= 46 MPa, KIc = 1.0 MPa.m0.5, Poisson’s ratio ν=0.2. As a result, the critical SED for the 
tested graphite is Wc=0.13 MJ/m3 whereas the radius of the control volume is Rc ≅ 0.17 mm 
considering realistic plane strain conditions. 
Dealing with blunt notches under mixed mode loading, the problem becomes more complex than 
under mode I loading, mainly because the maximum elastic stress is out of  the notch  bisector 
line and its position varies as a function of mode I  and  mode  II  
 
stress distributions. The maximum stress occurring along the edge of circular holes has been 
calculated numerically by using the FE code ANSYS 12.0®. For each geometry, two models were 
created. The first model was mainly oriented to the determination of the point where the maximum 
principal stress and the maximum SED were located; the second model was more refined, with an 
accurate definition of the control volume where the strain energy density should be averaged. All 
the analyses have been carried out by using eight-node elements under the hypothesis of plane 
strain conditions.  
Table 2 summarizes the outlines of the experimental, numerical and theoretical findings for the 
tested graphite specimens with four different inclination angles (β=0°, 30°, 45°, 60°), investigated 
in the present research. In particular, the table summarizes the theoretical (Fth) and the mean 
experimental load to failure (<F>) for every loading angle β and notch radius ρ. The Table also 
gives the maximum value of the principal stress (σmax) and the SED value as obtained from the FE 
models of the graphite specimens by applying to the model the mean value of the critical loads. It is 
interesting to observe that the maximum principal stress along the notch edge is much greater 
(about two times) than the ultimate tensile stress of the material justifying the approach based on the 
average value of the SED over a control volume.  
As can be noted, the agreement between the experimental results obtained for the notched graphite 
specimens and the theoretical predictions based on a constant value of the local strain energy is 
satisfactory with a maximum relative deviation equal to 12%. 
 
 
4. Crack initiation angles 
 
Dealing with crack initiation angles, they have been measured experimentally by using an optical 
microscope and a dedicate software called Las Leica Application Suite. The averaged value of the 
measured angles are compared in Table 3 with those obtained by numerical analyses identifying the 
point along edge where the SED and then the maximum stress reaches its critical value.  
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Table 3. Experimentally observed angles compared with numerical values 
ρ 

[mm] 
β 

[°] 
θ0, FEM 

[°] 
θ0, EXP. 

[°] 
ρ 

[mm] 
β 

[°] 
θ0, FEM 

[°] 
θ0, EXP. 

[°] 
0.25 30 37.1 36.5 0.25 60 67.3 64.3 
0.5 30 32.7 32.1 0.5 60 63.3 60.1 
1 30 30.9 36.1 1 60 61.6 63.7 
2 30 30.0 33.6 2 60 61.6 64.0 
4 30 30.0 31.2 4 60 60.0 58.0 

0.25 45 52.5 50.3     
0.5 45 50.0 54.9     
1 45 47.5 49.6     
2 45 46.2 49.1     
4 45 45.0 48.5     

 
 
 
5. Conclusions 
The SED criterion was extended to rounded-tip notched domains in order to estimate the fracture 
load of notched graphite components. It was shown that the proposed method is suitable for the 
isostatic graphite stressed under mixed mode loading conditions, being the experimental results in 
good agreement with the results estimated by the SED approach. From the sound agreement 
between the theoretical and experimental results, it can be directly deduced that for the isostatic 
graphite the critical energy and the radius of the control volume are both constant material 
properties and independent of the loading mode, and can be simply evaluated from a pure mode I 
test. 
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Abstract  A set of stress state dependent failure loci of a talc-filled Polypropylene material under static 

loading and dynamic loading was obtained by using a combined experimental-numerical approach.  Uniaxial 

tension, simple shear, notched tension and punching tests were carried out to identify fracture locus under 

nonnegative stress triaxiality.  Corresponding finite element analysis was performed to obtain the evolution 

of stress triaxiality of each failure element in each type of test.  Different fracture prediction techniques were 

applied in static loading and dynamic loading, respectively.  Under dynamic loading, an average value of the 

stress triaxiality was identified to determine stress triaxiality of critical point during the whole loading process 

in each type of test.  By comparing force-displacement curves from both test and modeling, equivalent plastic 

strain in identified stress triaxiality can be obtained.  Under static loading, damage evolution rule was utilized 

to optimize failure locus, and quadratic function was selected to optimize fracture locus.  Significant 

difference of fracture locus between static loading and dynamic loading was observed. 

 

Keywords  Failure locus, Stress triaxiality 

 

1. Introduction 
 

With the rising requirements for energy saving and environment protection, thermoplastics, as one of 

the lightweight materials, have been widely employed in many thin-walled components of intricate 

shape in the automotive industry such as in interior and exterior trims.  This on the other hand drives 

the demand for the accurate characterization of mechanical properties like yielding criteria and failure 

locus for thermoplastics.  Particularly, fracture of thermoplastic material is commonly observed in 

occupant and pedestrian impacts, and some of the purposely intended fractures are crucial for 

absorbing impact energy and reducing occupant injury.  However, the fracture behavior of 

thermoplastics is multifaceted, and it is sensitive to loading speed, loading mode, temperature, etc.  

A number of commonly-used numerical ductile fracture models such as the constant equivalent strain 

criterion, the Johnson-Cook (J-C) fracture model, and the Wilkinson (W) failure mode [1] have been 

implemented in commercial codes such as ABAQUS, LS-DYNA and PAM-CRASH.  The main 

drawback of these fracture models is that accurate predictions of failure can only be achieved for 

limited stress state and strain rate, which cannot be applied for thermoplastics.  New failure model 

developed by Y. Bai [2] extends the Mohr-Coulomb (MC) criterion from 2D shell to 3D solid such 

that failure strain is a function of both stress triaxiality and Lode angle parameter.  But none of these 

models consider the influence of strain rate on failure strain, which is crucial for capturing the fracture 

behavior of a thermoplastic. 

 

A general form of the strain based facture loci [3] can be written as follows. 

 𝜀�̅� = 𝑓(𝜂) = 𝑓 (
𝜎ℎ

�̅�
)  (1) 

 

where 𝜀�̅� is effective plastic strain to fracture, 𝜂  is stress triaxiality defined by the ratio of 

hydrostatic stress 𝜎ℎ to equivalent stress 𝜎.  Considering the different failure behavior under static 

and dynamic loading for polymeric materials, we modify the Eq. (1) to the following equations. 

 𝜀�̅� = 𝑓(𝜂) = {
𝑓1(𝜂), 𝜂 > 0, static loading
𝑓2(𝜂), 𝜂 > 0, dynamic loading

 (2) 
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In this paper, the main task is to give the explicit Eq. (2) of a talc-filled impact modified polypropylene 

(PP).  An empirical fracture locus depending on the parameters of stress state under both quasi static 

and dynamic loading was obtained using a combined experimental-numerical identification method.  

Different specimen geometries were designed to carry out tests of various loading conditions 

including uniaxial tension, simple shear, notched tension, and punching.  The stress state parameters 

were stress triaxiality.   

 

The material model SAMP-1 [4] (a Semi-Analytical Model for Polymers) in LS-DYNA was utilized 

to obtain stress triaxiality evolution of failure element during the process of loading.  Two different 

fracture predictive techniques were applied to obtain fracture locus under static loading and dynamic 

loading.  Under dynamic loading, stress triaxiality during the loading process in each test was stable.  

Therefore, an average value of stress triaxiality was accurate enough to identify stress triaxiality of 

critical failure point during the whole loading process in each type of test.  By comparing force-

displacement curves from both test and modeling, the equivalent plastic failure strain in the identified 

stress triaxiality was obtained.  While under static loading, stress triaxiality varied greatly during the 

whole loading process.  Damage evolution rule was utilized to optimize failure locus.  Quadratic 

function was selected to optimize fracture locus under static loading.   

 

2. Methodology 
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Figure 1. Procedure of identifying failure locus under static loading and dynamic loading 

 
Bao and Wierzbicki [1, 2, 3, 5] contributed a lot on ductile failure criteria for metallic materials such as 

high strength steel and aluminum.  Inversing engineering method was utilized to identify effective 

failure strain under certain stress triaxiality.  Fig. 1 shows the procedure of identification of failure 

locus.  The first step is to carry out material tests such as uniaxial tension, biaxial tension, simple 

shear, compression, notched-tension and punching.  Basic material tests such as uniaxial tension, 

biaxial tension, simple shear and compression are critical for identification of material parameters 

and input curves, which is required in material model SAMP-1.  Corresponding modeling of these 

tests are run to validate the material model.  Also, simulations of uniaxial tension, simple shear, 
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notched tension and punching are run to identify equivalent failure strain under positive stress 

trixiality.  Force-displacement curves from both test and simulation are compared to determine 

failure moment and extract evolution of stress triaxiality of failure element in each test.  To 

determine stress triaxiality of critical failure point during the whole loading process, an average value 

of the stress triaxiality of each type of test was defined in the range from 0 to 𝜀�̅� 

 𝜂𝑎𝑣 =
1

�̅�𝑓
∫ 𝜂𝑑𝜀�̅�𝑙

�̅�𝑓

0
  (3) 

 

Mae [6] studied the ductile fracture locus of PP/EPR/talc Blend, using this kind of stress triaxiality 

approximation method as well.  However, this approximation of stress triaxiality is reasonable only 

when stress triaxiality varies a little during the whole loading process.  For polymeric materials, 

strain concentration is common, which leads to greatly varied stress triaxiality during the loading 

process especially for static loading.  Y. Bai and T. Wierzbicki [2] used damage evolution rule as 

new popular fracture predictive technique.  A linear incremental relationship was assumed here 

between damage indicator 𝐷 and equivalent plastic strain 𝜀�̅� 

 𝐷(𝜀�̅�) = ∫
𝑑�̅�𝑝

𝑓(𝜂,�̅�)

�̅�𝑝

0
 (4) 

 

where 𝜂 is stress triaxiality, �̅� is lode angle parameter, and 𝑓 is equivalent failure strain function.  

Both of the two stress direction parameters are unique functions of the equivalent plastic failure strain.  

A material element is considered to fail when the limit of ductility is reached, 𝜀�̅� = 𝜀�̅� , so that, 

𝐷(𝜀�̅�) = 1.  In this paper, we only consider 2D fracture locus in positive stress triaxiality, thus 

supposing that failure strain is only dependent of stress triaxiality. 

 𝐷(𝜀�̅�) = ∫
𝑑�̅�𝑝

𝑓(𝜂)

�̅�𝑝

0
 (𝜂 ≥ 0) (5) 

 

To determine the explicit expression of function f, optimization method is required.  The 

optimization objective function is as follows. 

 min{(𝐷𝑇 − 1)2 + (𝐷𝑆 − 1)2 + (𝐷𝑁 − 1)2 + (𝐷𝑃 − 1)2} (6) 

 

where 𝐷𝑇, 𝐷𝑆, 𝐷𝑁 and 𝐷𝑃 are respectively damage indicator from tension, shear, notch tension 

and punch test. 

 

Quite a few literatures show that ductile polymeric materials turn to be brittle with the increase of 

strain rate.  Hence, in this paper, function 𝑓(𝜂) is studied under static loading and dynamic loading 

respectively.  Table 1 is the test matrix for calibrating failure parameters. 
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Table 1. Test matrix for calibrating failure parameters 

Test No. Loading speed (m/s) Strain rate (/s) Stress Triaxiality range 

Uniaxial tension 
0.0002 0.01/s 

1/3 
0.2 10/s 

Simple shear 
0.0001 0.01/s 

0 
0.1 10/s 

Notch tension 
0.0001 0.01/s 

1/3-2/3 
0.1 10/s 

Punch 
0.001 / 

2/3 
3.5 / 

 

3. Material constitutive law 
 

A talc-filled and impact-modified polypropylene was chosen for the experimental and simulation 

study in this paper.  All the test coupons in this paper were milled from an injecting molding plate 

with thickness of 3.4mm. 

 

The material model SAMP-1 [4] in LS-DYNA developed for polymers was utilized to construct 

material constitutive.  A quadratic form in the stress tensor is used to describe the yield surface and 

SAMP-1 model is restricted to isotropic formulations.  The expression for the yield surface is as 

follows: 

 𝑓 = σvm
2 − A0 − A1𝑝 − A2𝑝2 ≤ 0 (6) 

 

Uniaxial tension, shear, compression and biaxial tension are four basic tests for construction of the 

yielding surface.  Hence, all the above four tests at approximate strain rate of 0.01/s were carried 

out to obtain plastic true stress-strain curve as input.  Fig. 2 shows equivalent stress-strain curves of 

four types of tests.  Based on the four basic stress-strain curves, quadratic fitting formulation was 

selected to fit yielding surface, which is plotted in Fig. 3. 

  

Figure 2. Input curves of SAMP-1 model Figure 3. Yielding surface 

 

A proper visco-plastic consideration of the rate effects is included in SAMP-1 model.  In order to 
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characterize property of strain rate dependence of polymeric materials, multiple load curves of tension 

tests corresponding to different values of the plastic strain rate are input in material model.  It is 

assumed in SAMP-1 model that strain rate effect in compression and shear is the same as the rate 

effect in tensile loading.  However, it should be noted that this assumption may be questionable 

since rate effects may depend on stress state.  Fig. 4 shows uniaxial tension tests at 6 strain rate of 

0.01/s, 0.1/s, 1/s, 10/s, 100/s and 200/s, which were carried out in respectively at universal material 

test machine for quasi static test and intermediate strain rate test machine for dynamic test.  

 

Figure 4. Uniaxial tension tests at each strain rate 

 

4. Uniaxial tension 
 

Fig. 5 shows specimen geometry of uniaxial tension, which was modified from the standard ASTM 

D638 [7].  In this paper, tension tests at strain rate of 0.01/s, 0.1/s and 1/s were carried out at universal 

test machine Zwick 020 and tests at strain rate of 10/s, 100/s and 200/s were conducted at intermediate 

strain rate hydraulic test machine.  Static test set up is shown in Fig. 7 and dynamic test set up is 

shown in Fig. 8.  

 

 

Figure 5. Schematic of tension specimen Figure 6. FEM of tension specimen 
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Figure 7. Test setup of quasi static test Figure 8. Test setup of dynamic test 

 

Digital image correlation method was applied to measure the strain and displacement in gage length 

of tensile specimen.  For force measurement, self-developed load cell (Fig. 10) was developed to 

measure the force signal in dynamic test.  Self-developed load cell was carefully designed to avoid 

ringing effect which is a common problem in dynamic tests.  Table 2 shows the calibration result 

that the linear fitting coefficient R is more than 0.9997, which indicates good consistency.  In order 

to validate the reliability of the self-development load cell, tensile tests of LY12CZ, a commonly-

known material with little strain rate effect were performed respectively at 0.5 mm/min, 5 mm/min, 

1.1 m/s and 2.2 m/s and force measurements of these tests were acquired from self-developed load 

cell.  Fig. 9 indicates no significant strain rate effect, which conforms to commonly-known 

mechanical property of LY12CZ.  This result validates the reliability of our self-developed load cell. 

 

Table 2. Calibration factors and correlation coefficients based on the calibration test results 

Test No. Loading speed (mm/min) Factor (N/mV) Correlation coefficient 

1 0.2 0.539 0.9998 

2 0.2 0.540 0.9998 

3 0.2 0.537 0.9998 

4 0.5 0.537 0.9998 

5 0.5 0.533 0.9997 

6 0.5 0.538 0.9998 

Average value / 0.537 / 

 

 

 

Figure 9. Tension curves at different 

loading speeds of LY12CZ 

Figure 10. Self-developed load cell 
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In order to evaluate failure strain under tensile test, we closely investigated the tensile tests at strain 

rate of 0.01/s and strain rate of 10/s.  For tensile test at 0.01/s, we directly obtained equivalent 

failure strain from test.  Fig. 11 plots the force level, equivalent plastic strain and gamma (stands 

for the principal strain angle in radians, measure counterclockwise from the positive X-axis).  

Since gamma was quite close to 0, we assumed that the tensile test at 0.01/s was close to uniaxial 

tension stress state even though strain localization occurs after large deformation.  Fig. 12 is image 

of specimen right before fracture and color distribution shows effective strain distribution in gage 

length.  Via DIC method, we can acquire equivalent plastic failure strain as 0.76.  Consequently, 

we safely identified one initial value of function f(𝜂) at static loading, 𝑓(1/3) = 0.76. 

 

 

Figure 11. Equivalent strain, force and gamma coefficient, 

tensile test, 0.01/s 

Figure 12. Strain distribution  

right before fracture, tension, 0.01/s 

 

For tensile tests at 10/s, similar method can be utilized to determine fracture strain at strain rate of 

10/s.  Meanwhile, corresponding simulation can also help us to find the equivalent plastic failure 

strain and validate our test result.  Simulation model was with 1mm shell element which is shown 

in Fig. 6.  All the tensile curves under 6 strain rates, compression, shear and biaxial curves at lowest 

strain rate of 0.01/s were input in SAMP-1.  Fig. 13 shows good correlation between simulation and 

test.  By comparing force-displacement curves from both test and simulation, stress triaxiality 

evolution curve of failure element was obtained, which is shown in Fig. 14.  From Fig.14, we can 

observe that stress triaxiality is close to 0.33, which indicates an ideal uniaxial tensile state.  Since 

stress triaxiality at 10/s was stable, average value of stress triaxiality was calculated according to Eq. 

(3), f(0.33) = 0.41. 
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Figure 13. Comparison curves between simulation and 

test, tension, 10/s 

Figure 14. Stress triaxiality evolution curve, tension, 

10/s 

 

5. Simple shear 
 

Figure 15 shows the specimen geometry of shear tests, which was similar to the design in H. Daiyan’s 

paper [8] based on V-notched Beam standard (ASTM D 5379 [9]).  Similar to tensile tests, static shear 

test was conducted in universal test machine with self-developed test fixture. While for dynamic shear 

test, similar self-developed load cell was designed to obtain force signal.  Fig. 17 and Fig.18 

respectively show test setup of quasi static test and dynamic test. 

 
 

Figure 15. Schematic of shear specimen Figure 16. FEM of shear specimen 

  

Figure 17. Test setup of quasi static test Figure 18. Test setup of dynamic test 

 

Corresponding simulations of shear test were conducted to obtain the stress triaxiality evolution curve 

of failure element.  Fig. 16 is the corresponding finite element model of shear specimen with 1 mm 

solid element.  Fig. 19 and Fig. 21 shows the comparison results between simulation result and test 
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result respectively at 0.01/s and 10/s.  By comparing the force-displacement curves of test and 

simulation, we identified the failure moment and obtained the stress triaxiality evolution curve of 

failure element.  Fig. 20 and Fig.22 shows the stress triaxiality evolution curves respectively at 

0.01/s and at 10/s. 

 

  

Figure 19. Comparison curves between simulation 

and test, shear, 0.01/s 

Figure 20. Stress triaxiality evolution curve, 

shear, 0.01/s 

  

Figure 21. Comparison curves between simulation 

and test, shear, 10/s 

Figure 22. Stress triaxiality evolution curve, 

shear, 10/s 

 

6. Notched tension 
 

Notched tension tests were carried out to determine failure strain in stress state between uniaxial 

tension and biaxial tension.  Fig. 23 shows schematic of notched tension specimen.  Corresponding 

finite element model was constructed with 0.4 mm solid element, which is shown in Fig. 24.  To 

save computation time, only half of the model was constructed. 
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Figure 23. Schematic of notched tension 

specimen 

Figure 24. FEM of notched tension 

Both test method and modeling technique were similar to tensile and shear test.  Fig. 25 and Fig. 27 

shows the comparison results between simulation result and test result respectively at 0.01/s and 10/s.  

Fig. 26 and Fig.28 shows the stress triaxiality evolution curves of failure element respectively at 

0.01/s and at 10/s. 

  

Figure 25. Comparison curves between simulation 

and test, notched tension, 0.01/s 

Figure 26. Stress triaxiality evolution curve, 

notched tension, 0.01/s 

  

Figure 27. Comparison curves between simulation 

and test, notched tension, 10/s 

Figure 28. Stress triaxiality evolution curve, 

notched tension, 10/s 

 

7. Punch 
 

Since dominate stress triaxiality during punching loading is approximately around 0.67, punching test 

is used to calibrate failure locus at large stress triaxiality.  The schematic of specimen for punching 
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tests shown in Fig. 29 mainly follows the standard of ASTM D3763 [10].  There are eight holes 

uniformly distributing around the outer edges of each specimen, which are used to constrain the 

specimen to the fixtures.  Fig. 30 shows the finite element model of punch.  Similarly, only quarter 

of the whole coupon was constructed to save computational time.  Since large deformation occurred 

in the center region, we used fine shell element of 0.1 mm to mesh the center region. 

 

  

Figure 29. Schematic of punching 

specimen 

Figure 30. FEM of punch 

 

Fig. 31 and Fig. 33 shows the comparison results between simulation result and test result respectively 

at 0.01/s and 10/s.  Fig. 32 and Fig.34 shows the stress triaxiality evolution curves of failure element 

respectively at 0.01/s and at 10/s. 

  

Figure 31. Comparison curves between simulation 

and test, punch, 0.001 m/s 

Figure 32. Stress triaxiality evolution curve, punch, 

0.001 m/s 
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Figure 33. Comparison curves between simulation 

and test, punch, 3.5 m/s 

Figure 34. Stress triaxiality evolution curve, punch, 

3.5 m/s 

 

8. Construction of ductile failure criteria  
 

8.1. Failure locus under static loading 

 

  
Figure 35. Stress triaxiality evolution at 0.01/s Figure 36. Failure locus from average stress 

triaxiality at 0.01/s 

Figure 35 shows stress triaxiality evolution curves of shear, notched tension and punch under static 

loading.  Using average stress triaxiality, we can obtain failure locus at 0.01/s shown in Fig. 36.  

However, since stress triaxiality varies greatly during the whole loading process in shear test, 

equivalent failure strain at stress triaxiality of 0 is not accurate enough.  Besides, since we directly 

obtained equivalent failure from test via digital image correlation method in tensile test, equivalent 

failure strain at stress triaxiality of 0.33 is questionable as well.  Therefore, damage evolution rule 

was used to optimize failure locus under static loading.  We selected quadratic function (Eq. (7)) as 

optimization function.  The reason we selected quadratic function partly referred to acquired four 

failure points in Fig. 36.  Table 2 summarizes existing functions used to fitting failure locus in the 

equivalent strain and stress triaxiality space.  And most of them are for metallic materials [3]. 

 𝑓(𝜂) = 𝐵0 + 𝐵1𝜂 + 𝐵2𝜂2 (7) 

 
Table 2. Equivalent failure strain, Average stress triaxiality 

 Function of 𝑓(𝜂) 

Linear function 𝑓(𝜂) = 𝐶1𝜂 + 𝐶2 
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Rice-Tracey failure criteria 𝑓(𝜂) = 𝐶1𝑒𝑐2𝜂 + 𝐶3 

Hydrostatic Stress failure criteria 𝑓(𝜂) =
𝐶4

𝜂
 

Power function 𝑓(𝜂) = 𝜂𝐶5 

 

Initial values of 𝐵0, 𝐵1 and 𝐵2 were determined from acquired four points in Fig. 36.  The final 

values of 𝐵0, 𝐵1 and 𝐵2 were determined by minimizing residue 𝑅 defined by Eq. (8). 

 𝑅 = (𝐷𝑠 − 1)2 + (𝐷𝑛 − 1)2 + (𝐷𝑝 − 1)2 (8) 

Where 𝐷𝑠 , 𝐷𝑛 , 𝐷𝑝  respectively stand for damage indicator in shear, notch tension and punch.  

Table 3 summarizes initial values and final values of coefficients 𝐵0, 𝐵1 and 𝐵2.  Table 4 gives 

values of each coefficient after optimization.  Fig. 37 plots the two failure locus respectively from 

average stress triaxiality and from damage evolution rule.  From these two comparative curves, 

failure strains under shear and uniaxial tension are increased after modification with optimization 

method. 

 
Table 3. Initial values and final values of coefficients𝐵0, 𝐵1 and 𝐵2 

 𝐵0 𝐵1 𝐵2 

initial values 1.12 -1.97 3.04 

final values 1.22 -2.05 2.96 

 
Table 4. Coefficients after optimization 

𝑅 𝐷𝑠 𝐷𝑛 𝐷𝑝 

0.0019 1.0192 1.0083 0.9614 

 

 
Figure 37. Failure locus from average stress triaxiality and from damage evolution rule 

 

8.2. Failure locus under dynamic loading 
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Figure 38. Stress triaxiality evolution at 10/s Figure 39. Failure locus at 10/s 

 

Figure 38 shows stress triaxiality evolution curves of shear, tension, notched tension and punch under 

dynamic loading.  We can observe that stress triaxiality of each test remains stable during loading 

process.  Thus we can directly use the average value of stress triaxiality of each type of test.  

Calculation of stress triaxiality is referred to average stress triaxiality formulation Eq. (3).  Table 5 

summarizes the result of each test. 

 

Table 5. Equivalent failure strain, Average stress triaxiality 

Test type Shear Tension Notched-tension Punch 

Average stress triaxiality 0.01 0.33 0.39 0.66 

Equivalent failure strain 0.056 0.406 0.482 0.532 

 

Quadratic polynomial fitting of four base points is plotted in Fig. 39.  

 

9. Conclusions and Discussions 
 

Consequently, we obtained failure locus in the space of equivalent plastic failure strain and stress 

triaxiality under static loading and dynamic loading.  From Fig. 40, we can observe significant 

different failure locus between static loading and dynamic loading. 

 

 
Figure 40. Failure locus under static loading and dynamic loading 
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We used combined experiment-numerical method to obtain failure locus in the equivalent failure 

strain and stress triaxiality space respectively under static loading and dynamic loading.  There is 

significant difference between static loading and dynamic loading, which indicates strain rate impacts 

greatly on failure locus of the polymeric materials we studied.  We utilized two failure predictive 

techniques to identify failure locus, trying to obtain accurate result.  Under dynamic loading, average 

stress triaxiality method is enough determine failure locus in each type of test.  While under static 

loading, damage evolution rule should be used to optimize the fracture locus since stress triaxiality 

varies greatly during the loading process especially for shear test. 
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Abstract A molecular dynamics (MD) simulation to assess the effect of crack length on the ultimate tensile 
strength of infinitely large armchair and zigzag graphene sheets is presented. The strength of graphene is 
inversely proportional to the square-root of crack length as in continuum fracture theories. Further 
comparison of the strength given by MD simulations with Griffith’s energy balance criterion demonstrates a 
reasonable agreement. Armchair and zigzag graphene sheets with 2.5 nm long crack exhibit around 55% of 
the strength of pristine sheets. Investigation of the influence of temperature on the strength of graphene 
indicates that sheets at higher temperatures fail at lower strengths, due to high kinetic energy of atoms. We 
also observe out-of-plane deformations of the crack tip at equilibrium configuration of both types of sheets 
due to compressive forces acting on the crack surface. This deformation propagates with applied strain in the 
direction normal to the crack and eventually generates ripples in the entire sheet.  
 
Keywords  Graphene, Fracture, Molecular Dynamics, Vacancy Defects 
 
1. Introduction 
 
Experimental investigations with atomic force microscope (AFM) have revealed that the ultimate 
tensile strength and Young's modulus of graphene are around 130 GPa and 1 TPa, respectively [1]. 
Researchers have found experimental evidence for the existence of defects such as the absence of 
carbon atoms in graphene sheets [2]. The absence of carbon atoms in graphene is known as vacancy 
defects. The influence of vacancy defects on the strength of graphene has not been studied 
experimentally. However, a number of theoretical studies have been conducted, and it has been 
found that vacancy defects could reduce the strength of graphene by around 50% [3-9].  
 
Khare et al. [4] studied the effects of large defects and cracks on the mechanical properties of 
carbon nanotubes and graphene using a coupled quantum mechanical/molecular mechanical method. 
They found that the weakening effects of holes, slits, and cracks vary only moderately with the 
shape of the defect, and instead depend primarily on the cross section of the defect perpendicular to 
the loading direction. Ansari et al. [5], using MD simulations, showed that the presence of vacancy 
defects significantly reduces the ultimate strength and strain of graphene, while it has a minor effect 
on Young's modulus. They also showed that defects have a lower effect in armchair direction 
compared to zigzag direction. Wang et al. [6] studied the effect of vacancy defects on the fracture 
strength of graphene sheets using MD. They found that vacancies can cause significant strength loss 
in graphene and also concluded that temperature and loading directions affect the fracture strength. 
Omeltchenko et al. [7] estimated the fracture toughness of armchair graphene from Griffith analysis 
and local-stress distributions, and the toughness values are 4.7 MPa m1/2 and 6 MPa m1/2, 
respectively. The study was conducted using MD simulations. A recent work from Xu et al. [8] 
revealed that the critical stress intensity factors of graphene are 4.21 MPa m1/2 and 3.71 MPa m1/2 
for armchair and zigzag directions, respectively. They used a coupled quantum/continuum 
mechanics model for the study. 
 
Coupled quantum mechanics models are generally computationally expensive and those models 
cannot incorporate temperature effects. Therefore, it is useful to have a simple MD model, which 
can be used to investigate the fracture of nanoscale systems such as graphene. This paper presents a 
MD simulation of fracture of armchair and zigzag graphene at temperatures of 1 K and 300 K. 
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2. Molecular Dynamics Simulations 
 
Adaptive intermolecular reactive empirical bond order (AIREBO) potential [10], implemented in 
LAMMPS MD simulation package [11] is used in this study. Cut-off radius of AIREBO potential is 
set to be 2 Å to eliminate the non-physical strain hardening of the stress-strain curve [12]. Length 
and width of the simulation box are selected to be greater than 10 times of the crack length in order 
to avoid finite-size effects [13]. Strain rate and time step are 0.001 ps-1 and 0.5 fs, respectively. MD 
simulations are performed at 1K and 300K on armchair and zigzag sheets with crack lengths 
ranging from 4 Å to 29 Å to investigate the effect of crack length and temperature on the tensile 
strength (σult). The crack lengths are defined as shown in Fig. 1.  
 
 
 
 
 
 
 
 
 
Figure 1: Crack length (2a) and crack tip radius (ρ) of armchair and zigzag graphene sheets. Arrows indicate 
the straining direction. 
 
It is noticed during MD simulations that crack tips come out of the plane of graphene sheet at 
unstrained state. The crack tips are free edges. Deformation of free edges of graphene could be 
explained by considering an edge force, which arises from the difference in the energy stored in 
edge atoms and interior atoms [14]. As shown in Fig. 2, the out-of-plane deformation of a crack tip 
at equilibrium configuration is localized around the tip. However, as strain increases up to 0.018, 
the shape of the crack tip changes, and it acts as a localized ripple. As strain further increases up to 
0.0235, this localized ripple spreads throughout the sheet. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2: Ripples in 27 nm x 27 nm sheet with central crack. Strain is applied along y-direction.  
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3. Strength of Graphene 
 
Stress of a graphene sheet (σ) is obtained from the gradient of the strain energy (U) - strain (ε) curve 
as,        

σ =
1
V
∂U
∂ε

           (1) 

where, V is the volume of graphene sheet and the thickness of graphene is taken as 0.34 nm. 
 
The stress-strain curves of sheets for different crack lengths at 300 K are shown in Fig. 3. The 
results reveal that a single vacancy (one missing atom) reduces σult in armchair sheets by 15.7% and 
in zigzag sheets by 23.3%, which indicates that graphene is very sensitive to vacancy defects. It can 
also be noticed in Fig. 3 that Young’s modulus does not change with crack length.  
 
 
 
 
 
 
 
 
 
 
 
                       (a)                                    (b) 
Figure 3. Stress - strain curve of graphene with crack length; (a) armchair and (b) zigzag at 300 K. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4. Effect of temperature on strength of graphene for various crack lengths. 
 
Figure 5 shows a plot of 1/√a vs. σult, and it clearly shows proportionality at 1 K. This indicates a 
formal similarity with continuum fracture mechanics. The stress intensity factor of graphene (KI

g
 ) 

can therefore be approximated as  
                            Kg

I = σ f −c( ) 2πa,                               (2)                            
 
where c is a constant (c is zero for a continuum) and a is the crack length. The values of KI

g and c 
are given in Table 1 based on MD simulations. KI

g decreases as temperature increases from 1 K to 
300 K, which reflects the reduction of σult as shown in Fig. 4. The reduction of KI

g in zigzag sheets 
is greater than that of armchair. The general agreement of MD simulation results with continuum 
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fracture mechanics motivates further investigation of fracture of graphene using continuum 
concepts.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5. Variation of ultimate strength with crack length at 1 K; σult = 120.9*(1/√a) + 5.7 and    
σult = 139.7*(1/√a) + 4.7 for armchair and zigzag sheets, respectively. 
 

Table 1: Variation of KI
g and c with temperature. 

  Temp (K) KI
g (MPa m1/2) c (GPa) 

Armchair 1 4.8 5.7 
300 4.2 11 

Zigzag 1 5.6 4.7 
300 4.6 4 

 
4. Continuum Fracture Mechanics 
 
Inglis [15] and Griffith [16] proposed two fundamental theories in fracture mechanics. Inglis 
derived the stress concentration due to an elliptical hole in a linearly elastic material [15]. 
Considering the nonlinear σ-ε relation of graphene, the remote stress at failure (σf) can be written as 
 

          σ f =
Efγ s
4a

,                                 (3) 

 
where Ef is the tangent modulus at failure; γs is the surface energy and a is the crack length. 
 
Inglis’ theory was followed by Griffith's work on the fracture of brittle solids [16]. Griffith’s energy 
balance says that failure occurs when the energy stored in the structure is sufficient to overcome the 
surface energy of the material. Failure stress of Griffith’s model is expressed as 
 

                                     σ f =
2Efγ s
πa

.                                (4) 

 
The value of γs is calculated by dividing the difference in energy of a graphene sheet before and 
after fracture by the area of newly created surface. The value of γs is 5.02 J/m2 for both armchair 
and zigzag graphene since the distance between two broken carbon-carbon bonds is similar in both 
sheets. The tangent modulus at failure is obtained from the σ-ε curves of pristine graphene sheets, 
and it can be expressed of as E(ε) = -5.89ε + 1.08 TPa and E(ε) = -3.50ε + 0.89 TPa for armchair 
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and zigzag sheets, respectively. The value of Ef is given by E(εf), where εf is the failure strain of a 
sheet with a particular crack length.  
 
A comparison of strength of graphene sheets with various crack lengths is given in Fig. 6. The 
strength of graphene sheets obtained from MD is between the values given by Inglis' and Griffith's 
approaches. The strength at 300 K shows slight fluctuations due to kinetic energy of atoms. The 
strength of zigzag graphene sheets given by Griffith and MD simulations agrees quite well with 
each other. However, both Inglis' and Griffith's theories have been derived for a flat structure, 
whereas graphene with a crack does not remain flat as shown in Fig. 2. The continuum theories also 
assume the continuity of material, which is not the case in graphene. Therefore, a perfect agreement 
between continuum theories and MD simulations cannot be expected. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Figure 6. Comparison of Griffith’s and Inglis’ theories with MD simulations. 
 
5. Conclusions 
 
The crack tips of graphene show out-of-plane deformations at equilibrium configuration. These 
deformations propagate with the applied strain and eventually generate ripples in the sheet. A crack 
with the length of 2.5 nm reduces the strength of both armchair and zigzag graphene sheet by 
around 55%. Strength obtained from molecular dynamics simulations shows inverse square-root 
proportionality with crack length as in continuum fracture mechanics theories. Strength of graphene 
sheet given by Griffith's theory reasonably agrees with strength obtained from molecular dynamics 
simulations.  
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Experimental study of heat dissipation process into fatigue crack tip in titanium 
alloys. 

 
M.V. Bannikov1*, A.I. Terekhina1, A.Y. Fedorova1, O.A. Plekhov1, O.B. Naimark1 
 

1Institute of continuous media mechanics Russian academy of science, 614013, Perm, Russia 
*mbannikov@icmm.ru 

 
Abstract. Paper is devoted to investigation of initiation and propagation of cracks in titanium alloys 
by infrared thermography study of heat generation under cyclic loading and fractography analyses 
of fracture surface. Two series of experiments on cylindrical specimens and flat specimens with 
preliminary grown fatigue crack are carried out. Spatial and time temperature evolution into crack 
tip is investigated, the shape and dissipative intensity at crack process zone are estimated. Based on 
a result of comparative analysis of the experimental data and the linear fracture mechanics 
equations it is shown that the spatial distribution and character of heat dissipation zone into the 
crack tip doesn’t correspond to the conventional models. High-speed shooting (at a frequency of 
1 kHz) allowed us to determine the intensity and shape of zone of energy dissipation caused by 
plastic deformation at the crack tip, as well as to compare the rate of energy dissipation for different 
stress levels. Fractured specimens were analyzed by interferometer microscope and SEM to verify 
the existing models of inelastic deformation at the crack tip and to improve methods of monitoring 
of damage accumulation during fatigue test. 
 
Keywords  fatigue, energy dissipation, thermo elasticity effect, infrared thermography, fractography  
 
 
1. Introduction 
 
The heat Dissipation caused by the evolution of the structure of the material under cyclic 
deformation, is the subject of intense research over recent decades. At present it is known that under 
cyclic deformation processes of strain localization are accompanied by intense heat generation, 
which makes possible early detection by infrared thermography [1]. 
Due to its versatility, method of infrared thermography recently been actively used at carrying out 
mechanical tests as to obtain detailed information about the process of nucleation and propagation 
of fatigue cracks [2-3] and for studying laws of conversion and energy storage during deformation 
[4-5]. The possibilities of the method of infrared thermography allows real-time to explore the 
processes of change temperature caused by thermoelasticity and localization of deformation at the 
crack tip, as well as the effects of friction on the crack faces during its propagation.  
This paper is devoted to researching thermoelastic and thermoplastic effects in the crack tip 
propagating under the cyclic tensile stress applied normal to the plane of the crack. Experimentally 
obtained cooling effects caused by the elastic deformation of the material at the crack tip, and 
investigate the features of the distribution of stresses at the crack tip. High-speed photography 
allowed us to determine the intensity and shape of the zone of energy dissipation caused by 
localized plastic deformation at the crack tip, and compares the rate of energy dissipation for 
different stress levels. 
 
2. Experimental conditions and materials 

 

Experimental study of temperature evolution at the fatigue crack tip was carried out on the plane 
specimens of titanium alloy Ti-4.2Al-1.6Mn with frequencies ranging from 1 to 20 Hz in low-cycle 
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fatigue regime were investigated. Test samples were prepared from sheet with thickness 3 mm.  
Geometry of specimens shown in Figure 1. In order to study thermal effects at the crack tip, 
specimen was pre-weakened by holes (Fig. 1a).At the initial stage of the experiment with the 
increased load was created fatigue crack with size of about 10 mm. Initiation of the cracks was 
carried out at an average load of 215 MPa, load amplitude 238 MPa and loading frequency 20 Hz. 
Then load was decreased for slow down crack propagation rate and for detailed study of heat 
generation processes in the crack tip. 
Mechanical testing were carried out at 100 KN servo-hydraulic machine Bi-00-100. Analysis of the 
results of quasi-static testing of investigated material determine following mechanical properties of 
the material: Young's modulus of 64 GPa σ0.2 = 683 MPa σв = 790 MPa. 
 

 
a) 

 

b) 
Fig. 1. Geometry a) and structure b) of the Ti4AlMn samples to study the thermal effects in the crack tip. 

 

During investigation the process of thermoelasticity, samples was loaded in the elastic range at 
frequencies 0.5, 1, 5, 10, 20 Hz and different amplitudes ranging from 100 to 350 MPa with the 
coefficient of asymmetry of the cycle, R = 0. To determine the strain during the experiment used an 
axial extensometer - Bi-06-304 with an accuracy of ± 1,5 mm. 
The temperature field study was carried out by infrared camera FLIR SC 5000. Recording of the 
temperature field was carried out at frequencies from 350 to 950 Hz and a minimum spatial 
resolution from 2·10-4 m. For the calibration of camera used standard calibration table. 
During the experiment grips and specimen was shielded from external heat sources by special 
screen. Surface of the specimen was polished in several stages by abrasive paper (final stage of 
polishing grit size does not exceed 3 µm); before start of the experiment, polished surface was 
covered by thin layer of amorphous carbon. 

 
Fig.2 Typical geometry of cylindrical specimens 

 
The second kind of experiments was carried out with cylindrical specimens (fig. 2) of pure titanium 
Grade 4 with different grain sizes (~25 µm and ~ 500 nm Fig. 3) to evaluate influence of grain size 
on fatigue strength and its dissipation properties. Structure was studied in optical microscope by 
chemical etching of prepared surface by sanding disc from 160 to 4000 grains per sq. cm. and 
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diamond suspension from 3 to 1 microns sizes. 
 

Table 1. Chemical compound of the etching: 
HNO3 2%, 
HF 2% 
H2O 96% 

After polishing materials was etching by compound with shown in table 1, time of etching – 10 
seconds. 

 
a) b) c) 

Fig. 3.Structure of the Ti Grade 4 samples to study influence of grain size on fatigue strength and its 
dissipation properties a) initial stage with grain size ~25 µm b) Stage under Equichannel angular extrusion in 

condition 1 c) Stage under Equichannel angular extrusion in condition 2 
 

High cycle testing was carried out on BOSE testing machine in laboratory of Bordeaux with 
frequencies 50 Hz and 10 Hz with symmetric conditions (R=-1). Test was started from stress 200 
MPa. During fatigue processing, the temperature of specimen was measured by infrared camera 
CEDIP. When the temperature of specimen surface is reach stable value, test stopped and stress 
increased on 20 MPa until we get sharp rise in temperature which means reaching fatigue limit 
 
3. Theoretical description of changes in temperature of the metal during cyclic 
deformation 
Evolution of temperature during cyclic deformation ( )tA ωσΔ+σ=σ sin  under the assumption 
of homogeneity of its distribution, the absence of structural transitions and plastic deformation can 
be described by the Kelvin equation:  
 

( ) tcos
c
21TLog t ωσΔ

ρ
ων−β

−= ,         (1) 

where β - coefficient of thermal expansion, ρ  - density, c  – specific heat capacity, ν  - 
Poisson's ratio, ω  - the angular frequency of loading, t(.)  - time derivative. 
The solution of equation (1) has the form:  

( ) ]tsin
c
21exp[TT 0 ωσΔ

ρ
ν−β

−=
,        (2) 

series expansion of (2) taking into account the smallness of the ratio, which stands in the exponent, 
gives the following relations for the first and second harmonic:  
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Analysis of the relations (2), (3) leads to the conclusion that in the classical case amplitude of the 
first and second harmonics does not depend on frequency and are linear functions of stress 
amplitude and the square of the stress amplitude, respectively. 

At the present time been suggested that the effect of thermoelasticity is strongly nonlinear [6]. 
Significant contribution to the temperature dependence of the time makes the process of changing 
the elastic properties of the material on temperature. Assuming the dependence of the elastic 
modules of the material on the temperature ( Tλ , Tμ ), the temperature change is described by the 
equation:  
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   (4) 

At the tip of fatigue crack occurs intensive energy dissipation due to the localization of plastic 
deformation. The characteristic size of the zone of energy dissipation in framework of linear 
fracture mechanics, determined by the value of stress intensity factor. The magnitude of the stress 
intensity factor taking into account geometry of the sample can be estimated using the expression: 

21

⎟
⎠
⎞

⎜
⎝
⎛ ππσ=

W
aSecaK ,        (5) 

where W – wide of specimen, a– half-length of crack.The radius of the zone of plastic deformation 
on the surface of the plate is: 

2

2

y
p

Kkr
σ

= ,           (6) 

where k – coefficient depending on the type of stress state and accepted model of plastic 
deformation, σy – flow stress. The form of the zone of plastic deformation at the crack tip under 
quasi-static tension can be described by the relations: 
taking into account Mises criterion  

( ) ( ) ( )( )θ+θ+
σπ

=θ 2
2

2

sin3cos1
4
1

y
p

Kr ,       (7) 

taking into account Tresca Saint Venant criterion  
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4. Experimental study changes in temperature during elastic deformation. 
Analysis of thermal effects at the crack tip is complicated by the fact that during normal loading to 
the plane of the crack propagation, its trajectory is not always strictly linear. The appearance of an 
inflection point on the trajectory of crack leads to a significant heat release on its banks 
(Fig. 4).Apparently, the edges of the crack are shifted relative to each other and cause the 
appearance of zones of friction and/or plastic deformation, which corresponds to the hypothesis of 
crack closure, is used in some models of linear fracture mechanics. 

 
Fig. 4 The temperature distribution at the top and on the banks of the fatigue crack propagation under cyclic 

deformation 
 

Figure 5 shows the change in the maximum temperature at the crack tip, stress and crack opening 
during loading with the stress amplitude 212 MPa, average stress 212 MPa and frequency of 5 Hz. 
Data from displacement sensor mounted on the crack faces, allows to suggest that the disclosure of 
the crack varies in phase with the applied stress. 

 

Fig.5. Changing the maximum temperature at the crack tip (1), stress (2), and the crack opening (3) in the 
process of cyclic loading with the amplitude of stress 212 MPa, average stress 212 MPa and frequency of 

5 Hz. 
 
Analysis of temperature data allows asserting, that the maximum of applied stress and the 
maximum of intensity of heat in the top of the fatigue crack does not match in time. At the 
beginning of the experiment the sample is loaded by middle stress and in a state of thermodynamic 
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equilibrium. At each loading cycle is observed area of temperature drop caused by the thermoelastic 
effect, which goes to the site of temperature increase caused by the local transition through the 
proportional limit and the formation of zones of plastic deformation. During decrease stress in the 
crack tip heat generation are continues. The geometry of the zones of plastic deformation is shown 
in Figure 6. With decreasing stress at the crack tip heat increases and the temperature reaches its 
maximum at practically zero stress value. Then, at the beginning of the next cycle, the temperature 
drops due to thermoelastic effect and the process repeats. 
The main goal in investigation of cylindrical specimens was to understand principles of crack 
initiation and propagation inside of specimen i.e. Fish eye. For achieve this goal specimens were 
tested in 2 regimes – multi-cycle fatigue with using infrared camera and giga-cycle fatigue. In 
giga-cycle fatigue regime rise of temperature was very high and not able to control without cooling 
– such way infrared camera was helpless in analyzing of structure parameters. During multi-cycle 
fatigue was determine fatigue strength of titanium specimens by Luong method [1]. For materials 
with usual structure it is work well, but for nano-grain structures it is not so accurate, because 
damage accumulated during the formation of such a structure start to heat much earlier than usual 
structure, but we still can to evaluate fatigue strength limit on sharp rise temperature point (fig. 6) 

 

Fig6. The dependence of the surface temperature of the sample from the applied stress 
 
Summarizing results of high cycling test and infrared camera, using Resitano-Luong technic, we 
can conclude that fatigue limit of Ti Grade 4 in initial stage is approximately 375 Mpa, in “Stage 1” 
575 MPa, in “Stage 2” 600 MPa. 
Infrared thermography methodic can high accuracy visualize zone of intense energy dissipation in 
the tip of fatigue crack (Fig. 7). The distribution of temperature in the crack tip during deformation 
may differ from the form of zones of plastic deformation due to the processes of heat conduction, so 
to analyze the geometry of the intense heat caused by plastic deformation, it is logical to use only 
the first cycle of deformation. Figure 7 shows a comparison of the observed shape of zones of 
intense energy dissipation in the first cycle of deformation and classical solutions of (3.4) to form 
zones of plastic deformation in the crack tip (in the calculations we used the following data: half 
crack length 4 mm, the applied stress 300 MPa). Analysis of the results suggests only a qualitative 
agreement forms zones of plastic deformation in the tip of fatigue crack propagation to models 
Mises and Tresca-Saint Venant. 
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Fig.7. The form of zones of intense energy dissipation in the crack tip on the first cycle of deformation and 
plastic deformation zone, built on the criteria of von Mises and Tresca-Saint Venant. 

 
5. Fractography analysis of fractured specimens. 
Fractured specimens were investigated by optical and scanning electronic microscopes for 
qualitative analysis of fracture surface. Specimens with inside and surface crack initiation were 
observed. For quantitative analysis was used interferometer profiler New View 5010 which can get 
3D image of investigated surface with digital data. Relief of fractured surface close to crack 
initiation and its propagation was analyzed. 

 

Fig 8. Typical relief of fractured specimen with inside crack initiation obtained on interferometer profiler 
New View. 

 
In the study, one-dimensional image of the of the relief in certain selected sections, were analyzed 
by the method of Hurst in terms of the Hurst exponent, measured by the correlation function: 

H

xrxxrxx
rxzMinxzMaxrK ∝−=

++
))(())(()(

},{},{
 ,     (9) 

where z (x) - the height of the relief, depending on the coordinates, the angle brackets denote 
averaging over x, H - Hurst exponent. 
In terms of Hurst exponent fractured relief had 2 zones with significant difference of H. First zone 
has circle geometry and its position around crack initiation with diameter ~ 300 µm. We assume that 
inside this zone was defect accumulation during fatigue loading. When this zone reach 300 µm 
diameter crack became instability and start propagate and we can see it on increasing of H. Second 
zone size reach cross section of specimen. 
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6 Summary.  
Relations are obtained which describe change in temperature at the sample surface and the tip of 
fatigue crack during a uniaxial cyclic deformation taking into account the linear and nonlinear 
thermoelastic effects. Shown that the process of heat generation is essentially nonlinear. Using of 
infrared thermography methodic can effectively investigate the processes associated with both the 
localization of plastic deformation in the crack tip and the friction on its banks. At this stage, studies 
have shown experimentally that the zone of plastic deformation does not coincide with the 
predictions of the linear fracture mechanics, and the maximum heat is reached on the descending 
branch of the loading. Fracture surface has 2 zones with significant difference of Hurst exponent 
which correspond damage accumulation and crack propagation. 
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Abstract As one of the essential criteria of assessment to welding toughness, CTOD(Crack tip opening 
displacement) is widely applied in engineering. The research on allowable values of the CTOD of high 
strength and thickness steel has been a hot issue, therefore the theoretical research in China lags behind its 
overseas. The present paper takes the single edge fatigue precrack of CTOD specimen as a flaw with the 
technical route of the British Standard 7910-2005, that is "Guide to methods for assessing the acceptability 
of flaws in metallic structures". In the meanwhile, make the grading assessments of the welding seam center 
of the EQ70/56 joints, combining the results of the CTOD tests. The assessments on welded joints of 
EQ70/56 show that the CTOD values are in the acceptable range. This method provides some useful 
guidance in researches of allowable CTOD values. 
Key Word  Welded joint of High strength steel，CTOD，BS7910，FAD ,EQ70/56 
 
1 Introduction 
With the development of the ocean engineering, the high-strength steel and ultra-high-strength steel 
are widely applied in the Deep-water Semi-Submersible Drilling Platform. As the complicated 
welding joints, high-strength and big thickness, the welding procedure of the marine structure 
becomes the key to the construction of the platform.  The specification and classification societies 
around the world, including the CCS (China Classification Societies), are beginning to take the 
CTOD tests as a means to assess the toughness of the welded joints and the high-strength and heavy 
steel plates. However, there is much difference on the allowance value of CTOD with different 
societies, especially for the new high-strength and heavy steel plates. 
As the development of the methods for assessing the acceptability of flaws of the welded metallic 
structures, the British Standard 7910:1999, called "Guide to methods for assessing the acceptability 
of flaws in metallic structures", replaced the old standard PD 6493:1991[1] and was being widely 
applied in the engineering[2]. Basing on the fracture mechanics, the stand BS7910 fulfills the 
assessments with the FAD (failure assessment diagram) and takes the compare between the crack 
resistance of the structure and the actual ability to crack loading as its main idea.  
When majority standards of flaw assessment of metal structure were applied on the issue of ‘Fitness 
for Purpose’, the BS7910:1999 was amended and extended to an update version BS7910:2005[3], 
which has three levels of fracture assessment for the flaws in metallic structures. The choice of level 
depends on the materials involved, the input data available and the conservatism required.  
In the standard BS7910, flaws include Planar flaws, Non-planar flaws and Shape imperfections. In 
the assessment of high-strength and heavy steel plates, the specimen of the CTOD test was 
pre-carved with crack throughout the thickness. The welding seam center of the specimen was 
determined by the Level 2B. In the FAD of Level 2B, the axis is assessment index of fracture 

toughness, appears as Kr which is the ratio of the stress intensity factor, or rδ , the square root of 
CTOD fracture ratio. In the CTOD tests, the single edge running through crack [4] could be taken as 
the flaws assessed by FAD with the fracture ratio as ordinates against load ratio (Sr) as abscissa. 
The applied Level 2 assessment has an assessment curve given by the equation of a curve and a 
cut-off. If the assessment point lies within the area bounded by the axes and the assessment curve, 
the flaw is acceptable; if it lies on or outside the curve, the flaw is unacceptable.  
The CTOD toughness assessment of the heat affected zone and welding seam center of 
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high-strength and thickness steel with the FAD method are summarized as follow: 
1) Measure the CTOD values of the welding joints of the high-strength steel at a specific 
temperature; 
2) Plot the stress-strain curve of the welding joints of the high-strength steel through an uniaxial 
tensile test, and then transfer it to a true stress-strain curve with related equations; 
3) Plot the Level 2B FAD with the true stress-strain curve, make the failure assessments of the joint 
and the welding seam center of the high-strength steel plates; 
4) Calculate the load ratio and fracture ratio (coordinates of the assessment points) with the CTOD 
values and stress-strain curve, and then plot the FADs with the ratios. The toughness assessments of 
the welding joint would be completed with the FADs. 
 
2 CTOD experiment and results 
 
The present paper mainly research on the FADs of the welding seam center of butt-weld joint 
between EQ70 and EQ56 high-strength steel plates(Level-AB) with 38 mm thickness. The CTOD 
test is carried out according toBS7448[5] and Offshore Standard DNV-OS-C401[6]The chemical 
composition of the EQ70 and EQ56 steel plates are shown in the table 1 and table 2, while the 
different welding technologies are shown in table 3.  
The EQ 56 and EQ 70 were butt welded with equiangular welding groove (45°K style groove), by 
multi-layer and multi-pass manual arc welding. While it should preheat temperature to70 , ℃ kept 
the groove straight edge perpendicular to the specimen plane, with 210 to 230 thermal insulation ℃
per hour after welding. To the specimen of EQ56/70,  the K type groove straight edge should 
perpendicular to the side of EQ70[7]. 
Three-point bending specimens, with single side fatigue precrack, were applied in the CTOD test 
and processed into 26 mm thickness(B) and 52 mm width(W). The results and effectiveness of the 
CTOD test were list in the table 4. 
 

Table 1 The chemical compositions of EQ 70 specimen with 38 mm thickness (%) 
C Si Mn P S Cu Ni Cr Mo 

0.14 0.08 0.86 0.011 0.002 0.26 0.49 0.76 0.32 

V ZR Ti Nb Sol  Al N B Ceq PCM 

0.04 0.005 0.013 0.016 0.064 0.0023 0.0010 0.56 — 

 
Table 2 The chemical compositions of EQ56 specimen with 38 mm thickness (%) 

C Si Mn P S Al Ni 
0.05 0.41 1.51 0.009 0.001 0.033 0,73 
Cr Cu Nb V Ti Mo w(C)eq 
0.33 0.71 0.04 0.04 0.009 0.22 0.51 

 
Table 3 Welding technologies of the joints of EQ70/56 

Technical 
parameter 
Type 

No.of 
welding 
bead 

Diameter 
(mm) 

Electricity
(A) 

Voltage
(V) 

Welding 
speed 
(mm/min) 

Maximum  
Energy Input 
(kJ/mm) 

Average 
Energy Input 
(kJ/mm) 

1 3.2 130~160 20~25 69 3.62 2.85 
A 

others 4.0 170~195 22~27 77 4.10 3.51 
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1 3.2 120~145 23~30 104 2.88 2.02 
B 

others 4.0 180~196 25~35 112 3.68 3.02 

 
Table 4 The CTOD experimental results of EQ70/56 specimen with 38 mm thickness 

Technical 
parameter 

Crack 
Position  

NO.of 
specimens / mmB  / mmW  0 / mma  / mmuδ  

Available 
Test 

1 26.03 52.03 26.364 0.099 Available 

2 25.99 52.02 27.026 0.137 Available A 
Welding 
seam 
center 

3 26.04 52.04 26.360 0.122 Available 

1 29.99 59.96 30.156 0.243 Available 

2 30.09 60.01 29.823 0.222 Available B 
Welding 
seam 
center 

3 30.09 59.90 29.990 0.192 Available 

 
3 Uniaxial tensile test and results 
Take an uniaxial tensile test on the EQ7/56 specimen with the Electric Servo-hydraulic Material 
Test system, under the guidance of the Standard, “Metallic materials Tensile testing at ambient 
temperature”[8]. The present paper take a butt-welding joint of EQ70/56 as an specimen(d0=4mm), 
and get its stress-strain curve, some basic outputs were list in the table 7. 
    

Table 7 Basic data of the uniaxial tensile test 
NO.of Specimens EQ70/56 EQ70-HAZd6 

Shape of Specimen 
Circular cross 

section 
Circular cross 

section 
Diameter(mm) 4.01 3 

So(mm^2) 12.63 7.069 
Lo(mm) 19.9 15.4 

Extensometer gauge length(mm) 50 50 
Fm(kN) 10.46 5.65 

Tensile Strength 
Rm(MPa) 

830 800 

FeH(kN) / 5.42 
Upper Yield Strength 

ReH(MPa) 
/ 765 

FeL(kN) / 5.24 
Lower Yield Strength 

ReL(MPa) 
/ 740 

Fp(kN) 9.25 5.36 
Proof Strength Non-proportional 

Extension  
730 760 
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Rp(MPa) 
Ft(kN) 1.2 0.67 

Proof total Extension 
Rt(MPa) 

95 95 

The ratio of Yield strength  0.88 0.95 
The ratio of tensile strength to 

Yield Strength 
1.14 1.05 

 
The yield strength σs and ultimate strength σb were calculated according the equation (1) as follow: 

0

s
s

F
A

σ = ，
0

b
b

F
A

σ = （1） 

in which, Fs means the yield load, Fb means the maximum load and the A0 original cross section 
area of specimen.   
As the yield stress of the EQ70/56 has no yield step, it is very difficult to accurately determine its 
yield stress( which means it is difficult to determine the stress at the beginning of its yield step). 
Generally, It takes the stress, when it generate a specific permanent strain (usually 0.2%), as the 
yield stress [9].   
At the beginning of the stress-strain curve, the stress proportionally rises against the strain, while its 
ratio is the elastic modulus. While the strain increased to 0.2%, plotted a straight line with a slope 
equaling to elastic modulus. The corresponding value to the intersection between the plotted line 
and the stress-strain curve was the equivalent yield stress.  
The outputs of the test were forces and deformations, which should be calculated to the inputs of the 
stress-strain curve. In the present test, the stress σ and strain ε were determined by the equation (2) 
as follow: 

σ =P/ S0,ε =δ/ L0 （2） 
According to the results of the test and calculated date, the stress-strain curve could be plotted as 
figure 1.  
 

 
Figure 1 The stress-strain Curve of EQ70/56 

 
The maximum load could be calculated from the displacements and forces of the test, the results 
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were listed in the table 8. 

Table 8 The uniaxial tensile experimental results of the Welding seam center 

The type of the steel The position of 
the specimen 

Yield Stress 
(Mpa) 

Tensile Stress 
(Mpa) 

EQ70/56 Welding seam 
center 728.8 828.2 

 
According to the uniaxial tensile stress-strain curve, the true stress expression was as follow: 

σt = (1 +ε)σ（3） 
while the true strain expression was as follow: 

εt=ln (1+ε)（4） 
Plot the true stress-strain curve from the equations (3) and (4), and then the true stress-strain curve 
of the welding seam center could be plotted as figure 2. 

 
Figure 2 True stress-strain curve of EQ70/56 

 
Under the guidance of the Standard <Metallic materials Tensile testing at ambient temperature>, it 
measured the elastic modulus with electrometric method. As the elastic modulus was independent 
of the thickness of the specimens, there was no elastic modulus distinction in the same position of 
the specimen. The elastic modulus E was determined by the equation (5) as follow: 

0S
FE
ε

= （5） 

Here, F denotes the load increment, while the S0 denotes the cross section area.  

Table 9 The results of Elastic modulus test 

Position E （Gpa） 

Welding seam center 215.5 

 
 
4 The FADs of welding seam center of EQ70/56 
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With the Guidance of Level-2B assessment in Standard BS7910 and the true stress-strain curve 
from the uniaxial tensile test, it could comes to the FAD basing on the CTOD test. The boundary 
values of FAD(Lrmax) were determined by the equation (6): 

Lrmax=
Y u

Y

+
2

σ σ
σ

 

 (6) 

The tensile strength of the EQ70/56, as well as the yield strength and the ultimate strength, could be 
got from the tests. Then the boundary value could be calculated by the strength as Lrmax = 1.06.  
Stress-strain data are required at the appropriate temperature for parent material and/or weld metal. 
The lower yield or 0.2% proof strength, tensile strength, and modulus of elasticity should be 
determined together sufficient co-ordinate stress/strain points to define the curve. Particular 
attention should be paid to defining the shape of the stress/strain curve for strains below 1%. It is 
recommended that the engineering stress/strain curve should be accurately defined at the following 
ratios of applied stress, σ, to yield strength, σy: σ / σy  =0.7,0.9, 0.98,1.0,1.02,1.1, 1. 2 and intervals 
of 0.1 up to σu. 
The equations describing the assessment line are the following: 
a) for Lr ≤ Lrmax  

rδ or 
3

0.5

2
ref r Y

r
r Y ref

E LK
L E
ε σ
σ ε

−=（ + ） （6a） 

b) for rL > rmaxL  

rδ or 0rK = （6b） 

Where  
the εref is the true strain obtained from the uniaxial tensile stress-strain curve at a true stress,LrσY.  

rL = ref

Y

σ
σ

（7） 

According to the equations (6) and (7), the horizontal axis Lr and the vertical axis  √δr could be 
calculated to plot the FADs of EQ70/56 and EQ70, as shown in figure 3. 
 

 
Figure 3 FAD of the welding seam center of EQ70/56   
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5Calculation of The CTOD test assessment point 
 
5.1Abscissa of the assessment points 
 
In the Level-2B assessment, the horizontal axis is Lr, which could be calculated with the the 
equation (7) as mentioned above in section 4 with the Standard BS7910:   

 
While the CTOD theory was put forward initially, it was recognized that, for the elastic-perfectly 
plastic material, there was a plasticity area in the crack tip. Which means that the stress of the 
ligament area in the crack tip would not increase, after the crack tip fracture stress under general 
yielding. The stress of the plastic yielding area was equal to the yield strength σy .Therefore, while 
assessed the CTOD values with the Level-2B method, the value of Lr should be taken as 1.0 [10]and 
the abscissa of the assessment point should be 1.0 as well.    
 
5.2 Ordinates of the assessment points 
 
In the FAD, the vertical coordinate was fracture ratio δr, determined by the following equation: 

r = / matδ δ δΙ  (8) 

 
Where δmat is the fracture ratio of the material obtained by CTOD test, and the δI are calculated by 
KI as the following equation: 

2

'
Y

K=
EX

δ
σ

Ι
Ι

 (9) 
 

X is the factor(generally of value between 1 and 2) influenced by crack tip and geometric constraint 
and the work hardening capability of the material. Appropriate values of X may be determined from 
elastic analyses which model structural constraint. If values of X are not quantified by structural 
analyses, use X =1.0. E' is the elastic modulus considering restrain. In the plane stress condition, 

'E =E , while ' 2E =1-μ , the in the plane strain condition. The applied stress intensity factor of the 
I-type crack, KI, has the following general form in the three bending condition: 

)( 0
2/3 W

af
BW

FSK ⋅=Ι
（10） 
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 （11） 
 

where, S denotes the distance between specimens, W denotes the width and S =4W, B denotes the 
thickness, F denotes the loads. 
 
 
5.3 Toughness assessment of CTOD 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

 

8 
 

 
According the method in section 5.1and 5.2, the toughness assessment of CTOD could be 
transferred to the assessment points in the FAD of EQ70/56, the results shown in the table 10. 
 

Table 10 The assessment points in the FAD of EQ70/56 

Technical 

parameters  

Crack 

position 

NO. of 

specimen 

B/mm δΙ  /mm matδ  /mm Lr 

 

1 26.03 0.012 0.099 1 0.353 

2 25.99 0.014 0.137 1 0.315 

A welding 

seam 

center 3 26.04 0.010 0.122 1 0.284 

1 29.99 0.017 0.243 1 0.265 

2 30.09 0.016 0.222 1 0.278 

B welding 

seam 

center 3 30.09 0.015 0.192 1 0.281 
 
Note：In the present CTOD test, the elastic modulus applied in the calculation was measured in the uniaxial 

tensile test, instead of the parameters given by the manufacturer. The elastic modulus was E'= 2

E
1-μ

 = 

234.5 Gpa, which conduct the yield strength as 729 Mpa. 
  
Then mark the coordinates of the assessment points into the PAD of the EQ70/56, as shown in 
figure 6. 
 

 
Figure 6 FAD of the EQ70/56 with the assessment points 

 
 
5.4 Error analysis  
 
It could get the stress-strain curve through the tensile test while making the toughness assessment of 
the CTOD of the welding joints. In the meanwhile, the Level-2B assessment required the true 
stress-strain curve, it should transferred the test data to the true stress-strain curve. The present 
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paper took the transformation as follow: 
True stress 

True Stress  (12) 

True strain 

True Strain   (13) 

 
The above equations could directly measure the responses in the range of plastic-flow, the true 
stress and strain could be calculated by the equations before the strain developing to necking. 
However, after necking, the material exceeded the elastic limit, which caused the geometric size 
was great different from the initial condition. The plane of the specimen was in a complicated three 
dimensional stress states, and the strains were nonuniform in the gauge length of the specimen. In 
this situation , it would bring some errors to calculate the true stress-strain. 
To get more accurate true stress-strain curve, it generally used the semi-empirical and 
semi-analytical Bridgman formula, which was deduced to average longitudinal stress correction 
formula as follows:  

average= 2R a+ In +
a 2R

σ
σ

（1 ） （1 ）

（14） 

where, R denotes the radius of the necking surface, a denotes the minimum radius after necking and 
averageσ  denotes the average longitudinal stress of the minimum cross section.  

The present paper provided the CTOD toughness assessment for the high strength steel plate, the 
more accurate results need more accurate true stress and strain while there are several method to get 
the true stress-strain curve after necking as Photographs method[11], FEM[12], etc. 
 
6 Conclusions 
 
As the steel plates applied in the ocean engineering structure becomes more and more thicker, the 
acceptable CTOD value of different Standards are applied to prevent the structural safety and 
stability. Such as the minimum acceptable value is 0.15 mm in the DNV-OS-C401-2008, while it is 
0.13 mm in the API RP2Z standard. This paper takes the single edge fatigue precrack of CTOD 
specimen as a flaw under the guidance of BS7910 Standard, plots the FADs of the the welding seam 
center. The failure boundary value is 0.576, which are applied in the acceptable value of CTOD. 

The average critical CTOD value is 0.06 mm, which is calculated by r = / matδ δ δΙ and far 
lower than the value specified by the Standards. As the true stress-strain curve is calculated within 
the elastic stage, which would cause the errors. If the true stress and strain are measure by 
photography with single specimen, the true stress and strain values would larger than the values 
obtained by the equations. It would caused the critical value of CTOD would larger than 0.06 mm, 
the results should be corrected. 
In the meanwhile, the present CTOD test ensures the straightness of the front crack with the partial 
compression method, which would cause the results of test much more conservative[13]. According 
to the critical CTOD value calculated above, it suggests that the CTOD acceptable value of heavy 
plates could be modified lower appropriately based on value specified by Standards. 
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Abstract  Phase field fracture models are able to reproduce a wide range of phenomena, which are observed 

in fracture experiments. These phenomena include the nucleation of new cracks in initially undamaged 

material. However, none of the material parameters of a phase field fracture model is directly connected to 

the fracture strength of the material. Thus, the critical stress for the nucleation of new cracks is not a priori 

clear. Crack nucleation in a phase field fracture model is preceded by a localization of the initially 

homogeneous crack field in an area surrounding the nucleating crack. For homogeneous problems, it can be 

shown analytically that the onset of the localization is caused by the loss of stability of the crack-free 

homogeneous solution of the phase field equations at a certain load level. This critical stability load provides 

a definition of the fracture stress in the phase field model depending on the stiffness of the material, the 

cracking resistance and the internal length of the phase field model. The analytical findings are illustrated in 

finite element simulations of the phase field fracture model. Further numerical investigations analyze the 

crack nucleation behavior of the phase field model in more complicated scenarios, where analytical stability 

results are not available.  

 
Keywords  Phase field model, Fracture, Finite element method, Crack nucleation, Stability 
 

1. Introduction 
 

Conclusions drawn from numerical simulations often play a crucial role in the design process of 

structural components. In order to obtain a reliable prediction of the integrity of a structure, a 

fracture model must be able to reproduce a wide range of phenomena which are observed at fracture 

events. On the one hand, this requires criteria for the stability of pre-existing cracks as well as 

criteria for the nucleation of new cracks in originally undamaged material. On the other hand, the 

fracture model must also predict the geometry of the crack path, including possible kinking of a 

crack or bifurcation into several crack branches. Unlike many other continuum fracture models, 

which are equipped with a whole toolbox of different criteria in order to meet these requirements, 

the phase field approach provides a unified framework for the simulation of the entire fracture 

process. Different phase field fracture models have been introduced and discussed e.g. in references 

[1–6]. More recently, phase field fracture models based on Bourdin's regularization of the 

variational formulation of brittle fracture [7] have been formulated in [8–10]. All these models 

differ in detail, but in all formulations cracks are represented by a scalar phase field order 

parameter, which indicates the condition of the material and interpolates smoothly between broken 

and undamaged material. Cracking is addressed as a phase transition problem, and the crack 

evolution, obtained implicitly through the solution of the coupled field equations, covers the whole 

range of phenomena which need to be considered. Concerning a finite element implementation of 

the fracture model, the phase field approach is advantageous because the diffuse phase field cracks 

do not lead to discontinuous jumps in the displacement field. Thus, the discretization can be done 

with standard finite element shape functions, and no remeshing is required in order to simulate 

crack propagation. 

 

The fracture behavior of phase field fracture models is mainly adjusted by two parameters. The 

cracking resistance    is a material parameter, which is a measure for the surface or fracture energy, 

needed to create new fracture surfaces. By means of configurational forces, it can be illustrated, that 

the propagation of pre-existing cracks in the phase field model agrees with the energetic 

considerations of classical Griffith theory, see e.g. [8, 11, 12]. The second parameter is a length 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-2- 

 

scale  , which primarily controls the width of the transition zone of the order parameter between 

broken and undamaged material. From this point of view, the length scale is merely an auxiliary 

numerical quantity, which recovers the sharp interface limit for    . However, some recent 

publications [13–16] find that, in a one dimensional setting, the length scale   is also crucial for the 

stability of crack-free, spatially homogeneous phase field solutions. At the critical load level, the 

crack-free solution becomes unstable and the phase field order parameter localizes until finally a 

crack forms. Particularly interesting is the fact, that this stability point is also related to the maximal 

stress response of the crack-free phase field solution. This observation allows for the definition of a 

fracture strength in the phase field model, which – at first sight – does not feature a material 

parameter, that is directly connected to the strength of the material, but is able to reproduce crack 

nucleation.  

 

In this work, the crack nucleation behavior of the phase field fracture model introduced in [8] is 

investigated. In a first step, only the one dimensional case is considered. A stability analysis of the 

spatially homogeneous, crack-free solution is outlined, which yields the definition of an effective 

fracture strength in the one dimensional phase field model. In a second step, the problem of crack 

nucleation is considered in the two dimensional setting. However, a rigorous analytical stability 

analysis is generally not possible in the case of arbitrary inhomogeneous stress states. Therefore, 

based on the findings from the one dimensional case, strength estimates are derived for the two 

dimensional setting. These estimates are then compared to the computed stress states at crack 

nucleation in a finite element simulation of the phase field model. 

 

2. Phase field formulation 

 
In phase field fracture models, cracks are approximated by the zero set of the phase field order 

parameter  . This order parameter is a continuous scalar field quantity which resembles a damage 

variable and is often referred to as crack field in this context. It interpolates smoothly between 

cracks, where the order parameter takes the value zero, and undamaged material, where the value of 

the order parameter is one. By means of a degradation function, the crack field is coupled to the 

elastic stiffness tensor   of the material in order to model the change in stiffness between broken 

and undamaged material. The core of the phase field model considered in this work is the energy 

density functional 

         
 

 
              

      

  
         , (1) 

 

which was introduced by Bourdin [7] as a regularized approximation of the energy density of a 

linear elastic fractured body. The first part, which is a function of the linearized strain tensor   and 

the crack field  , is the elastic stored energy. The small positive parameter     in the degradation 

function is a residual stiffness, which is introduced in order to avoid numerical difficulties, where   

equals zero. The second part depends only on the crack field   and its gradient   . An integration of 

the second bracketed term over the entire domain yields an approximation of the surface measure of 

the crack set, when the regularization length   is sufficiently small. Multiplied with the cracking 

resistance    it approximates the Griffith type surface energy of the crack set. By virtue of 

thermodynamic reasoning, the definition of the energy density functional   yields the material law 
 

   
  

  
          (2) 

 

for the stress tensor   which, together with the equilibrium condition 
 

         (3) 
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and the respective boundary conditions, forms the mechanical part of the problem. The evolution of 

the crack field is assumed to follow a Ginzburg-Landau type evolution equation, where the rate    is 

proportional to the negative variational derivative of the energy density functional with respect to  , 

i.e. 

      
  

  
                  

   

  
   . (4) 

 

The symbol   denotes the Laplace operator. The positive scalar kinetic coefficient   describes the 

mobility of the process. In the format of Eq. (4), the evolution equation may be regarded as a 

viscous approximation of the quasi-static case, which is recovered for    . In order to model 

the irreversibility of the fracture process, Dirichlet boundary conditions     are applied to the 

crack field in the subsequent load steps, wherever a crack forms, i.e. the crack field becomes zero. 

At crack free boundaries with outer normal vector  , homogeneous Neumann boundary conditions 

       apply. The coupling of the field equations (Eqs. 2-4) implicitly models the mutual 

interaction between the elastic stress and strain fields and the crack field  . Given a prescribed 

loading history, the successive solution of the coupled system of equations formed by Eqs. (2-4) 

yields the evolution of the mechanical stress and strain fields as well as the evolution of the crack 

field. Note, that no further criteria are required in order to capture even complex crack evolutions, 

such as the coalescence of different cracks, crack branching or the nucleation of new cracks. 

 

3. Crack nucleation  
 

The nucleation of new cracks in an originally undamaged structure is a somewhat delicate topic in 

the context of a phase field formulation. On the one hand, crack nucleation can be observed in 

numerical simulations of the phase field model. On the other hand, none of the parameters of the 

phase field fracture model is directly connected to the fracture strength    of the material. In the 

following, the influences of the different phase field parameters on the effective fracture strength of 

the phase field model are investigated by means of an analytical stability analysis and numerical 

simulations. 

 

3.1. The one dimensional case 

 

3.1.1. Homogeneous solution 

 

In a first step, a one dimensional problem is considered. A homogeneous bar of length    and 

Young's modulus   is strained by an increasing displacement load of           at both ends. 

Before any load is applied, the bar is modeled as undamaged, i.e.    . In the one dimensional 

setting, the equilibrium condition (Eq. 3) immediately implies that the stress   must be constant 

along the entire bar. Under the assumption that the crack field remains spatially constant upon 

loading, it follows from the material law (Eq. 2, where Young's modulus   replaces the stiffness 

tensor  ) that the strain   must be constant, too. The kinematic relation      yields the strain 

value         prescribed by the boundary displacement. The corresponding static solution for 

the crack field 
 

         
  

     
    

 (5) 

 

is obtained from the one dimensional evolution equation. Accordingly, the constant stress in the bar 

is 
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  , (6) 

 

where the contribution of the remaining stiffness   has been neglected for the sake of algebraic 

simplicity. While the homogeneous crack field (Eq. 5) decreases monotonically with the increasing 

strain   , the stress response (Eq. 6) attains a maximal value 
 

   
  

 

  
 
   

  
 , (7) 

 

at a displacement load of  

   
   

  

   
  . (8) 

 

Interestingly, the value of the homogeneous crack field at the maximal stress load is 0.75, 

independent of all of the phase field parameters, see also [10]. This is illustrated in the plots of 

Fig. 1, which show the evolution of the stress response and the crack field with respect to the 

displacement loading for different values of  . 

 

 

 

sxX 

 

 
 

                                           

 

Figure 1. Stress response (black) and crack field (blue) under increasing displacement load for 

         (left),         (center) and         (right) 
 

3.1.2. Stability analysis 

 

In order to analyze the stability of the homogeneous solution (Eq. 5), a family of symmetric test 

functions              with   
        

       and          is introduced. Symmetry is 

postulated for the sake of simplicity, and the restriction   
       ensures differentiability at    . 

Boundary conditions           , kinematic relations, the material law and the fact that the 

stress is constant yield the corresponding strain field   . It can be shown that the first variation of 

the potential 
 

                              
 

 

 

  
 (9) 

 

vanishes for the homogeneous static solution, i.e. 
 

            
         

  
       . (10) 

 

Thus, the homogeneous solution is always a local extremum or a saddle point of the energy 

functional (Eq. 9). The second variation of the potential   with respect to   is given by the 

expression 
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  , (11) 

 

where       denotes the partial derivative with respect to  . Clearly, the second variation can only 

become negative if the factor in front of the last integral in Eq. (11) becomes negative. If the 

displacement load    is smaller than the load   
  (Eq. 8) with the maximal stress response, the 

second variation (Eq. 11) is positive. Thus, the homogeneous solution is a local minimizer of the 

total energy and therefore is considered as stable. If the displacement load    becomes larger than 

the load   
 , the factor in front of the last integral becomes negative and thus, the second variation 

can become negative, too. The homogeneous solution is then no longer a local minimizer and 

becomes unstable. Consequently, the load with the maximal stress response represents a lower 

bound for the stability of the homogeneous solution. A further analysis of the stability of 

homogeneous solutions of different gradient damage formulations, is carried out in [16] and, for a 

broader class of gradient damage models, in [13–15]. Concerning the specific phase field fracture 

model under consideration, the main conclusion from these publications is, that for small values 

of  , the actual stability load lies slightly above the lower bound   
 . Only for rather large  , the 

actual stability load is significantly larger than   
 . However, regarding the regularizing character 

of  , this case is of minor interest. 

 

3.1.3 Non-homogeneous solution 

 

 
Figure 2. Function      and roots    (circles) and    (triangles) for different values of   (left) and the 

respective inhomogeneous crack fields (right) 
 

In this section, a semi-analytical approach to the computation of the non-homogeneous crack field 

at supercritical loading is outlined. More details are reported in [10, 11] for similar phase field 

models. A finite element study of the non-homogeneous solution stages can be found in [12]. The 

static one dimensional evolution equation (Eq. 4) and the material law (Eq. 2) can be recast in the 

format 

 
     

          
              . (12) 

 

Assuming a differentiable, symmetric solution      with a minimum value    at    , an 

integration of Eq. (12) with respect to   over the interval           yields 
 

              
      

  

 
   

         
 

  

 
  

           
       

 
   

      
    

 
  
 

 
                

       

 , (13) 

 

which can be interpreted as a balance law for the phase field variable   with the potential      and 
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the kinetic energy     , see [11]. With the far field boundary conditions          and       
     , the minimum value    can be computed from Eq. (13) as a root of the function      
                . The left plot in Fig. 2 shows the function      for different values of   and 

       . The roots referring to      are marked by triangles, and the roots referring to      

are marked by cycles. The extreme cases     (black) and     
  (magenta) require special 

consideration. For     and the respective homogeneous crack field value     , the function 

     is non-positive in the entire interval      , and the root defining    vanishes. However, for 

   , the root    of      approaches zero. Together with the fact that     represents the 

cracked state, this consideration legitimates to set      in this case. If   approaches the maximal 

value   
 , the roots defining    and    collapse in a single point at       . 

 

Once the minimum value    has been determined, the balance law (Eq. 13) can be exploited to 

compute the solution      of Eq. (12), or rather the inverse  
 

              
   

                
  

    

  
 (14) 

 

of the solution. The right plot of Fig. 2 shows the results of a numerical evaluation of Eq. (14) at 

different stress levels  . The fully cracked solution (black) is virtually identical to the function 

 

             
    

  
  , (15) 

 

which is an approximation of the piecewise defined static solution of the stress free evolution 

equation with boundary conditions        and         . The limit case with maximal stress 

response     
  (magenta) yields the homogeneous solution       . 

 

3.2. The two dimensional setting 

 

3.2.1 Strength estimates from homogeneous test problems 

 

As in the one dimensional setting, the length parameter   has a crucial impact on the fracture 

strength    of the two dimensional phase field model. However, analytical solutions of non-

homogeneous two dimensional problems are generally not available, and thus, a rigorous 

mathematical stability analysis cannot be carried out. In order to determine the fracture strength of 

the two dimensional model, relations between   and    are derived on the basis of the two 

homogeneous problems depicted in Fig. 3. 

 

 
Figure 3. Homogeneous two dimensional problems for the derivation of strength estimates 

 

For both cases, the stationary, homogeneous solution of the evolution equation is given by 
 

           
  

         
 . (16) 
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Due to the different boundary conditions, the elastic contribution differs slightly, depending on the 

ratio of the Lamé constants. 

          
                       

     

    
         

    

  
         

  (17) 

 

The indices       in Eq. (17) refer to the left and right setting depicted in Fig. 3. Neglecting   for 

algebraic simplicity, the corresponding stress in  -direction is 
 

    
      

   

        
     

  (18) 

 

with        . The maximal value 

   
  

 

  
 
      

  
 (19) 

 

is attained at the displacement load 

   
   

  

      
  . (20) 

 

The maximal stress response (Eq. 19) and the corresponding displacement load (Eq. 20) exhibit the 

same asymptotic behavior with respect to   as in the one dimensional setting. For     both 

quantities become infinitely large, while for     their value approaches zero. However, in the 

two dimensional setting, both quantities additionally depend on the factor    defined in Eq. (17). As 

in the one dimensional case, the value of the homogeneous crack field at the maximal stress 

response is 0.75, independent of all of the phase field model's parameters. 

 

 
Figure 4. Simulation setup (left) and crack tip position with respect to the loading (right) 

 

3.2.2 Numerical evaluation 

 

In the following, the maximal stress values from Eq. (19) are compared to the actually computed 

stress states at crack nucleation in the phase field model, in order to evaluate the effective fracture 

strength    of the phase field model. In the finite element simulation, the notched structure, depicted 

in the left plot of Fig. 4, is loaded by a linearly increasing displacement load       acting in  -
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direction. The radius of the circular notch is       . The initial crack field is set to one in the 

entire domain in order to model the undamaged initial state. The material is assumed to be isotropic 

with Lamé constants    , which is equivalent to a Poisson ratio of       . The circular areas of 

diameter         around the load application points (gray) are modeled as stiff by increasing the 

stiffness and the cracking resistance by a factor of 100. The length parameter is        , the 

artificial residual stiffness in broken areas is set to       , and the kinetic coefficient is set to 

         , where the time scale   refers to the load factor     of the displacement load 

             . The size of the time steps is controlled by an adaptive time stepping procedure. 

More details on the finite element implementation of the phase field fracture model can be found 

in [8]. The right plot of Fig. 4 shows the position     of the crack tip on the  -axis with respect to 

the displacement load (black solid line). For the evaluation the node with the largest  -coordinate 

where s equals zero is defined as the crack tip position. Before the onset of fracture, the crack tip 

position is replaced by the position of the notch ground located at       . After the critical load 

level is reached, an initial crack of finite length starting at the notch ground forms brutally along the 

 -axis at a quasi constant load level. The formation of the initial crack is followed by a phase of 

stable crack extension along the  -axis, where the crack grows progressively with the loading. A 

second phase of brutal crack extension is observed when total rupture occurs after the crack tip 

passes       . The dotted lines indicate the beginning and ending of the phase of stable crack 

growth. Remarkably, the crack nucleation at the non-singular stress concentration at the notch as 

well as the transition from brutal to stable crack extension and vice versa are mastered without any 

technical difficulties. 

 

        a)                                                                        b) 

 
        c)                                                                        d) 

 
 

Figure 5. Stress in  -direction (red) and crack field (blue) along the  -axis at different load levels 
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The plots of Fig. 5 show the stress component    (red) and the crack field   (blue) along the  -axis 

at the four load stages marked by the red circles in the right plot of Fig. 4. The vertical black dotted 

line marks the position of the crack tip after the formation of the initial crack. The horizontal black 

solid and dash-dotted lines indicate the strength estimates from Eq. (19) for the cases     and 

   , respectively. At the load level of                  (Fig. 5a), no crack nucleation is 

observed yet, and the numerical solution is stationary and stable. However, very close to the notch 

ground located at       , the stress component    already exceeds the strength estimates. The 

value of the crack field at the notch ground is approximately       , which is higher than the 

assumed critical value        . Figure 5b) shows the  -stress and the crack field at the beginning 

of the phase of brutal crack nucleation at the load level                   . At this stage, the 

numerical solution becomes unstable and can no longer be considered as stationary. The crack field 

immediately at the notch ground is decreased to       . Due to the loss of stiffness caused by the 

decreasing crack field, the stress at the notch ground decreases, too, and a stress peak develops in 

front of the notch. Figure 5c) shows the  -stress and crack field at                   , during 

the phase of brutal crack extension. The crack field has developed its characteristic exponential 

shape (cf. Eq. 15), where the material is not yet broken and is constantly zero in the fractured area. 

During this phase, the peak stress in  -direction significantly exceeds the maximal stress response 

(Eq. 19) of the homogeneous test problems. The last plot, Fig. 5d), shows the stress component    

and the crack field at                  , during the phase of stable crack extension. The peak 

stress is now in good agreement with the strength estimates. The crack field maintains its 

exponential shape and is only shifted in  -direction. 

 

As similar results are obtained in simulations with different values of the length parameter  , the 

simulation results yield the following conclusions. For inhomogeneous stress states with maximum 

stresses below the derived strength estimates, no crack nucleation is observed in the phase field 

model. Also the exceedance of the assumed strength in a small area does not immediately lead to 

crack nucleation. Instead, an initial crack forms, if the stress becomes supercritical in a sufficiently 

large area and the crack field drops below the critical value of 0.75. Thus, the derived strength 

estimates permit to judge the criticality of a computed stress state prior to crack nucleation and may 

therefore be interpreted as the effective fracture strength of the phase field model. 

 

4. Conclusion and outlook 
 

Despite the regularizing character of the length scale  , the stability analysis of the one dimensional 

model and the numerical results obtained for the two dimensional case, yield a more mechanically 

motivated interpretation of the parameter  . The stability analysis, as well as the numerical 

simulations, legitimate to interpret the maximal stress response obtained in homogeneous loading 

scenarios as the effective fracture strength    of the phase field model. As a consequence of this 

interpretation, the length scale   is no longer just an arbitrary regularization length, but can be 

derived according to Eq. (19) from experimentally measurable data, i.e. from the cracking 

resistance   , the fracture strength   , and the Lamé constants   and   of isotropic materials. Thus, 

in conjunction with the other material parameters of the phase field model, the parameter   may be 

regarded as a material parameter itself. For the phase field formulation, the definition of the fracture 

strength, together with the ability to master the transition from a crack free initial state into a 

cracked configuration, justifies the conclusion, that the model naturally combines a strength 

criterion for the nucleation of new cracks with an energetically motivated Griffith type evolution 

law for stable crack growth. 
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The brutal formation of cracks of finite length at crack nucleation, observed in the simulations, 

challenges the limits of the quasi static formulation. Therefore, a dynamic version of the phase field 

model, where dynamic equations of motion replace the static equilibrium condition (Eq. 3), is 

currently being worked on. Within the context of the present work, especially the impact of the 

dynamic effects on the crack nucleation behavior of the phase field model is of interest. Another 

open task for future work is the influence of material inhomogeneities, such as inclusions or pores, 

on the effective fracture strength of the phase field model. 
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Abstract. Safe and reliable transport of dense CO2 by pipes needs a careful choice of the 
constitutive pipe materials to prevent brittle crack propagation after ductile or brittle failure 
initiation. This unexpected phenomenon can occur after failure or leak promoted by external 
interferences. In this case, the rapid decompression of dense CO2 into gas leads to a very low 
local temperature of about -80°C. 
To prevent risk of brittle fracture initiation and propagation, the material must remain ductile 
at this temperature. In other terms, its ductile-brittle transition temperature (DBTT) has to be 
lower than -80°C minus a margin. 
It is admitted that the DBTT is not a material characteristic but depends on specimen 
geometry, loading rate and loading mode, i.e. on constraints. A loss in constraint leads to a 
lower brittle-ductile transition temperature.  
In order to select a steel for transportation of dense CO2, transition temperatures Tt (from 
tensile test), TK27 and TK50 (from Charpy test) and TK100 (from fracture mechanics test) have 
been determined on an API 5L X65 pipeline steel. These transition temperatures have been 
reported versus a constraint parameter, e.g. T-stress, in a master curve. Differences between 
different brittle-ductile transition temperatures and temperature corresponding to T-stress 
acting in a pipe submitted to internal pressure on the master curve, give an estimation of the 
conservatism of the chosen reference transition temperature. 
 
 Key words: transition temperature, pipe steel API 5L X65, constraint, T-stress, CO2 
transportation 
 

1. INTRODUCTION 

According to temperature and pressure, CO2 is present in 3 distinct states. CO2 is in a 
supercritical phase with temperatures higher than 31.1°C and pressures higher than 7.38 MPa 
(values of the critical point). For conditions of temperature and pressure lower than these 
values, CO2 will be in a gas, liquid or solid state. Beyond its critical point, carbon dioxide 
enters a phase called supercritical.  Dense CO2 transport is mainly performed by pipeline. 
Only in the United States, the existing national CO2 pipeline infrastructure dedicated 
primarily to deliver CO2 for enhanced oil recovery (EOR) comprises 3900 miles, and an 
extended national CO2 pipeline system is forecasted with the implementation of carbon 
dioxide capture and storage (CCS)-derived emission reductions. The entire system could be 
comprised between 11,000 and 23,000 additional miles dedicated CO2 pipeline before 2050 
and dependent upon the hypothetical climate stabilization policies adopted [1]. 
Transport of CO2 in dense state presents a high potential for auto-refrigeration due to 
depressurisation, either during operations or due to equipment failure. 



 

The ductile-brittle transition temperature (DBTT), nil ductility temperature (NDT), or nil 
ductility transition temperature (NDTT) of a metal represents the point at which the fracture 
energy passes below a pre-determined value [2]. 
Design against brittle fracture considers that the material exhibits at service temperature, a 
sufficient ductility to prevent cleavage initiation and sudden fracture with an important elastic 
energy release. Concretely, this means that service temperature Ts is higher than transition 
temperature Tt: 

            ts TT ≥   (1)  
Service temperature is conventionally defined by codes or laws according to the country 
where the structure or the component is built or installed.    
A Fracture Mechanics based design ensures that stress intensity factor for design is lower than 
admissible fracture toughness and fracture toughness is greater than 100 MPa√m (i.e. the 
reglementary service temperature defined is above the reference temperature). This additional 
criterion is expressed by: 

 TRTT ts Δ+≥            (2) 
 
where ΔT is the uncertainty on reference temperature. This reference temperature RTi varies 
according to codes (RTNDT or RTT100). 
In this paper, a selected pipeline steel API 5L X65 is controlled by several mechanical tests in 
order to check if the material is eligible for dense CO2 transportation. The material has to 
satisfy a design based on transition temperature with a service temperature Ts equal to -80°C 
minus a ΔT, where ΔT is a safety margin estimated to 8°C [3]. Due to the fact that different 
fracture tests give different transition temperatures, the choice of the most adequate test to 
provide a value close to the “structure or component” transition temperature Tstruct is an open 
question. In addition, traditional design is based on transition temperature given by Charpy 
tests. Thus, it is necessary to know the degree of conservatism of this approach. For this 
purpose, three transition temperatures have been determined: 

• transition temperature for elastic to elastoplastic behaviour in tension Tt, 
• brittle to ductile transition temperature for Charpy V test  TK27, 
• fracture toughness transition temperature  T100. 

It is generally admitted that fracture resistance is sensitive to constraint. Consequently 
transition temperatures are affected as well. In order to evaluate the sensitivity to constraint of 
the abovementioned transition temperature, each transition temperature has been expressed as 
a function of T-stress [4], which is often used as a constraint parameter and determined by a 
master curve. This master curve allows determining the structure transition temperature (Tstruct) 
and consequently the degree of conservatism of each abovementioned transition temperature. 
 
2. MATERIAL AND METHODS 
The investigated material is a pipeline steel API 5L X65 grade supplied as seamless tube with 
wall thickness equal to 19 mm and external diameter of 355 mm. The typical chemical 
composition is given in Table 1, mechanical properties at room temperature are given in Table 
2.  

Table 1. Typical chemical composition of pipe steel API 5L X65 (wt %) [6]. 

 C Si Mn P S Mo Ni Al Cu V Nb 
min. 0.05 0.15 1.00 - - - - 0.01 - - - 
max. 0.14 0.35 1.50 0.020 0.005 0.25 0.25 0.04 0.080 0.080 0.040

 



 

Table 2. Mechanical properties of pipe steel API 5L X65 at 20°C. 

Yield stress 
Re 

 (MPa) 

Ultimate 
strength 

Rm(MPa) 

Elongation at 
failure A % 

Charpy Energy
KCV 
 (J) 

Fracture Toughness 
KJc (MP√am) 

Hardness 
HV 

465.5 558.6 10.94 285.2 280 205 
 

2.1. Transition temperature for elastic to elastoplastic behaviour in tension Tt 
 
Tensile tests at very low temperature exhibits brittle fracture and ductile failure at high 
temperature. At very low temperature, fracture always occurs at yield stress. This 
phenomenon was proven by compressive tests where no failure occurs, but yield stress is 
easily determined. When test temperature reaches transition temperature, failure occurs with 
plasticity at ultimate stress. In other words, transition temperature is defined when ultimate 
strength is equal to yield stress. Plasticity is a thermal activated process and yield stress 
decreases exponentially with temperature according to the following relationship: 
 

)( BTAExpRR ee −+= μ   (3) 
 
where Re

μ is a threshold, A and B are constants and T is temperature in Kelvin. 
Similarly the ultimate strength decreases to temperature according to: 
 

)( DTCExpRR mm −+= μ   (4) 

where Rm
μ is a threshold, C and D are constants. Tensile tests have been performed on 

standard specimens in a temperature range [120 - 293 K] with a strain rate of about 10-3s-1 [6]. 
Stress-strain diagrams have been recorded and the (static) yield stress and ultimate strength 
determined. Values of yield stress Re, and ultimate strength Rm are reported on Figure 1. Data 
are fitted with equation (3) and (4). Values of Re

μ, Rm
μ and constants A, B, C, D are reported 

in Table 3. Yield stress value at 0K is independent of loading rate and equal to 2320 MPa. 
This value is generally considered as equal to cleavage stress. Transition temperature is 
determined as the intersection of two curves at temperature 123 K. 

 

Figure 1. Evolution of static and dynamic yield stress and ultimate strength versus 
temperature for API 5L X65 pipeline steel. 



 

 
 

Table 3. Values of constants of equation (3) and (4) for API 5L X65 pipeline steel for static loading. 
 

Re
μ(MPa) A(MPa) B (T-1) Rm

μ(MPa) C(MPa) D (T-1) 
434 1910 -0.01405 507 843 -0.0094 

 
Dynamic yield stress (strain rate 102 s-1) is determined by the method of instrumented Charpy 
impact test [7]. The load versus time diagram is recorded and the load at general yielding PGY 
is evaluated. Fracture energy is defined on load displacement diagram until load at initiation, 
which is different from maximum load. Dynamic yield stress is then obtained using the Green 
and Hundy solution [8]. 
  

W
BaWRLP e

GY 4
)( 2−

=          (5) 

 
where W is specimen’s width, B thickness, a is notch depth, and L is the constraint factor with 
a value of L=1.31. 
Results are fitted with Equations (3) and (4) and values of constants are reported in Table 4.   
One notes that higher loading rate leads to higher yield stress and transition temperature. 
 

Table 4. Values of constants of Equations (3) and (4) for API 5L X65 pipe steel for dynamic loading. 

Reμ,d  (MPa) Ad(MPa) Bd (T-1) Rmμ,d(MPa) Cd (MPa) Dd (T-1) 
541 1802 -0.0012226 658 691 0.010276 

 
2.2. Brittle to ductile transition temperature for Charpy V test TK27 
 
However, despite the introduction during the 1960’s of Fracture Mechanics tests to measure 
fracture resistance of materials, the practice of the Charpy impact test remains. It always gives 
a simple and inexpensive method to classify materials by their resistance to brittle fracture. 
The current trend is also to use these tests to measure fracture toughness and ductile tearing 
strength. The comparison of the two methods requires taking into account two major 
differences:  

• Charpy test uses a notched sample, and fracture mechanics tests use a pre-cracked 
specimen (but a pre-cracked Charpy specimens may also be used). 

• Charpy tests are dynamic tests, although the conventional fracture mechanics tests are 
static ones.  
 

Charpy energy versus temperature curve is fitted with the following relationship: 

( )
⎥
⎦

⎤
⎢
⎣

⎡ −
+=

CV

CV
CVCVCV C

DTBAK tanh  (6) 

 

where ACV, BCV, CCV, and DCV are constants. ACV represents Charpy energy at transition 
temperature Dcv, BCV is the energy jump between brittle and ductile plateaus and 2CCV is the 
temperature range of the Charpy energy transition. Transition temperature has been 
determined at conventional level of 27 joules and called TK27 and also at half the jump 
between brittle and ductile plateau (TK50 = DCV). Charpy impact tests have been performed on 
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LowerShelfACV‐ BCV 

API 5L X65 pipe steel with standard Charpy specimens at temperature range [-196°C up to  
20 °C]. 
Experimental data are reported on Figure 2. Charpy energy and fracture aspects reveal the two 
failure modes below and above the transition temperature. Data are fitted according to 
Equation (6). Values of the four constants ACV, BCV, CCV and DCV are reported in Table 5 as 
well as the transition temperatures TK27 and TK50. 

 
 

 

Figure 2. Charpy energy versus temperature curve for API 5L X65 pipe steel and values of 
parameters of Equation (6). 

 
Table 5. Values of constants of Equation (6) for API 5L X65 pipeline steel 

 
ACV (J) BCV (J) CCV (K) DCV (K) TK 27(K) TK 50 (K) 
141.35 135.65 4.33 179.22 174 179 

 
2.3. Fracture toughness transition temperature T0 
 
Fracture toughness KIC evolution versus temperature for brittle and quasi-brittle fracture can 
be modelled through plasticity-temperature relationship since the fracture process needs a 
preliminary yielding. Plasticity is a thermally activated phenomenon which follows Arrhenius 
law. Fracture toughness versus temperature from brittle plateau to transition foot is given by 
the following Equation 7:  
 

)exp(min FTEKK IC +=  (7) 
 
Kmin is the fracture toughness threshold, E and F are constants and T is the temperature in 
Kelvin. Transition temperature called T0 is defined conventionally for a fracture toughness of 
100 MPa√m. 

Lower shelf 

Upper shelf 



 

Statistical methods are used to predict the transition toughness curve and specified tolerance 
limits for 1T specimens of the tested material. The standard deviation of the data distribution 
is a function of Weibull slope and median KJc [9]: 
 
             ( ) [ ])(019.0exp7030 0TTK medianJc −+=      (8) 
 
in which T0 is the temperature associated with the fracture toughness value of 100 MPa√m. T0 
is a characteristic parameter of the material which depends on loading rate. If fracture 
toughness is plotted versus the reduced temperature (T-T0), the material curve is then 
independent of the loading rate. 
Fracture toughness tests have been performed according to standard with CT specimens in the 
temperature range [128 – 293 K]. Fracture toughness data are plotted versus temperature in K 
and fitted according to Equation 7 from the brittle plateau to transition regime in Figure 3.  
 

 
 

Figure 3. Evolution of fracture toughness versus temperature for API 5L X65 pipeline 
steel. 

 
Transition temperature T0 is obtained according to two methods, which are reported in Table 
6: 

• T0.1 after fitting experimental data and determining the corresponding temperature to 
KJc = 100 MPa√m, 

• T0.2 using the following empirical relationship in Equation 9 between transition 
temperatures TK27 and T0 
 

CTT K °−= 18272,0                                                                                            (9) 
 

Table 6. Different values of transition temperature T0. 
 

T0.1(°C) T0.2(°C)
-128 -117 



 

3. DISCUSSION 
A pragmatic, engineering approach to assess the fracture integrity of cracked or notched 
structures requires that constraints in the test specimen approximate that of the structure to 
provide an “effective” toughness for use in a structural integrity assessment. Constraint effect 
can be represented by stress triaxiality, Q parameter [10, 11] or T-stress [12]. Here constraint 
is measured by T-stress which is defined by: 

( )
0,0 ==

−=
θ

σσ
yyyxxT         (10) 

Term T represents a tension (or compression) stress. Positive T-stress strengthens the level of 
crack tip stress triaxiality and leads to high crack tip constraint while negative T-stress leads 
to a loss of constraint.  
The volumetric method [2] is employed to calculate the notch fracture toughness and to 
estimate the effective T-stress ahead of the notch tip. It is assumed, according to the meso-
fracture principle, that the fracture process requires a physical volume. This assumption is 
supported by the fact that fracture resistance is affected by the loading mode, specimen 
geometry and scale effect. To explain these effects, it is necessary to take into account the 
stress value and the stress gradient in all neighbouring points within the fracture process 
volume. This volume is assumed to be quasi-cylindrical with a fracture process zone of 
similar shape. The diameter of this cylinder is called the “effective distance“. This procedure 
leads to a local fracture criterion based on two parameters, namely, the effective distance Xef 
and the effective stress σef.    
Due to the fact that T-stress in the fracture process zone is not constant, it is also assumed to 
be determined by averaging the T-stress distribution over the effective distance according to a 
line method (Eq. 11): 
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Figure 4.  Τxx and Tzz distributions ahead  crack tip ; CT specimen. 

Stress distribution ahead of crack tip has been computed for CT specimens by finite element 
method using ABAQUS code. In addition, T-stress is determined by the stress difference 



 

method i.e. the difference between the opening stress and the stress acting parallel to the crack 
plane. xxσ was calculated in the direction θ = 180 ° (i.e., in the crack rear back direction), and 
the T-stress was defined as the value of xxσ in region where this value is constant see fig 4. 
Stress distribution is computed with stress strain behaviour at transition temperature where 
material is quasi elastic. Therefore T stress is not sensitive to temperature. 
For each test, critical load has been chosen at transition temperature at which brittle fracture is 
assumed under linear elastic behaviour. The considered T-stress value is the effective value 
given by Equation (11) for CT and Charpy specimens. For tensile specimen, T-stress is 
simply the stress difference (σxx- σyy) using a Poisson ratio equal to ν = 0.3. Table 7 
summarizes values of T-stress and associated transition temperature. 
Transition temperatures obtained with the 3 different specimens are plotted against 
temperature and reported in Figure 5. One notes a linear increase of transition temperature 
with T-stress according to the following relationship: 
 
 1820607.0 += eft TT  (12) 

where Tt is the transition temperature in Kelvin and Tef the effective T-stress in MPa. 
Transition temperature is not intrinsic to material. It decreases with loss of constraint and one 
notes that the choice of TK27 as reference temperature in Equation (2) is the most conservative. 

  

Table 7. Specimen geometry T-stress and associated transition temperature. 

Specimen Charpy CT  Tensile  

Tef (MPa) -220 -330 -998 

Transition Temperature (K) 174 156 123 

 

Figure 5. Evolution of transition temperature with effective T-stress (Tef). 



 

Figure 8 allowed to determine a transition temperature relative to the investigated component, 
i.e., a transition temperature corresponding to the same constraint as the component at failure. 
For that purpose, it is necessary to obtain the “material master curve” which is the relationship 
between fracture toughness and constraint and effective T-stress (Tef) at critical pressure for a 
test according to the procedure described in [13].  
Unfortunately, these data are not yet available for X 65 and an estimation has been evaluated 
on the basis of the API 5L X52 pipe steel and a pipe diameter of 610 mm and thickness equal 
to 5.8 mm. The pipe exhibits a surface notch with a notch angle ϕ = 0, a notch radius ρ = 0.25 
mm and a notch depth (a) to thickness (t) ratio equal to a/t = 0.5. From that, the constraint 
range is estimated between -450 MPa and -550 MPa.  
The average component transition temperature Tcomp is deduced from the master curve and 
evaluated to 150 K (see Figure 6). This temperature is lower than TK27 transition temperature 
of 24 K; this value represents the degree of conservatism of using transition temperature 
deduced from Charpy specimens. The safety temperature range between the depressurisation 
temperature plus a temperature allowance and the component temperature is 35 K, which is 
enough, allowing to consider that API 5L X65 could be used for dense CO2 transportation. 
 
 

 
Figure 6. Estimation of component transition temperature from the master curve 

(Tt = f (constraint)). 
 

4. CONCLUSION 
In order to select a steel for transportation of dense CO2, transition temperatures Tt (from 
tensile test), TK27 and TK50 (from Charpy test)and TK100 (from fracture mechanics test) have 
been determined on an API 5L X65 steel. These transition temperatures have been reported 
versus a constraint parameter, e.g. T-stress, in a master curve. Differences between different 
brittle-ductile transition temperatures and temperature corresponding to T-stress acting in a 
pipe submitted to internal pressure on the master curve, give an estimation of the 
conservatism of the chosen transition temperature. 
Based on this methodology the selected API 5L X65 pipeline steel could be used for dense 
CO2 transportation since the experimental and calculated transition temperatures are lower 
than the expected -80 °C following a rapid decompression of dense CO2 pipeline rupture. The 
most conservative transition temperature was obtained by Charpy impact test TK27, which is 
lower than depressurisation temperature plus a temperature allowance. 
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Abstract  A new method for determining crack toughness of materials is described based on test data of 
small-size chevron-notched specimens in terms of commercial titanium VT1-0 and titanium alloy VT6 with 
ultrafine-grained (UFG) structure, obtained by methods of severe plastic deformation (SPD). A problem of 
separating a part, connected with variations in specimen ductility under crack propagation, of the total 
displacement of load application point, is solved. Equations to calculate specific fracture energy are obtained. 
The calculated values of stress intensity factor KIc are in good agreement with known test data of standard 
specimens. 
 
 
Keywords  ultrafine-grained (UFG) structure, strain localization, fracture, specific fracture energy 
 
1. Introduction 
 
Standard crack toughness tests of materials are generally conducted using the bulk specimens not less 
than 10 mm in thickness. Although in many cases it is more convenient to use specimens of 
essentially smaller thickness for this purpose. These specimens do not require a large amount of 
material and high-power testing machines. Due to this, there is an issue in assessing crack toughness 
of ultrafine-grained (UFG) and nanostructured materials. The production of these materials in bulk 
specimens is connected with a series of technical problems. When testing the fracture toughness 
(crack toughness) of small-size specimens, the chevron-notched specimens are generally used [1-5]. 
Moreover, specimens with configuration of this type are not required to be fatigue pre-cracked.  
In the given paper, a new method for determining crack toughness of materials is described based 
on test data of small-size chevron-notched specimens in terms of commercial titanium VT1-0 and 
titanium alloy VT6 with ultrafine-grained (UFG) structure, obtained by methods of severe plastic 
deformation (SPD). 
In course of this study, important computational works, connected with using of chevron-notched 
specimens, were performed: 
• Calculation of the Young 's modulus of the material Е; 
• Definition of specific fracture energy (crack-driving force [6]) under crack propagation Gs. 
 
2. Determination of Young’s modulus when testing chevron-notched specimens 
The data on Young’s modulus value for the materials with UFG structure is limited. It is known that 
SPD strongly affects the Е value [7, 8]. A method of Young’s modulus determination by test data of 
the chevron-notched specimens is described below. 
A scheme of the chevron-notched specimen is presented in Fig. 1. This configuration of the specimen 
can be considered as a double-cantilever design. 
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A single cantilever was presented as a beam of elementary cantilevers (mini-cantilevers) of 
infinitesimal thickness dx. As seen from Fig. 1, length of the elementary cantilever at a distance of х 
from the specimen axis is equal to l(x) = l0 + x⋅ctg(α/2), where l0 is the minimum distance from the 
load application point to the chevron notch boundary, α is the angle at the end of the chevron notch 
(Fig. 1). The known formula from the elasticity theory is valid for each cantilever in the beam 
[9-11]: 

34 ( ) ( ) ,
λ
dP x l xE

dx b
⎛ ⎞= ⎜ ⎟′ ⎝ ⎠

                                (1) 

 

Fig. 1. Scheme of the chevron-notched specimen. 

 
where b is the cantilever thickness,  dP is the load that provides cantilever deflection in width of dx 
by the value of λ’. Displacement of load application points λ for a double-cantilever design exceeds λ’ 
twice, i.е. λ = 2λ’. Accordingly, from the equation (1) we derive the dependence of elementary load 
dP, applied to the mini-cantilever’s end on the variable x:  

3
λ( ) .

8 ( )
E bdP x dx

l x
⎛ ⎞

= ⎜ ⎟
⎝ ⎠

                         (2) 

Integration of elementary forces (2) affecting each mini-cantilever along the full width of the 
specimen а, determines the actual load Р, to which the displacement of load application points by 
the value of λ corresponds: 

3 233
2

0
0 0 02

λ λctg 4 ctg 2 ctg ,
8 2 4 2 2

a

a
E b E a b a aP l x dx

l l l
α α α

−−

−

⎛ ⎞ ⎡ ⎤ ⎡ ⎤⎛ ⎞⎛ ⎞ ⎛ ⎞ ⎛ ⎞= + ⋅ = + +⎜ ⎟ ⎢ ⎥ ⎢ ⎥⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎜ ⎟⎝ ⎠ ⎝ ⎠ ⎝ ⎠⎝ ⎠ ⎝ ⎠ ⎣ ⎦ ⎣ ⎦
∫  

where а is the specimen width (Fig. 1). 
Hence we derive the working formula to determine the Young’s modulus: 

2 13
0

0 0
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2 2

lM a aE
a b l l

α α
−

⎡ ⎤ ⎡ ⎤⎛ ⎞ ⎛ ⎞ ⎛ ⎞= + +⎢ ⎥ ⎢ ⎥⎜ ⎟ ⎜ ⎟⎜ ⎟
⎝ ⎠ ⎝ ⎠⎝ ⎠ ⎣ ⎦ ⎣ ⎦

                      (3) 

The value of М = P/λ characterizes the specimen rigidity at the initial stage of elastic loading. 
According to the formula (3), the Young’s modulus calculations for commercial titanium VТ1-0 and 
titanium alloy VТ6 were conducted. For the VТ6-alloy with coarse-grained (CG) structure (grain size 
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d ranges from 7 to 10 µm), the value of Е equal to 110±8 GPa was obtained. For the same material 
with UFG structure, the value of Е is equal to 114±8 GPa. These values agree with reference data [7]. 
The Young’s moduli of commercial titanium VТ1-0 in CG and UFG states appeared equal to 111±8 
GPa and 113±8 GPa, respectively, that slightly differs from the value of Е equal to 110 GPa for 
commercial titanium by reference data [12, 13]. Thus, the conducted calculations with use of 
experimental data have shown the following: 
- equation (3) can be used for approximate Young’s modulus calculation for materials by test data of 
the chevron-notched specimens; 
- grain structure refinement by SPD methods does not lead to essential change in elastic behavior of 
the studied specimens. 
 
3. Definition of specific fracture energy under crack propagation Gs 
Energy approach is reasonable when determining condition of unstable crack propagation. The gist 
of energy fracture criterion can be defined as follows: crack growth takes place if system can 
release energy to start crack propagation at elementary distance dl. Energy necessary for crack 
growth appears entirely due to elastic strain energy occurring in bulk of the material under the 
action of external applied force. 
Let us consider a double-cantilever beam specimen with a narrow straight-through notch (Fig. 2) to 
begin with. Distance from load application points to the notch boundary is a crack in length of l0. It 
was shown in the papers [6, 14] for this case that a necessary condition for crack propagation obeys 
the equation  

2 η ,P dG
dS

=                                     (4) 

where Р is the load applied to the specimen, dS = 2a⋅dl is the doubled area swept by the crack when 
propagating to the short distance dl (Fig. 2), η = λе/P is the specimen ductility (value reverse to 
rigidity М = λе/P). The value of G determines elastic energy release rate under crack propagation. 
Further we shall call the characteristics of G a specific fracture energy. 
 

 
Fig. 2. Straight-through notched specimen. 

 
According to [6], displacement of load application points λе for the specimen in width of a with crack 
length l is provided by load: 

3
eλ .

8
E a bP

l
⎛ ⎞= ⎜ ⎟
⎝ ⎠

                                      (5) 
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Ductility of such specimen is equal to: 

 
3

eλ 8η = .l
P Ea b

⎛ ⎞= ⎜ ⎟
⎝ ⎠

 

Considering that dS is equal to 2a⋅dl, we shall find the derivative dη/dS in the equation (4): 

2

2 3

η η 12= .
2

d d l
dS adl Ea b

=  

Substituting the given expression into (4), we shall obtain: 

2 2
2

2 3

η 12 .d P lG P
dS Ea b

= =                                     (6) 

Equation (6) determines specific fracture energy along the crack length l and external load value Р, 
wherein the crack starts to propagate.  
Substituting expression (5) into this equation, we shall derive an equation for Gs, which allow us to 
calculate specific fracture energy based on crack length l and the value of λе: 

2 3
e

4

λ3 .
16

bEG
l

=                                  (7) 

It is seen that in the given presentation the value of G does not depend on the specimen width а. 
Let us apply these considerations to the chevron-notched specimen. Assume that in the process of 
loading of the given specimen, the material lost discontinuity in segment of Δl (Fig. 3). Crack front is 
presented as a straight line. It is easy to find from geometrical constructions that length of this line is 
equal to х = 2Δl⋅tg(α/2). An equation (7) can be applied to the middle part of the specimen in width of 
х , wherein crack length l makes l0 + Δl. Using the equation (7), a specific fracture energy G can be 
found, if increment Δl is known. Moreover, it is necessary to know displacement of force application 
point λе, caused by enhancement in specimen ductility when increasing the crack length by Δl. 

 
Fig. 3. Determination of the specific fracture energy Gs. 

It should be noted that the experimentally measured value of λ (Fig. 3), in addition λе, includes the 
contribution due to plastic deformation of the material at the mouth of the crack, and in the volume of 
sample as a whole. 
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The value of λе can be determined if its dependence from the external force Р is found. To determine 
Р, let us present a specimen with a crack as a set of double-cantilever beams: with straight-through 
notch in width of х and with chevron notch in width of а - х (Fig. 4). We shall find forces Р1 and Р2 for 
each part, determining equal displacement λе of these force application points. Using equation (5), it 
is easy to derive expression for the force Р1 affecting the specimen in width of х = 2Δl⋅tg(α/2), which 
provides displacement of load application points Р1 to the specified value of λе: 

3
e

1
λ tg .
4 2

E l bP
l

αΔ ⎛ ⎞⎛ ⎞= ⎜ ⎟⎜ ⎟
⎝ ⎠⎝ ⎠

                            (8) 

 
Fig. 4. Presentation of the double-cantilever beam specimen. 

When applying equation (3), with regard for the width of the chevron-notched specimen equal to 
а-х, we shall derive an expression for the force Р2, which provides displacement of load application 
points to the same value of λе: 

23
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λ 2 21 tg 4 ctg 2 ctg ,
8 2 2 2
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−
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        (9) 

where l = l0 + Δl. 

From equations (8) and (9), an expression for λе is determined: 
123
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    (10) 

where Р = Р1+Р2.  
Equations (7) and (10) were used to calculate fracture energy determining the necessary condition for 
spontaneous crack propagation in studied materials. 
Figure 5 presents typical loading diagrams for titanium alloy VТ6 and commercial titanium VТ1-0 
with UFG structure obtained under testing of small-size chevron-notched specimens. Both diagrams 
correspond to loading rate v = 2,0 µm/s. Specimens in length of 18 mm were made of bars in section 
of 6х6 mm2. 
Calculations have shown that the value of Gs is maximal at the peak of loading and therefore, can 
serve as a crack resistance criterion of studied materials at specified geometrical parameters and 
loading conditions of the specimen. 
Stress intensity factor is generally used as a crack resistance criterion in engineering fracture 
mechanics for a cleavage crack: 
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wherе Gs is the threshold fracture energy. Formula (11) allows determining the value of К1с by 
means of critical specific fracture energy Gs.  

 

    
Fig. 5. Loading diagrams of the VТ6-alloy (а) and commercial titanium VТ1-0 (b) with UFG structure. 

 
Values of crack resistance characteristics for the studied materials are presented in Tab. 1. It is 

seen that specific fracture energies of the VТ6-alloy in CG and UFG states differ significantly. 
Dimension of the Gs characteristics is energy per unit area. However, this value is not a surface 

energy of the material. The last one is several orders of magnitude smaller than fracture energy Gs. 
Thus, surface energy of titanium is equal to 1.7 J/m2 [12], at the same time, energy fracture value of 
commercial titanium, according to our calculations, is Gs = 27.82 kJ/m2. Agreement in values of Gs 
and surface energy will be observed only in case of totally brittle fracture. A colossal difference is 
caused by plastic strain processes intensively developing in metals and alloys that lead to essential 
change in shape and strain-stress state locally at the crack tip. 

Table 1. Mechanical characteristics of commercial titanium VТ1-0 and VТ6 

Material λр/λе Gs, kJ/m2 КIс, MPa/m1/2 Е, GPa 
VТ1-0 UFG 0.11 27.82 56.37 113 
VТ1-0  CG    111 
VТ6  UFG 0.11 31.48 63.2  114 
VТ6   CG 0.37 53.00 90.8 110 

According to equation (10), the values of λе are equal to 1.07 and 1.914 mm for VТ6 and VТ1-0, 
respectively. These values appeared smaller than experimentally measured displacement values of 
load application points λ, i.e. λ is equal to 1.21 mm for VТ6 and λ makes 2.12 mm for VТ1-0. 
Difference between measured and calculated values is caused by additional contribution of λр plastic 
strain into displacement of load application points, i.e. λр is equal to 0.14 mm for VТ6 and λр is equal 
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to 0.28 mm for VТ1-0. The relation λр/λе, apparently, can serve as mechanical characteristics 
determining a relative contribution of the specimen plastic distortion into displacement caused by 
change in specimen ductility. 

 
4. Conclusion 
A new method for determining crack toughness of materials is described based on test data of 
small-size chevron-notched specimens in terms of commercial titanium VT1-0 and titanium alloy 
VT6 with ultrafine-grained (UFG) structure, obtained by methods of severe plastic deformation 
(SPD). A problem of separating a part, connected with variations in specimen ductility under crack 
propagation, of the total displacement of load application point, is solved. A series of important 
computational problems connected with testing of chevron-notched specimens is solved in the study. 
Analytical expressions are obtained to calculate the Young’s modulus of the material and to 
determine specific fracture energy. 
The calculated values of the Young’s modulus Е and stress intensity factor KIc agree with known 
test data of standard specimens made of commercial titanium VТ1-0 and titanium alloy VТ6.  

The work was supported by Russian Foundation for Basic Research. Project № 08-10-01182-а. 
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Abstract  This work is concerned with the analysis of failure of adhesive joints. Typically adhesive joints 
fail due to cracking of the adhesive with cracks originating from the reentrant corner of the adherend and the 
adhesive. A failure model based on a coupled stress and energy criterion settled in the framework of Finite 
Fracture Mechanics (FFM) is proposed in this work. The main idea of coupled criteria in FFM is that cracks 
of finite size are predicted when a stress criterion is fulfilled on all points of the considered crack and 
simultaneously an energy criterion is fulfilled. 
A failure model for adhesively bonded single lap joints is worked out that makes use of an extended weak 
interface model. Its closed-form analytical nature allows for an efficient formulation of the non-linear failure 
criterion. The effects of the involved geometric parameters are examined in detail. A comparison of the 
failure load predictions to experimental results is given and shows a good agreement. It is shown that the 
effect of the adhesive layer thickness is incorporated correctly. The failure model and its implications on the 
understanding of failure of adhesive joints are discussed in detail. 
 
Keywords  Brittle fracture, Finite Fracture Mechanics, adhesive joints  
 
1. Introduction 
 
Adhesive joints can be an interesting alternative joining method. They have several distinctive 
advantages over other joining techniques as e.g. welding or bolting. Adhesive bonding allows for 
large surface joining of thin-walled structures that can have dissimilar materials. The resulting joint 
has a smooth surface and a sealing function is given. But uncertain failure load predictions and 
lacking knowledge of failure mechanisms still hinder the widespread use of adhesive joints. To 
make use of their advantageous features a better understanding of this joining method must be 
achieved. In the last decades many researchers have worked on an improved understanding of 
adhesive joints. An overview on the performed research can be found in the comprehensive 
textbooks of this field, e.g. [1,5].  
Failure models for adhesive joints mainly make use of three different approaches, namely strength 
of materials, fracture mechanics and damage mechanics. Most of the works given in literature focus 
on strength of material approaches as it has the longest history and it is well known. Unfortunately 
these approaches lack in the correct description of some important features. Various effects of the 
involved geometric parameters of a simple joint configuration cannot be fully described by these 
approaches. A typical outcome is for example that the strength of the adhesive seems to depend on 
certain geometric parameters. No solid physical explanation can be given for such a relation. The 
aim of the present work is to present a new failure model for adhesive joints that correctly describes 
the effect of the geometrical parameters and makes accurate predictions for the failure load. 
 
2. Theoretical background 
 
2.1. Coupled stress and energy criterion 
 
In this work a coupled stress and energy criterion [11] is used to predict crack initiation. The 
criterion requires two basic material parameters: the strength of the material and the fracture 
toughness. The criterion is settled in the framework of Finite Fracture Mechanics (FFM) [9] that  
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Figure 2. The considered single lap joint configuration 
 
2.2. Linear elasticity solution for the single lap joint 
 
To obtain an efficient failure model a closed-form solution of the mechanical behavior of the single 
lap joint has been chosen in this work. Since the pioneering works by Volkersen [17] and the work 
by Goland and Reissner [8] many linear-elasticity solutions for the single lap joint have been 
developed and proposed in literature. Previous works by the authors [18,19] have shown that the 
simplified models by Volkersen and Goland-Reissner can be used to study the failure behavior of 
single lap joints but not all effects are covered to the full extent. In this work an extended weak 
interface model is used to model the adhesive joint, the model proposed by Ojalvo and Eidinoff [14]. 
The distinctive feature of this model is an extended consideration of the adhesive layer thickness 
effect and a linear distribution of the shear stresses in the adhesive layer.  
Let us consider a single lap joint under axial loading F as shown in Fig. 2.. The height of the 
adherends shall be h , the thickness of the adhesive layer t  and the length of the overlap shall be L . 
The width of the joint is denoted as b . Young's modulus of the adherend ist denoted as xE  and 
Young's modulus of the adhesive as aE . The respective Poisson's ratios are denoted as   and a . 
The shear modulus of the adhesive layer is denoted by aG .The axial coordinate x  runs from the 
middle of the adhesive layer. Due to the large deformations of the adherends due to bending a 
non-linear dependence of the bending moment at the end of the overlap to the axial force F is 
used: 

 ( )
2

h tM k F F
   (4) 

with ( )k F  being the non-linear moment factor. In literature many approaches can be found for 
defining this moment factor. In this work the moment factor given by Tsai and Morton [16] is used: 
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The peel stress in the midplane (index 0) of the adhesive layer is obtained as follows [14]:  
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The constants 1A  and 2A  have to be obtained from the following boundary conditions. 
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The shear stress in the adhesive layer can be given as 
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As typical for weak interface models, it is assumed that crack advancement corresponds to a 
shortening of the overlap length. For the case of cracks emerging from one reentrant corner of the 
adherends and the adhesive layer the following relationship of the differential energy release rate to 
the peak stresses at the end of the overlap can be derived from the energy stored in the adhesive 
layer at the end of the overlap: 
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As outlined previously the incremental energy release rate is to be obtained from the differential 
energy release rate by integration. Of course, it must be considered that the peak stresses change 
when the overlap length decreases with higher crack lengths.  

  0
0

1 ( a da
a

L L
a

        (14) 

This integral cannot be solved in closed-form analytical manner but must be solved with a 
numerical integration scheme. 
 
3. The optimization problem 
 
As discussed previously it is necessary to solve the optimization problem (3) posed by the coupled 
stress and energy criterion (1) to identify the failure load of the joint. For the stress function f  the 
maximum principal stress criterion is used in this work. In the case of the presently used simplified 
model of the single lap joint it reads: 

  
2

20 0( ) ( / 2
2 2ij cf z t   

 
      

 
  (15) 

As the incremental energy release rate has to be obtained by numerical integration and the stresses 
exhibit a non-linear dependence on the acting forces the coupled criterion cannot be solved 
analytically. The more general approach of solving the optimization problem with the two variables  
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a) b) 
  

c) 
 

Figure 4. Effect of the geometrical parameters on the failure load of the joint 
 
 =0.3 and a =0.4. The strength and the fracture toughness are: 45MPa, .45N/mmc c   . 
In Fig. 4a the effect of the overlap length L  on the failure load is shown. It can be seen, that the 
failure load increases with higher overlap lengths. As it is well known from experiments a less 
pronounced increase of the failure load is observed for larger overlap lengths. The basic mechanism 
is the increased bondline area with more equally distributed stresses. But as the peak stresses at the 
end of the overlap do not become arbitrarily smaller with larger overlap lengths, the increase is less 
pronounced for higher overlap lengths. The effect of the adherend height on the failure load is 
shown in Fig. 4b. An increase of the failure loads is observed with higher adherend heights as it is 
for larger overlap lengths. The basic mechanism behind this effect is the improved bending stiffness 
of the adherends. As the bending stiffness increases the peel stresses are distributed more equally. 
Fig. 4c shows the dependence of the failure load on the adhesive layer thickness. A decrease of the 
bearable loads is predicted for thicker adhesive layers. This is in very good accordance with 
knowledge on adhesive joints obtained from practice and experimental results. But it is likewise 
contrary to failure load predictions from failure models that base on strength of material approaches 
[6]. The key point is the consideration of energetic criteria. The adhesive layer stores, due its 
relatively low stiffness, the main part of the elastic strain energy. Hence, it gives the largest 
contribution to the energy release rate. If now the adhesive layer is increased, the incremental 
energy release rate increases as well. In this model both criteria, the stress criterion and the energy 
criterion must be fulfilled simultaneously and hence an increased energy release rate leads to 
reduced failure loads. This work shows that it is possible to explain the effect of adhesive layer 
thickness on the failure load by means of a simple linear elastic analysis by consideration of the 
energy release. 
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Table 1. Material properties of the adhesives 

 
aE   [MPa]  a   [‐] c   [MPa]     [N/mm]  Ref. 

AV138/HV998  4890 0.35 39.5 0.38 [2] 

Hysol EA 9321  3870 0.36 46.0 0.45 [7] 

Redux 326  4440 0.35 50.9 (0.3) [6] 

 
4.2. Comparison to experimental results 
Several experimental studies have been selected for comparison to the failure load predictions. The 
experimental studies where chosen such that only well documented and repeated studies are used. 
Only adhesives with substantially brittle behavior were used for the comparison.  
The effect of the adhesive layer thickness was studied experimentally by Castagnetti et al. [3] for 
steel adherends with two different adhesives. The results of the sufficiently brittle adhesive Hysol 
EA 9514 are used for comparison. In the work by da Silva et al. from 2004 [4] the effect of the 
overlap length on the failure load of the steel joints with a bismaleimide adhesive Redux 326 was 
studied.  In the study by da Silva et al. from 2006 [7] three different adhesives were tested with 
steel adherends. From these adhesives two adhesives, AV138 and Hysol EA 9321, were sufficiently 
brittle. The material data that were used are summarized in Table 1. The strength and the fracture 
toughness are not identified by means of the used experimental results. Material parameters from 
standard tests that are given in literature [2,6,7] are used. No specific value for the fracture 
toughness could be found in literature for the bismaleimide adhesive Redux 326. It is assumed that 
the fracture toughness attains values around 0.3 N/mm.  
The comparisons of the present failure model to the experimental results are shown in Fig. 5a-5c. 
Obviously, the failure load predictions agree well with the experimental results. Especially when the 
scattering of the experimental results is considered it becomes clear that the failure load prediction 
by the present model is of good quality. Another important feature is that the effects of the 
geometrical parameters are covered correctly by the present model. Especially the adhesive layer 
thickness effect has been subject to many studies that try to explain the effect on the failure load. If 
only stress criteria are used it appears that the strength of the adhesive reduces if thinner bondlines 
are considered. No physically sound explanation can be given for such a change of the adhesive 
strength. The present model can correctly predict the effect of the adhesive layer thickness by an 
additional energetic condition that must be satisfied simultaneously. 
 
5. Summary 
 
A new failure model for adhesive joints has been given. It bases on a coupled stress and energy 
criterion in the framework of FFM. A closed-form analytical model for the mechanical behavior of a 
single lap joint is used to set up the failure model. The failure model requires two basic failure 
parameters, the strength and the fracture toughness of the adhesive. A study of the effect of the 
geometrical parameters on the failure load on adhesive joints is shown and discussed. The predicted 
effects are in good accordance to general knowledge on adhesive joints. Furthermore a comparison 
to experimental results is shown. In general it shows a good accordance of the prediction and the 
experimental results. All trends are covered very well. Only failure parameters as given in published 
results from standard tests are used in the comparison and no fitting of the input parameters needs to 
be performed. A remarkable outcome is the fact that the effect of the adhesive layer thickness is 
covered correctly. 
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a) b) 

c) 
Figure 5. Comparison to experimental results 
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Abstract  To estimate fracture toughness of irradiated material in nuclear engineering, the testing 
specimens with half thickness of a standard compact tension specimen are used to get the J resistance curve 
of materials according to Standard Test Method for Measured of Fracture Toughness (ASTM E1820). The 
normalization method recommended by ASTM E1820 is not directly applied in obtaining the fracture 
toughness of metallic materials because it does not provide the plastic factor of Front Face Compact Tension 
specimen with 12.5mm thickness and 25mm width (1/2 FFCT specimen). Based on the energy of J integral 
and the detailed finite element analysis, the plastic factor of a 1/2 FFCT specimen is presented. With the 
plastic factor of 1/2 FFCT, the J resistance curve of a 1/2 FFCT specimen and its fracture toughness can be 
obtained by Using the normalization method. 
Keywords  Front face compact tension, Load line compact tension, Plastic factor, Finite element,  
normalization method 
 
1. Introduction 
 
Structural materials, A508-Ⅲ steel which long-term service in the radiation environment , must 
have material damage and material aging in nuclear engineering. Long-term, department of design 
and operations has focused on the nuclear reactor material damage by surveillance and prevention. 
The problem that measuring the fracture behavior of irradiated material A508-Ⅲ steel is need to be 
solved as quickly as possible. The fracture behaviors of material include the fracture toughness and 
crack growth rate of material and so on. Based on single specimen method, the 1/2FFCT specimen 
is selected to estimate the fracture toughness. Because the test material is irradiated, all operations 
are completed by the mechanical arm. The unload compliance method require the high of neutral 
and test accuracy, so applying of unload compliance is restricted in fracture mechanics automatic 
test technology. The unload compliance method does not good coordinate with the mechanics arm. 
It is recommended that the normalization data reduction technology be used to in ASTM E1820-11 
to determine J resistance curve and reduced test costs as well. The normalization data reduction 
technology involves the plastic factor of test bending specimen, so the plastic factor of 1/2FFCT 
specimen is quickly studied. 
There are two ways to obtain the plastic factor which are SLF (Slip Line Field) theory [1-4] and 
FEA (Finite Element Analysis) [5-10]. The SLF theory assume that material behavior is perfectly 
elastic-plastic. It establishes the contact the plastic factor with the limit load. The FEA studies the 
plastic factor which considering the different stain hardening, so the FEA can more accurate 
analysis the plastic factor. Based on the J integral energy theory [11] and the detailed finite element, 
the plastic factor of compact tension specimen is researched.  
 
2. Plastic Factor 
 
2.1. Plastic Factor of Load Line Compact Tension Specimen 
 
Rice [11] proposed the parameter J-integral for nonlinear elastic material as a measure of crack-tip 
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singularity intensity of HRR field [12-13]. Begley and Landes [14-15] first recognized that the J 
integral and its critical value can be evaluated experimentally from the interpretation of J as the 
energy release rate. A method for estimating the J from a single load-displacement record was 
proposed first by Rice et al. [16]. For a bending specimen with different sized cracks, Sumpter and 
Tuner [17] proposed a general expression of J integral. A total Δ  can be separated into an elastic 

component elΔ  and a plastic component plΔ , so the J integral would be expressed as 

el plJ J J= +                                   (1) 

where elJ  is the elastic component of J integral, plJ  is the plastic component of J integral. The 

elastic component of J can be directly calculated from the stress intensity factor K, as used in 
ASTM E1820-11 for a plane strain crack 

( )2 21
el

K
J

E
ν−

=                                 (2) 

in which E is the Young’s modulus and ν is the Poisson ratio. The plastic component of J is 
determined as 

0 0

1 1

    

P pl
pl pl

pl

PJ dP d
B a B a

A
Bb

η

Δ

Δ Δ

∂Δ ∂
= = − Δ

∂ ∂

=

∫ ∫
                       (3) 

where P is the total generalized load or force of the component, B is the thickness, b is the 

remaining ligament, a is the crack size, plΔ  is a plastic component of load-point or load line 

displacement, ηΔ  is the plastic factor of load line compact tension specimen, plAΔ  is the plastic 

component of area under the measured P −Δ  curve. 
All expressions introduced above are valid only for stationary cracks. For a growing crack, the J 
integral should consider the crack growth correction. J integral is independent of the loading path, 
so J value is a function of two independent variables: Δ  and a according the deformation theory. 

From Eq 3, Ernst et al. [18] derived the complete differential of plJ  as 

pl pl pl
PdJ d J da

Bb b
η γΔ Δ= Δ −                                (4) 

In which γ Δ  is the geometry factor of load line compact tension specimen. The γ Δ as follows 

'

1 b
W

ηγ η
η
Δ

Δ Δ
Δ

= − −                                   (5) 

Where the prime denotes the partial differential with respect to a/W, i.e. ( )' / /a Wη ηΔ Δ= ∂ ∂ . 
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Integrating Eq 4, one has 

00

pl a

pl pl pla

PJ d J da
Bb b
η γΔ

Δ Δ= Δ −∫ ∫                          (6) 

In which a0 is the initial crack size. 

Figure 1 illustrates a typical plP −Δ  curve for a growing crack. This figure includes the 

deformation paths for an original crack length a0 and also for two arbitrarily fixed crack lengths ai 

and ai+1. Since the plJ  in Eq 6 is valid for any loading path leading to the current values of ai and 

i
plΔ , its value at point A(or B) can be determined by following path OA (or OB) for the fixed crack 

length ai to the corresponding i
plΔ  (or 1i

pl
+Δ ) in the actual P −Δ  curve. Because da=0 on this 

loading path, from Eq 6, one has 

0

i
pl

i
A
pl pl

i

J Pd
Bb
η Δ
Δ= Δ∫                               (7) 

and  

1,
pl

i
B A i i
pl pl

i

J J A
Bb
η +Δ

Δ= +                              (8) 

where 1,
pl

i iA +
Δ  represents the area under the plP −Δ  curve between i

plΔ  and 1i
pl
+Δ  with an error of 

the area of triangle ABCΔ . Integration of Eq 6 along BC obtains an approximate result 

( )11
i

C B
pl pl i i

i

J J a a
b
γ Δ

+

⎛ ⎞
= − −⎜ ⎟
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                         (9) 

From Eqs 7 to 9, one obtains 

( )

( 1)
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( ) 11

pl i

i i
i i

pl i pl i i
i i

J

J A a a
Bb b
η γ

+

+Δ Δ
Δ +

⎛ ⎞⎛ ⎞
= + − −⎜ ⎟⎜ ⎟
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                 (10) 

This incremental expression is the LLD-based (Load Line Displacement) J estimation equation that 
was adopted in ASTM E1820-11and all its predecessors, where the specimen thickness B is 
replaced by the net thickness BN for specimens with side grooves.  
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Figure1. Typical load versus plastic displacement curves for static and growing cracks 

 
2.2. Plastic factor of front face compact tension 
 
Following the similar route for deriving the LLD-based J equation, this section formulates an 
incremental CMOD-based (Crack Mouth Open Displacement) J estimation. A total CMOD, V, is 

separated into an elastic component elV  and a plastic component plV . As such, the total J can be 

decomposed into an elastic component elJ  and a plastic component plJ , as show in Eq 1. The elJ  

is defined in Eq 2, whereas the plJ  is determined by 

0

pl
pl VV V V

pl pl
AJ PdV

Bb Bb
η η

= = ∫                        (11) 

where Vη  is the plastic factor of front face compact tension, pl
VA  is the area under the measured 

plP V− curve. Without loss of generality, it is assumed the ratio of plV  and plΔ  is a function of 

a/W [19] 

( )/pl

pl

V
a Wλ=

Δ
                              (12) 

Substitution Eq 12 into Eq 11 gives 

( )pl pl pl0 0
= =pl plV VJ Pd Pd

Bb Bb
η ηλ λ

Δ Δ
Δ Δ∫ ∫                   (13) 

From Eqs 3, 11, 12 and 13, three equivalent expressions for this new plastic factor are obtained 
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/
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V
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V Aa W
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Δ

Δ

= = =
Δ

                       (14) 

 Since plJ  is now the function of plV  and a, its complete differential is obtained as 
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V V
pl pl pl

PdJ dV J da
Bb b
η γ

= −                               (15) 

where Vγ is the geometry factor of front face compact tension specimen. The Vγ  as follows 
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1 V
V

V

b
W

ηλγ λη
λ ηΔ

⎛ ⎞
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⎝ ⎠
                          (16) 

Substituting Eq 14 into Eq 16, it is interesting to find that Vγ γ Δ= . 

Integrating Eq 15 gives the plastic component of J in reference to the CMOD-based plastic factor 
and geometry factor 

00

plV aV V
pl pl pla

PJ dV J da
Bb b
η γ

= −∫ ∫                         (17) 

As similar to the load line compact tension specimen, we obtain the following CMOD-based J 
estimation equation for a growing crack 
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i iV V
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+
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                  (18) 

The CMOD-based J formulation is the other way to determine J resistance curves for 1/2FFCT 
specimens. 
Based on the detailed FEA, the plastic factor of front face compact tension specimen is investigated. 
The function, λ(a/W) , is obtained by linear fitting of the least squares method, considering the 
difference strain hardening of material mechanical behavior. Theλ(a/W) is expressed as (be shown 
as in Fig. 2) 

( )
( / )

0.3412 / 1.5356
a W

a W
λ
= − +

                         (19) 
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Figure 2.  The function λ versus a/W curve 

From Eqs 12, 14, the plastic factor of front face compact tension specimen is fitted by the following 
curve 
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η η λΔ=

= − −
                        (20) 

3 Conclusions 
1> Based on the FEA, the function λ(a/W) is got. 
2> Connecting FEA and functionλ(a/W), the plastic factor formulation of front face compact 
tension is obtained. 
3> Using the plastic factor of front face compact tension specimen, the J resistance curve would be 
perfectly solved by the normalization data reduction technology in ASTM E1820-11. 
Based on the plastic hinge theory of bending specimen and the plastic factor of load line compact 
tension, the unified plastic factor calculation is investigated in future. From the unified plastic factor, 
considering the normalization data reduction in ASTM E1820-11, the J resistance curve would be 
perfectly solved. 
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Abstract There are two alternative trends of thought concerning the mechanism of crack extension in 
an elastic-plastic material subjected to monotonically and slowly increasing tensile (Mode I) loading. 
The crack advances continuously, by infinitesimal growth steps, or discontinuously in finite growth 
steps. In this experimental study, slant cracks were extended in thin aluminium plates, depending on 
theirs geometry, with or without an intermittent attainment of the local instabilities displayed in test records. 
It means that the mechanism of ductile tearing in the test material may be changed simply by changing 
the specimen geometry. This observation is not in accord with the well-known energetic considerations that 
a mechanism of crack extension in a non-hardening or low-hardening elastic-plastic material must be only 
discontinuous. A wide consensus exists that a single-parameter characterization of crack extension is 
conceptually possible when fracture resistance is quantified by a critical, lower-limiting value ψc of the 
Crack Tip Opening Angle (CTOA-ψ). It is of scientific and practical interest to measure CTOA-ψ for slant 
cracks growing at different in-plane constraint states and in this way to clear up the above contradiction. 
In our specimens that were fractured under the highly constrained conditions of transverse plane strain, 
cracks were advancing in well-defined steps.The CTOA- ψ values related to different pairs of distinct 
fracture events strongly depend upon the choosing the neighboring pair. They were compared with the 
critical angles ψc determined with the use of ASTM/ ISO Standard test method and also with the CTOA- 
ψn values established from profiles of fully-developed cracks. 
 
Keywords Crack extension, Thin plates, Thin-sheet aluminium, Crack tip opening angle, In-plane constraint  
 
1. Introduction 
 
There is an increasing interest in the development of valid fracture criteria and standard test 
methods for unified assessment of ductile tearing in thin-wall components. This paper deals with 
the characterisation of plane stress tearing under uncontained yielding in rectangular plates (Fig. 1) 
made from thin sheets of a high-strength low-hardening aluminium alloy. The principal obstacle to 
the development of an easy-to-use procedure for assessing the resistance to stable crack extension is 
placed by the need to correlate too many variables governing the fracture behaviour in ductile 
materials. These are the parameters of elasticity, including those of out-of-plane deformation 
(buckling); plasticity, including those of residual stress effects and anisotropy; diffused and 
localised necking; damage and cracking. It seems highly improbable to predict fracture using only 
the near crack-tip parameters in isolation from the global deformation pattern. 
 
Therefore, in collecting test data a purely mechanistic approach based on the minimum of 
assumptions was adopted. In this way, our concept of through-life fracture assessment [1-7] 
attempts to formalize the characterization of crack extension using only the interrelations between 
directly measurable quantities without taking into account the physical damage mechanisms in 
vicinity of a fracture process zone. Here, the term through-life assessment means that all measures 
of tear resistance can be determined continuously (from the nucleation of a tear crack and up to the 
complete separation) or in a point-by-point manner for test events of practical importance. 
 
We suggest that the global fracture behavior expressed in terms of averaged quantities might be 
assessed immediately from diagrams of loads vs. displacements vs. distances between the extreme  
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Figure 1. Geometry of the standard M(T) specimen containing initial fatigue pre-cracks at a slot tips (a) and 
MDR(T) (b) and MR(T) (c) specimens with simple and well-defined geometry of an original stress raiser. 

 
points on a specimen surfaces. These are (Fig. 1) the points m and n on the inner and M and N on 
the outer boundaries of a specimen Problem Domain (PD). The emphasis is on experimental 
investigation into the effects of such constraint-related issues as geometry and size of the PD 
containing an original stress raiser of a relatively small size (Fig 1c). 
 
To trigger the progressive process of single-site necking followed by single-site cracking in a 
predetermined location and direction, a variety of imperfections are employed in plane-stress 
fracture studies. According to the standard test methods [8-10], the specimen should contain initial 
fatigue precracks at the tips of a starting stress raiser (Fig. 1a). However, it is common knowledge 
that the crack extension resistance in metallic materials may be influenced significantly by the 
preloading history. At present, there is no possibility to establish a one-to-one correspondence 
between the initial fatigue damages near the crack tips in different specimens whose geometry, 
loading and boundary restraints vary over wide ranges. 
 
That is why in the specimen preparation, special care must be taken to prevent the introduction of 
uncontrollable initial damages and residual stresses into the material to be tested. In our approach 
[1-7], tests are carried out on specimens with an original stress raiser having relatively simple 
geometry and a well-defined form of its tips (points n in Figs 1b and 1c). By convention, the 
specified open hole is taken as a damage-free defect. Its diameter 2r0 should be sufficiently small in 
comparison with the PD dimensions 2W0 and 2H0. It means that at the instant of fracture initiation 
the tensile stress σ averaged across the specimen ligament depends only slightly on the variation in 
the hole radius r0. At the same time, the original stress raiser should be sufficiently large to 
concentrate all thinning and structural damage inside a single localised neck. 
 
Constraint-related issues such as original geometry and size of the outer and inner boundaries of a 
MDR(T) and MR(T) specimens (Fig. 1) are investigated experimentally. The focus is on revealing 
the distinctions between the characteristic values of the CTOA-ψ associated with the fully-
controllable pop-in fracture behaviour and those determined with the use of ASTM/ ISO Standard 
test method [9, 10]. This method applies specifically to fatigue pre-cracked M(T) and C(T) 
specimens that exhibit low constraint and are tested under slowly increasing displacement. Here and 
then, we deal only with the M(T) geometry (Fig. 1a) originally introduced in standard [8]. The 
angle ψc generated following the procedure and a guideline contained in standards [9, 10] is 
treated as insensitive to in-plane dimensions and specimen type, but is dependent upon specimen 
thickness. In other word, the lower-limiting value ψc of CTOA-ψ can be used in analyses of 
stable crack extension as a quantity that is independent on a level of the global in-plane constraint. 
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The problem under consideration is addressed in two parts. We start with comparing the profiles of 
fully-developed tear cracks in broken-down MR(T) and MDR(T) specimens of different geometries 
and size. The intent is to demonstrate a need for incorporating in current practice of testing and 
analysis the notion reference level of resistance to stable crack extension. In the second part of this 
work, test records with orderly dips on theirs softening branches are presented and discussed. The 
objective is to contrast the concepts of continuous and continuous crack extension by comparing the 
crack profiles generated in a course of actual and virtual enlargements of a crack cavity volume. 
 
2. Material and Tests 
 
The test material is aircraft-skin aluminium alloy D16AT in as-received condition, having the form 
of 1.4-1.5mm thick sheets. Its chemical composition and mechanical properties are close to those of 
AL 2024-T3. Two sets of standard tensile test specimens of width 2W0 = 12mm were loaded under 
quasi-fixed grip conditions in tension across and along the rolling direction of the sheets. The elastic 
and anisotropic plastic behaviour f the material was characterized by the following parameters: the 
elastic modulus E = 68 and 67GPa, Poisson’s ratio ν = 0.32, the 0.2% offset yield strength σ02 = 
299.4 and 338MPa, and the ultimate tensile strength σUTS = 446 and 467MPa, respectively. 
 
The uniaxial crack extension tests were performed on MDR(T) and MR(T) specimens of large and small 
width 2W0 with stress raisers of various shapes and sizes given in Table 1. The horizontal boundaries of 
each PD were rigidly clamped. In the tests to separation failure, they were moving with a sufficiently 
small rate 0.001mm/s, i.e., under the quasi-fixed grip condition. At this rate tear crack extension in 
the MR(T)-1.0-1.0 specimens with square PD of width 2W0

BS =120 mm reproducibly occurs by an 
intermittent attainment of the local instabilities [4]. 
 

Table 1. Principal dimensions of specimens. 

Specimen code a 2W0 
(mm) 

2H0 
(mm) 

2r0 
(mm) 

2d0 
(mm) 

2s(m)0 
(mm) 

2c0 
(mm) 

1. Small width specimens 
MR(T)-0.5-10.0 1200 600 2 0 2 2 
MDR(T)-0.5-10.0 1200 600 2 10 0.12 12 
MDR(T)-0.5-10.0 1200 600 2 20 0.12 22 
MDR(T)-0.5-10.0 1200 600 2 38 0.12 40 
MDR(T)-0.5-10.0 1200 600 2 58 0.12 60 

2. Large width specimens 
MR(T)-5.0-1.0 120 600 2 0 2 2 
MR(T)-1.5-1.0 120 180 2 0 2 2 
MR(T)-1.0-1.0 120 120 2 0 2 2 
MDR(T)-1.0-1.0 120 120 2 3 0,12 5 
MDR(T)-1.0-1.0 120 120 2 8 0,12 10 
MDR(T)-1.0-1.0 120 120 2 18 0,12 20 
MDR(T)-1.0-1.0 120 120 2 38 0,12 40 
MR(T)-0.1-1.0 120 12 2 0 2 2 

a The numerical values in the specimen code denote the shape ratio (H0 / W0) and the scale ratio (W0 / W0
BS). 

In this work we take 2W0
BS = 120mm for the MR(T)-0.1-1.0 specimen treated as the basic geometry. 
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It should be emphasized that in all specimens under consideration tearing occurred by cracking 
parallel to the rolling direction in the plane inclined at 45° to the specimen surfaces. The regime of 
slant tearing starts from the very instant i0 of crack nucleation and continued up to the complete 
separation of a specimen by a growing crack at the instant f (Figs 2 and 3). Note that sudden 
formation of two short cracks near the points n (Fig. 1) was always preceded by a clearly distinct 
drop in test records at the attaining the state t0 (see Fig. 3b). As can be seen from Fig. 2, the 
decrease of PD height 2H0, when accompanied by the decrease of stress raiser length 2c0, ensure 
realization of the fully-controllable discontinuity of the slant crack extension process [7]. 
 
Very orderly dips on the softening branch of the diagram reflect a cyclic variation in the crack 
profile geometry. Each cycle consists of five test events (Figs 3a and 4). Here. 2v(L) is the 
displacement of a grips fixture that was measured in a synchronized manner with the crack 
extension, displacement 2v(m) of the points m (Fig 1) and force P (frequency 5 Hz). The diagrams 
in Figs (2a, 3 and 4) were obtained on the MR(T) specimens tested without the use of anti-buckling 
guide plates. Buckling of thin plates is a competitive failure mechanism resulting from the elastic 
compressive stress acting parallel to the crack growth line. Before tests of the MDR(T) specimens 
(Table 1) they were lightly clamped between two anti-buckling guide plates. 
 
3. Fully-developed crack profiles 
 
Generally, stable crack extension can be seen as interplay of concurrent processes jointly 
represented by seven through-life fracture curves on the so-called Integrated Fracture Diagram (IFD) 
[6, 7]. Of these curves, we consider in some detail only a curve describing the geometry of a fully-
developed crack in a broken-down specimen. In fact this is one branch (lower-right) out of four 
branches of a centre crack profile (see Fig 5a). Further on, this branch of a crack, having the key 
importance for our approach, will be designated as n-relationship of the IFD. 
 
The input data for determination of n-relationship are distances 2s(x)n between the lower and upper 
borders of a fully-developed crack (Fig 5a). Of course, at points x = ± cf this distances is taken to be 
zero. By comparing data presented in Figs 6a and 7a, one can find that crack profiles in the 
specimens of the small and large width are qualitatively similar. An unexpected result is a 
significant drop in s(x)n values for the MR(T)-0.5-10.0 specimen containing the shortest stress raiser. 
This is the single open hole of diameter 2r0 = 2mm. 
 

 
(a) (b)  

 
Figure 2. Comparison of test records for the MR(T) specimens of width 2W0 = 120mm and different height 
2H0 (a) shown together with test records for the MDR(T)-1.0-1.0 specimens having the similar PD geometry, 
but different length 2c0 of the original stress raisers with the identical curvature of theirs tips s(b). 



  5

(a) (b)
 

Figure 3. The enlarged test record that is displayed in Fig. 2a for the MR(T)-0.1-1.0 specimen (a) and its 
fragment (b) demonstrating that plastic deformation before nucleation of tear cracks and during theirs 
extension are intrinsically unstable and develops in small temporally confined discontinuous jumps. 
 
 

(a) 

(b) 

(c) 
  

 
Figure 4. The timebase fragment of the test-record displayed in Fig. 3a. It is shown together with the related 
fragment for a synchronized dependence of increments in half-crack length c on time.  
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Figure 5. One-half of an idealized profile for a through-the-thickness crack formed near a point wise 
imperfection at the centre of a rectangular plate (a) and one-quarter of the MDR(T) problem domain in its 
initial and broken-down states. 
 

(a) (b)

Figure 6. Through-life fracture curves expressed in terms of the post-test displacements s(x)n (a) and the 
post-test values ψ(x)n of the СТОА-ψ (b) for a set of the MR(T) specimens of the same width with the same 
hole. These tests were conducted without the use of antibuckling guide plates and without forced unloading. 

(a) (b)
 
Figure 7. Through-life fracture curves expressed in terms of the post-test displacements s(x)n (a) and the 
post-test values ψ(x)n of the СТОА-ψ (b) for a set of specimens of the same PD size, but with different stress 
raisers. These tests were conducted with the use of antibuckling guide plates and without forced unloading. 
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4. Characterization of ductile tearing resistance 
 
Our displacement-based approach focuses on changes in geometry of the whole crack border, 
instead of considering mainly the near crack-tip displacements, which are given much attention in 
the current test procedures [9, 10]. Generally, ductile tearing is seen as interplay of seven processes 
of continuous (virtual) fracture that are represented by the through-life fracture curves. These latter 
relate to each other on the IFD by imaginary (instantaneous) unloading-reloading cycles. Such 
cycles are shown as the straight-vertical lines in Fig. 8 passing through the points c and b on the n-
relationship. They bounds the Steady State Tearing (SST) stage, when the plastic component s(x)n 
of the virtual crack opening displacement s(x) is in direct proportion to the extension of the virtual 
crack tips along the 0x axis (Fig 1).  The virtual crack extension is modelled by continuous moving 
the upper half of a broken-down specimen towards its lower counterpart, as a rigid body. 
 
Plane stress tearing is considered from the viewpoint of a “moving crack tip” embedded into a fully-
developed “moving neck”. We assume that the crack surfaces, in their final shape, contain the entire 
history of accumulating the plastic deformations within the regions of subsurface damage (Fig. 5b). 
So, there are good reasons for quantifying the resistance to stable crack extension by the plastic 
component ψ(х)n of the СТОА-ψ [1-7]. Variations in the value of this angle during the virtual 
fracture process are determined by the following expression: 
 

ψ(х)n = 2d(s(х)n)/dx,.                            (1) 
 
Consequently, the simplified assessment of ductile tearing can be performed using only post-test 
measurements of the virtual crack opening displacement 2s(x)n. The tensile testing of the MR(T) 
specimens (Fig. 1c) is the most promising and practical route to assess effects of constraint on 
ductile tearing in thin sheets of metallic materials. In this case, the global in-plane constraint can be 
varied merely by changing the distance 2H0 between the rigidly clamped boundaries of a specimen. 
 
Experimental results of this and previous studies [1-7] are contradictory to the commonly accepted 
statement that the constraint effect in plane stress specimens is negligible. A decrease in the 
specimen aspect ratio H0 / W0 taken together with an increase in the PD width 2W0 elevates 
 

 
 

Figure 8. The Integrated Fracture Diagram (IFD) derived from test data for three identical MR(T)-1.0-1.0 
specimens of the following dimensions: 2W0 = 2H0 = 120mm, 2r0 = 2mm and 2d0 = 0. These tests were 
conducted without the use of antibuckling guide plates and with forced unloading-reloading cycles. 
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the in-plane constraint (Figs 6b and 7b). These changes are accompanied by the wide variations of 
the buckling behaviour and crack extension rate [6, 7]. An extremely high level of the global in-
plane constraint corresponds to the conditions of transverse plane strain, when in the course of crack 
extension the outer specimen boundaries x = ± W0 are straight and fixed (u(N)f = 0 in Fig 5b). 
 
A sufficient level of the proximity to this conditions is achieved in testing the specimens of the 
basic geometry (H0 = 0.1W0). In this case, the SST resistance for the Al-alloy D16AT is presented 
by the angle ψn = (1.38 ± 0.1) degrees. This reference value is about half of the lower-limiting 
value ψc = (3.0 ± 1.5) degrees determined for the material in question in [3] with the use of 
ASTM/ ISO Standard test method [9, 10]. In comparison with the critical angle ψc, the novel 
characteristic of ductile tearing ψn is much more consistent and reproducible quantity.  
 
Figures 6b and 7b show that the SST resistance, as measured by the angle ψn, contrary to fracture 
initiation resistance ψni, is very sensitive to changing the specimen geometry and size. In the whole, 
our results [1-7] demonstrate that the СТОА-ψ depends on the combined effects of many variables, 
namely, PD geometry and its size, geometry and type of an original stress raiser, boundary restraints, 
buckling behaviour, crack extension rate, as well as technique used for evaluating this fracture 
parameter. In particular, one can see (Fig. 9) that the angle β associated with the different pairs of 
distinct fracture events strongly depends upon the choosing a neighboring pair. For the MR(T)-
0.1-1.0 specimen of the basic geometry this angle closely correlates with the CTOA- ψ. 
 
Test data for MR(T) specimens give a simple, inexpensive and yet accurate estimations of fracture 
initiation stress σNi for shallow cracks originating from a typical stress raiser. The large distinctions 
between the lower-limiting values of this stress for the PD of different size observed in Fig. 10 call 
into question the very meaning of the commonly used characterisation of the net-section stresses in 
terms of the flow stress σf = 0.5(σ02 + σUTS). The characteristic values σNt, σNi and σNs of the stress 
σN have the advantage of relating directly to the actual state and position of advancing crack tips. 
Besides, they relate closely to such customarily quantities as the yield strength σ02 and ultimate 
tensile strength σUTS obtained under uniform straining of the standard smooth specimens. 

 

(a)  (b)  
 
Figure 9. A fragment of the test record (a) displayed earlier in Fig. 4 and schematic presentation of a 
transition from the one-quarter crack profile s(x)t1 to the next profile s(x)t2 for the spontaneously arrested 
crack that are shown together with two through-life fracture curves s(x)s and s(x)n related to states s and n (b). 
 
5. General remarks 
 
Our experimental results demonstrate that there is not worth striving for longer use of the 
M(T) specimen (Fig. 1a) at least in standard crack extension tests. This geometry reflects  
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(a)  
 

(b) 
  

 
Figure 10. Experimental data for the MR(T) and MDR(T) specimens with the square PD of size 
2W0 = 2H0 = 120mm (a) shown together with data obtained on the MDR(T)-0.5-10.0 specimen 
containing the elongated stress raiser in size: 2d0 = 58mm, 2r0 = 2mm and 2s(m)0 = 0.12mm (b). 
 
the out-dated incentive to apply at the horizontal PD boundaries the uniformly distributed 
tensile stresses. This is usually done by increasing the ratio H0/W0, but a price is paid in 
the loss of possibility to ensure realization of the fully-controllable discontinuity of the slant 
crack extension process. The critically important advantages of the basic MR(T) specimen result 
from a geometry of its PD. The smaller is the ratio H0/W0, the less are effects of buckling and 
crack extension rate on the characteristic values of the CTOA-ψ  [6, 7]. 
 
As can be seen from Figs 2b and 7, the similar impact has the requirement to test the MR(T) 
specimens with an original stress raiser of relatively small length 2c0 = 2r0. It is well known that a 
fatigue precrack in the M(T) specimens starts to grow by the opening mechanism and only after 
some advancement, comparable with the specimen thickness B0, it propagates in the mechanism of 
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slanted fracture. In the MR(T) specimens, as well as in smooth tensile test specimens, nucleation of 
cracks and their extension both occur by one and the same mechanics of shear localisation.  
 
Although this study is still in progress, the experimental results appear to be sufficiently significant 
to make the following general conclusions. It seems likely that the CTOA-ψc concept needs to be 
modified with the aim of developing the more pragmatic approach to characterization of ductile 
tearing resistance. In the context of this problem, the MR(T) specimen of basic geometry might 
be sought as an attractive alternative to geometry of the standard M(T) specimen [8-10].  
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Abstract  The main goal of ceramic laminates designed with residual stresses is to increase the fracture 
energy of the system during fracture through energy dissipating mechanisms such as crack deflection or 
crack bifurcation. A computational tool based on Finite Fracture Mechanics (FFM) is implemented in this 
work to predict the propagation of cracks in ceramic laminates. The crack path is defined by the direction 
where maximum rate of the potential energy is released during fracture. Laminates studied here consist of 
two materials alternated in a layered structure designed with high compressive residual stresses, which are 
developed during cooling phase after sintering process. Different volume ratios of the material components 
are chosen in order to demonstrate the influence of the level of compressive residual stresses on the type of 
propagation (single crack deflection / crack bifurcation) and direction of the crack advance. Using the model 
a single crack deflection or crack bifurcation can be predicted for a given laminate. According to the 
calculations, the higher compressive stress in the layer is, the more the crack deflects from the straight 
direction and the more prone to the bifurcation. Results are in good agreement with experimental 
observations. 
 
Keywords  Ceramic laminates, Finite Fracture Mechanics, Crack propagation, Fracture criterion 
 

1. Introduction 
 
Ceramic laminates have become an alternative choice for the design of structural ceramics with 
improved fracture toughness and mechanical reliability. The brittle fracture of monolithic ceramics 
has been overcome by introducing layered architectures of different kind, i.e. geometry, 
composition of layers, weak interfaces, strong interfaces with residual stresses, etc. The main goal 
of such layered ceramics has been to increase the fracture energy of the system through energy 
dissipating mechanisms such as crack deflection, crack bifurcation, interface delamination, or crack 
shielding. Among the various laminate designs reported in literature, two main approaches 
regarding the fracture energy of the interfaces must be highlighted. On the one hand, laminates 
designed with weak interfaces have been reported to yield significant enhanced failure resistance 
through interface delamination [1-5]; the fracture of the first layer is followed by crack propagation 
along the interface, the so-called “graceful failure”, preventing the material from catastrophic 
failure. On the other hand, laminates designed with strong interfaces have shown significant crack 
growth resistance (R-curve) behavior through microstructural design (e.g. grain size, layer 
composition) [6-8] and/or due to the presence of compressive residual stresses, acting as a barrier 
(“ flaw tolerant”) to crack propagation [2, 9-14].  
 
The increase in fracture energy in these laminates is associated with energy dissipating mechanisms 
such as crack deflection/bifurcation phenomena, which act during crack propagation. The 
optimization of the layered design is based on the capability of the layers to deviate the crack from 
straight propagation. Experimental observations have shown the tendency of a crack to propagate 
with an angle through the compressive layer and even cause delamination of the interface [15] (see 
Fig. 1). It seems that the magnitude of compressive stresses may influence the angle of propagation 
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and subsequent delamination of the interface. 
 

  

a)                                              b) 

Figure 1. a) Fracture of a ceramic laminate under flexural bending; bright layers have compressive residual 

stresses. b) Bifurcation of a crack entering the compressive layer of the laminate. 
 
The prediction of the crack path upon loading in such layered systems should help in tailoring the 
design with maximal fracture energy. Methods based on energetic considerations are available 
which attempt to predict the behavior of a crack approaching the interface of dissimilar materials 
(see for instance Ref. [16]). However, the modeling of the propagation of an interface crack through 
layered architectures with residual stresses is still missing. A method which can be used to predict 
the conditions under which the crack deflects or bifurcates within the compressive layer is sought. 
In this work, a model based on the finite fracture mechanics approach is developed to interpret and 
predict the direction of propagation of a crack impinging an interface of a ceramic laminate 
designed with internal compressive residual stresses. The thermal strains in the layers occurring 
during sintering, which are responsible for the mechanical behavior of the laminate, are taken into 
account.  
 
2. Model for crack path prediction in laminates 
 
2.1. Material of study: loading configuration 

 
A Finite Element analysis of a pre-cracked ceramic laminate specimen mechanically loaded in 
four-point bending was carried out. The thermal loading resulting from cooling down after sintering 
was also considered. The multilayer consists of a symmetric and periodic architecture with nine 
alternating layers of different thickness. In the initial state, a crack is introduced only in the first 
ATZ layer and impinges the first interface between ATZ and AMZ layer as depicted in Figure 2. 
Such laminate is subsequently subjected to the mechanical loading (4-point bend test). All the layers 
made of the same material, ATZ (alumina with 5% tetragonal zirconia), or AMZ (alumina with 30% 
monoclinic zirconia) have the same thickness, tATZ and tAMZ, respectively. Table 1 gives the values of 
the constituent material properties employed in the calculations.  
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Figure 2. Schematic of the laminate of study with the applied boundary conditions (combined loading in 

4-point bending flexure and residual stresses from sintering process). An initial crack is introduced in the 

first layer 

 

Table 1. Young’s modulus (E), Poisson’s ratio (ν), Coefficient of Thermal Expansion (α), Flexural Strength 

(σf), Fracture Toughness (KIc) and Fracture Energy (Gc) of the layer materials 

Material 
E 

[GPa] 
ν 
[-] 

α x10-6 

[K -1] 
σf 

[MPa] 
KIc 

[MPa.m1/2] 
Gc 

[J/m2] 

ATZ 390±10 0.22 9.8±0.2 422±30 3.2±0.1 25±2 
AMZ 280±10 0.22 8±0.2 90±20 2.6±0.1 23±2 

 
In order to show the influence of the level of residual stresses on the propagation of the crack (i.e. 
deflection or bifurcation), three configurations with different volume ratio of the material 
components were considered and calculated. The total height of the laminate WS was kept constant 
WS =3mm and the thicknesses of the layers (tATZ and tAMZ) were thus given by the chosen volume 
ratio – see (Table 2). The residual stresses corresponding to the chosen volume ratio configuration 

were calculated using the classical laminate theory by considering of ∆T = –1230°C (temperature 
between sintering and room temperature) and material properties given in the Table 1. The 
calculated residual stresses are listed in Table 2 as well.  
 

Table 2. Layer thicknesses and corresponding residual stresses in the ATZ and AMZ layer for              

three different volume ratios of ATZ and AMZ material (WS=const.=3mm) 

VATZ/VAMZ (tATZ/tAMZ) tATZ [mm] tAMZ [mm] σres,ATZ [MPa] σres,AMZ [MPa] 

2 (1.6) 0.400 0.250 +292 –585 
5 (4.0) 0.500 0.125 +140 –695 
8 (6.4) 0.533 0.083 +90 –730 

 
2.2 Description of computational approach 

 
In order to decide about the type of further crack propagation (single or double crack penetration) 
and/or about further crack propagation direction, a change of the potential energy –δΠ  for the 
crack increments in all possible propagation directions has to be calculated. Direction and/or type of 
propagation is selected such that δΠ  attains a maximum value (where maximum of energy is 
released by the fracture process). However one should note that the energy release rate (ERR) for 

Mat. A ( EA,νA,αA)  

Mat. B ( EB,νB,αB)  

Layer A - ATZ (tA, nA) 

Layer B - AMZ (tB, nB)

(nB= nA -1) 

LS=50 mm 

W
S

 =
 3

 m
m

 

So=40 mm 

Si=20 mm 
F/2 F/2 

∆∆∆∆T=-1230°C 

Initial crack VA= tA.nA 

VB= tB.nB 

z 
x 

y 
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the crack terminating at the interface of two different materials is, for infinitesimally small crack 
increment, zero or infinite (depending on the singularity type). Thus the classical Griffith approach 
cannot be used. To bypass this problem, a theory of Finite Fracture Mechanics (FFM) can be 
employed – see e.g. references [20,21]. Infinitesimal crack increment is replaced by a finite crack 
increment for which the change of the potential energy can be calculated. 
 
The essence of the FFM consists in the key assumption that crack propagation is a discontinuous 
process occurring in finite steps, rather than continuously and smoothly as in the traditional LEFM 
theory [20,22-24]. Mathematically, instead of using the differential form of the Griffith energy 
balance, the integral formulation of the Griffith criterion is applied. Such approach is of particular 
importance, for instance, in the case of a crack crossing thermo-elastically mismatched interfaces, 
where the energy release rate is either zero or infinite and, as a consequence, the differential 
approach fails. For example, if the crack penetrates from material layer 1 to layer 2, the concept of 

FFM states that the crack will follow the path which maximizes the additional energy ∆Wp released 
in the fracture process [24], as given by: 

 ( )2
p p c pW G a∆ = δΠ − . (1) 

 
Here, Gc

(2) is the toughness of the next layer to which crack penetrates, δΠp is a change of the 
potential energy between the original and new crack position, and ap stands for an increment of the 
new crack. 
 
Hereafter the concept of the Finite fracture mechanics is applied. Matched asymptotic expansions 
procedure, see e.g. [17-21], is used to derive the change of potential energy due to the perturbation 
caused by a single or branched crack extension of total length ap = ab or a straight penetrating crack 

extension of length ap (in several possible crack propagation directions ϕp – see Figure 3).  
 

 
 

 

a) b) c) 

Figure 3. Scheme of the a) crack terminating at the interface of M1 and M2,  b) single crack deflection and 

c) crack bifurcation (branching) and local coordinate systems in the inner domain, where the crack extension 

length ap=ab/2+ ab/2 = 1 
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The small perturbation parameter ε is defined as ε=ap/WS<<1, where WS is the characteristic size of 
the specimen (e.g. specimen height). A second scale to the problem can be introduced, represented 

by the scaled-up coordinates (y1
ε, y2

ε)=(x1/ε, x2/ε) which provide a zoomed-in view into the region 
surrounding the crack, so-called inner domain Ωin (see Figure 3). 
 
The energy release rate is defined by: 

(((( ))))( )
0

1
lim .ε ε δε

δε

δΠ δΠ
δεp b

S

G a
W

++++

→→→→

−−−−====            (2) 

 
Assuming that the loading is constant during crack extension, the change of the potential energy 
δΠε between the unperturbed state U0 (without the crack extension) and perturbed state εU  (with 
the small finite crack extension) can be obtained from the asymptotic expansion with respect to a 

small parameter ε as: 

( ) ( )
( )

( )

2
1 20

21
...., 0 for 0 and 1

ΠΠ = Π − Π = Π + Π + → → <
Π

ε ε
ε ε ε

ε

δδ δ δ ε δ
δ

,        (3) 

 
where 

( ) ( ) ( ) ( )( ) ( )
1 1 2 1

1 1 2 2

2 2
1 2 22 2

1 1 ( ) 1 2 1 ( ) 2 ( ) 2 2 ( ) .
2 2 2

δ δ δ δ
δ δ δ δ

εδ ϕ ε ε ϕ ϕ ϕ ε
+

+ ′ ′Π = + ⋅ + +S S S
p b p p b p p b p p b p

W W W
H K H H K K H K    (4) 

 
Where H1 and H2 are generalized stress intensity factors (GSIF) and δ1, δ2 are the corresponding 
singularity exponents (δ1<δ2) in the stress asymptotic expansion (see [20,21]). The coefficients K1d(p) 

and K2d(p) are computed in the inner domain Ωin, which is unbounded for ε→0 but in the model 
employed in the finite element calculation, Ωin is approximated by a circular region with radius R 
much larger than the crack extension length ad(p). On the circle boundary, the condition of the type 

( )1

1in

δ
∂Ω

= ρU u θ  is prescribed. ( ) , 1,2id pK i =
 
are calculated using the path independent integral: 

 ( ) ( )( ) ( ) ( )( ) ( )( )1 1, , ,   1,2i ih h s h
kl l ik kl l kip b i

K n u n ds iδ δ

Γ

= σ ρ θ ρ θ − σ ρ θ ρ θ =∫ uV V  (5) 

 
Similarly, the coefficients K´1d(p), K´2d(p) are calculated in the inner domain whose remote boundary 

∂Ωin is subjected to the boundary condition ( )2

2in

δ
∂Ω

= ρU u θ
 

 ( ) ( )( ) ( ) ( )( ) ( )( )2 2, , ,   1,2i ih h s h
kl l ik kl l kip b i

K n u n ds iδ δ

Γ

′ = σ ρ θ ρ θ − σ ρ θ ρ θ =∫ uV V  (6) 

 
where h

klσ , ,  1,2h
i i =V  denotes FE approximation to the functions klσ , iV . 

 

The second term of the change of the potential energy δΠε
(2) depends on crack extension geometry. 

Two specific crack extension patterns are considered – crack bifurcation and crack deflection. For 

the case of the crack bifurcation δΠε
(2) is given by: 
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while for the case of single crack deflection δΠε
(2) reads: 
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      (8) 

 

The factors Kip(b) and the opening of the crack extension 
11y′′′′V ,

12y′′′′V  etc., are calculated by FEM on 

the inner domain – for methodology see e.g. references [20,21].  
Note that GSIFs in Eqs. (4), (7) and (8) respectively are generally the sums of two contributions 

1 1 1 2 2 2
m r m rH H H H H H= + = += + = += + = += + = +, , ,                  (9) 

 
where Hi

m are due to pure flexural loading and Hi
r are due to pure thermal loading respectively. For 

calculation of GSIFs a two-state integral with FEM is employed - see [20,21]. 
Remark: If some of the GSIF H1 or H2 are close (or equal) to 0 (e.g. case of the crack perpendicular 
to the interface), then Eqs. (4), (7) and (8) will simplify significantly. 
 

3. Results 
 
The experimental observations (made by authors of [15]) shows that in case of laminates with 
higher volume ratios (VATZ/VAMZ>4), the crack originated in the first ATZ layer does not stop at the 

interface, but arrests close behind the interface at a distance ∆a (the distance ∆a depends on the 
level of residual stresses). To explain this behavior, the thermal stress intensity factor for a wide 
range of crack lengths in ATZ layer and AMZ layer was calculated - see Figure 4. In terms of ERR 
the results are displayed in Figure 5. One can see that, for higher volume ratios, the crack has to be 
arrested close behind the interface since the SIF decreases rapidly by propagation in the 

compressive layer. At the distance of ∆a ≅7µm (for VATZ/VAMZ =8) and distance ∆a≅27µm (for 
VATZ/VAMZ =5) the energy accumulated in the system is released and thus the crack is arrested. For 
subsequent propagation an additional mechanical loading is required. For the ratio VATZ/VAMZ =2 the 
crack either arrests in much higher distance behind the interface or it propagates straight through the 
whole laminate (due to high tensile stresses in the first ATZ layer). 
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Figure 4. SIF KI calculated for crack approaching interface and SIF KI calculated for crack propagating 

straight in the second material. Laminate body was subjected to the thermal load ∆T=-1230°C. SIF KI 

evaluated using ANSYS function KCALC. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5. ERR GI calculated for crack approaching interface and ERR GI calculated for crack propagating 

straight in the second material. Laminate body was subjected to the thermal load ∆T=-1230°C. ERR Gr 

evaluated using the ANSYS function CINT (J-integral). 

 
The values of the GSIFs characterizing the stress state at the crack tip for crack terminating at the 
interface of ATZ and AMZ layer are listed in Table 3. The GSIF for mechanical loading is 
calculated for a loading force of 10N. For higher forces it can be easily recalculated (due to its 
linear dependence on the applied load).  
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Main 
crack 

ϕϕϕϕp=18° 
ϕϕϕϕp=20° 

Main 
crack 

Main 
crack 

ϕϕϕϕp=30° ϕϕϕϕp=26° 

Main 
crack 

Table 3. Values of the GSIFs (crack terminating at the interface) for δ=0.46391, F=10N/mm, ∆T=-1230°C. 

VATZ /VAMZ
 Hm [MPa.m1-δ] Hr (∆T) [MPa.m1-δ] σxx

(AMZ) (∆T) [MPa] H=Hm+H r 

2/1 0.10 2.92 -795 3.02 
5/1 0.11 1.58 -795 1.69 
8/1 0.11 1.07 -795 1.18 

 

For the calculation of δΠ (Eqs. (2), (4), (7), (8)) for different propagation directions (including 
single penetration and bifurcation type of propagation) values of SIFs, corresponding to the state, 
when the crack is arrested behind the interface, were used – see Figure 5. Observe that SIF 
decreases rapidly with increasing length of crack extension behind the interface. In Figure 6 a), b) a 
ceramic laminate with volume ratio of laminate components VATZ/VAMZ=8 is studied. Energetic 

condition for crack propagation (the additional energy ∆W ≥0 - see Eq. (1)) is satisfied for the 
loading force F≅100N. The referred figure shows a change in potential energy for case of single 
penetration and crack bifurcation (for ap=ab=25µm). One can see that crack bifurcation is a 
preferred propagation type in this case (due to higher change in potential energy).  
 

 
 
 
 
 
 
 
 
 
 
 

 
 
  

          a)   b) 
 

 
 
 
 
 
 
 

          
 
 
 
 
 

 

          c)  d) 
Figure 6. Variation of the change of the potential energy δΠ with the angle of the crack extension for a), b) 

volume ratio VATZ/VAMZ=8 and c), d) VATZ/VAMZ=5. For each volume ratio a case of single crack deflection - 

a), c) and case of the crack bifurcation - b), d) is calculated. 

δδδδΠΠΠΠp,max (18°) =6.5·10-10 J/m  δδδδΠΠΠΠb,max(22°) = 7.5·10-10 J/m

δδδδΠΠΠΠp,max (30°) =3.44·10-10 J/m  δδδδΠΠΠΠb,max(26°) = 3.42·10-10 J/m  
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The same study was also made for ceramic laminate with VATZ/VAMZ=5 - Figure 6 c), d) and here the 

critical loading force was estimated as F≅115N. In this case, a preferred propagation direction is 
starting to be a single deflection. For ratios VATZ/VAMZ<5 only a single crack deflection is predicted 
as preferred propagation direction. In case of volume ratio VATZ/VAMZ=2, the crack propagates 
almost straight, maximally with a slight deflection from the original direction (with no bifurcation 
phenomena). 

 
4. Conclusions 
 
The crack path in laminates is influenced by the magnitude and location of the compressive stresses 
in the internal layers. A semi-analytical model based on Finite Fracture Mechanics (FFM) theory 
was here developed to describe and predict the crack propagation in symmetric laminates consisting 
of alternated tensile–compressive layers built–up in a periodic architecture. In addition to the 
mechanical loading under flexural bending, a thermal loading associated with the thermal mismatch 
of the layers during sintering was also taken into account in the model. The fracture criterion was 

based on the calculation of the change of the potential energy δΠ for a finite crack increment length, 
starting from the tip of the original crack and advancing in several possible propagation directions 
(angle of crack propagation). From all theoretically possible crack paths, the change of the potential 
energy between unperturbed and perturbed state was evaluated. Direction and/or type of 

propagation were selected such that the change of δΠ would attain a maximum value.  
 
In case of the low volume ratios (i.e. V1/V2= 1/1 – 4/1) single crack deflection (and in some cases 
straight crack propagation) is preferred with an angle lower than 20° (measured from the straight 
propagation). On the other hand, for relative high volume ratios, (i.e. V1/V2= 6/1 – 8/1), 
corresponding to high compressive residual stresses, crack bifurcation (i.e crack propagating 
simultaneously in two directions) is predicted by the model. Such behaviour is also in 
correspondence with the experimental observations.  
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Abstract  The splice concept has been developed in fiber metal laminates (FMLs) due to the limited 
dimensions of pretreatment facility, the autoclave curing facility and C-scan facility. Failure always initiates 
in the splice opening between the metal splice edges before delamination occurs in the loading direction. In 
this paper, a novel finite element method for obtaining stress intensities is introduced in the estimation of the 
failure strength of splices in FMLs. A super wedge tip element for application to bi-material wedge is 
developed utilizing the numerical stress and displacement field solutions based on an ad hoc finite element 
eigenanalysis method, from which singular stress fields near apex of arbitrary bi-material wedges under 
coupled thermo-mechanical loading can be obtained. Failure of double spliced FMLs with varying spliced 
width and fiber-layer thickness were investigated, and fracture criterion based on stress intensity factors are 
presented to predict splice failure. 
 
Keywords  Thermo-mechanical loading, Fracture criterion, fiber metal laminate, Splice, Super wedge tip 
element 
 
1. Introduction 
 
Fiber metal laminates, such as Arall (Aramid reinforced aluminum laminates) and Glare (S2-glass 
fiber reinforced aluminum laminates), were developed at Delft University of Technology as a family 
of structural aerospace sheet materials. They take the advantages of metal alloys and 
fiber-reinforced composites providing superior mechanical properties [1], and have been applied to 
fuselage and leading edges in aircraft structures as a replacement of high-strength aluminum alloys 
due to their light weight, high strength, and excellent fatigue resistance. The dimensions of a FML 
are only limited by the width of the aluminum layers and not by their length. The available prepreg 
dimensions are also not limited. The maximum dimensions of a Glare skin panel are further limited 
by the dimensions of the pretreatment facility, the autoclave curing facility and C-scan facility. Also 
the handling and transportation of the panel may be a limiting factor. Currently only aluminium 
sheet with widths up to 1524 mm (60 inch) can be manufactured to the required accuracy with the 
necessary nominal thicknesses between 0.3 and 0.5 mm. This limitation would imply the necessity 
of applying many costly mechanical longitudinal or circumferential joints (at a maximum distance 
of 1524 mm) in an aircraft fuselage. To avoid this disadvantage, the internal splicing concept has 
been developed to increase the maximum available sheet size [2-4].  
 
Due to the difference in elastic properties and thermal expansion coefficients of the components 
joined and discontinuity of junction geometry, residual stresses exist in each layer of the FML, and 
most importantly, high stress concentrations occur at the aluminum splice edges under thermal 
environment during manufacturing and coupled thermo-mechanical loading. As a result, the 
structural efficiency of bonded structures depends not on the structure itself but on splice strength. 
Generally, the failure behavior of the spliced FML always includes two steps, i.e., the onset of 
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failure in the splice opening between the aluminum splice edges filled with resin during production 
of the material and the delamination extension in the loading direction.  
 
Several researchers have developed theoretical concepts to describe the observed crack growth 
behaviour in fiber metal laminates [5-10]. These concepts start from the available methods for crack 
growth in monolithic aluminium sheets with additional parameters describing the bridging effect. In 
general, fatigue crack growth in a fiber metal laminate such as Glare is accompanied by 
delamination growth at the interface between the aluminium and glass fiber/adhesive layers. To 
incorporate this delamination growth in crack growth prediction methods, the energy release rate 
approach is applied to describe the delamination growth rate [7-10]. Few researchers have 
investigated the delamination behavior for different splicing geometries and layer thicknesses. Vries 
et al. [11] applied Griffith’s energy criterion to calculate a delamination resistance, and Hashagen et 
al. [12] described the delamination in the interface by a plasticity based material model derived 
from a Hoffman-like yield function which bounds all states of stress in the interface. However, it is 
noticed that Vries et al. [11] and Hashagen et al. [12] only paid attention to the second falure 
processes, i.e., delamination between the prepeg layer and the aluminum layer, and the failure 
criterion for the splice opening between the aluminum splice edges has not been established. On the 
other hand, only the mechanical loading is considered in above researches, so that the established 
theories are not suitable for the bonded structures subjected to coupled thermo-mechanical loading.  
 
In this paper, attempt is made to predict splice failures in fiber metal laminate subjected to coupled 
thermo-mechanical loading using stress singularity theory. In order to solve stress fields near the 
apex of bonded dissimilar materials as shown in Fig. 1, a super wedge tip element with numerical 
asymptotic solutions developed by Sze et al. [13] is firstly established and used for 
thermo-mechanical finite element analysis. Critical stress intensity factors are used as control 
parameters for fracture initiating at the bimaterial interface edge, and to predict fracture load for 
varying splice width and fiber layer thickness. The theoretical results are compared with 
experimental results for verification purposes.  
 

 
Fig. 1  Description of a bi-material wedge containing a super wedge tip element 

  
2. Element stiffness matrix of the super wedge tip element 
 
As shown in Fig. 1, a domain composed of bi-material sectors can be partitioned into inner and 
outer regions. The accurate solution to the entire domain requires coupling of the numerical solution 
in the inner region with that of the approximate solution through the finite element in the outer 
region. The coupling can be achieved by developing a super wedge tip element (as shown in Fig. 1) 
whose interpolation functions satisfy the governing equations exactly near the apex enforcing the 
inter-element displacement continuity along the common boundary and the nodes between the super 
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and conventional elements. The stiffness matrix for the super wedge tip element of bi-material 
wedge under mechanical and thermal loading is obtained by considering the total potential 
expressed in the following form[15] 

{ }
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The terms ( )m k
pλσ , ( )m k

pλ u  and ( )t k
pλσ , ( )t k

pλ u associated with the homogeneous solutions of 
mechanical and thermal loadings, respectively, and in the case of thermal loading, ( )t k

c pσ  and ( )t k
c pu  

represent the known complementary solutions for non-singular stress and displacement fields. These 
vectors can be defined as 

( ) ( )m k k m
pλσ Σ K= , ( ) ( )m k k m

pλ =u U K  (2, 3) 

( ) ( )t k k t
pλσ Σ K= , ( ) ( )t k k t

pλ =u U K  (4, 5) 

( ) ( ) ( )( , )t k k k
c p c cr θ=σ F q , ( ) ( ) ( )( , )t k k k

c p c c k rr r Tθ α= + Δu G q e  (6, 7) 

The details of ( )kΣ  and ( )kU  refer to Chen and Sze [14], and the definition of ( )k
cF , ( )k

cG , ( )k
cq , 

T
re  and t K  are listed in Barut et al. [15]. TΔ  denotes the uniform temperature change. The 

unknown components of displacement vector along the common boundary segments, ˆ
kΓ (shown in 

Fig. 1), are denoted by ( )ˆ ku . * ( )kt  is the known applied traction components along the common 
boundary segments. n  contains the components of the unite normal along ˆ

kΓ . 0Π  represents 
the total potential associated with the known initial strain and stress components arising from 
thermal loading only. The vector of displacement components, ( )ˆ ku , along the common boundary 
between the global element and the conventional elements can be expressed in terms of the nodal 
displacement of the conventional elements as 

( )ˆ k =u Lv  (8) 
in which the matrix L  contains the linear interpolation function compatible with those of the 
conventional elements. The vector v  contains the nodal degrees of freedom associated with the 
conventional elements located on the boundary segment ˆ

kΓ of the super notch tip element. 
 
Substituting for ( )m k

pλσ , ( )m k
pλ u  and ( )ˆ ku  from Eqs. (2)-(8) into the expression for the total potential 

leads to   
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σZ  and ( )k

uZ  are the coordinate systerm transformation matrices. In order to express the total 
potential in terms of one unknown vector, v , the first variation of the total potential with respect to 
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mK  is taken. While noting that 0 0δΠ = , enforcing the first variation with respect to mK  to 
vanish results in 

{ }1m tH −= −K Rv f  (10) 

Substituting for mK  in the expression for the total potential, and enforcing the first variation of the 
total potential to vanish results in the nodal equations of equilibrium for the global element as 

{ }* 0T t
sδΠ = − − =v K v F f  (11) 

leading to 
*t

s = +K v F f  (12) 

in which sK  and tF  are defined as 1T
s

−=K G H G  and 1t T t−=F G H f . The vector * f  
represents the internal loading vector at a node common to both the global and conventional 
elements. If a node is free of conventional elements, the components of the load vector represent the 
external force components. The vector tF  represents the reaction force that suppresses the 
deformation, resulting from thermal loading only, at the common nodes of global and conventional 
elements. 
 
3. Experiment results  
 
Fig. 2 shows a fiber metal laminate specimen with splices in interrupted aluminum layer edges. The 
materials comprising the specimen are aluminum, woven glass fiber reinforced composite and 
epoxy resin. Their elastic properties and coefficients of thermal expansion are listed in Tables 1 and 
2. The thicknesses of aluminum layer and epoxy resin are all 1mm, the thickness of woven glass 
fiber reinforced composite varies as H=1, 2, 3, the width of splices vary as w=0.5, 1, 2, 3, 4, 5, 6, 
and the width of all layers are 20mm. Co-cured fiber metal laminate specimens were fabricated 
under the manufacture’s recommended cure cycle for the composite material, and Fig. 3 illustrates 
the fabrication process.  

 

 
Figure 2. Dimensions of the spliced fiber metal laminate 

 
Shimadzu EHF-EM electric-fluid serving tensile testing machine are used to test tension force, and 
Fig. 4 shows the tensile test apparatus. The load-displacement response curve obtained from the 
tensile test is linear until crack initiates at the splice, as shown in Fig. 5. Typical fractured fiber 
metal laminate specimens are shown in Fig. 6,by inspecting the fracture process, it is found that 
interface cracks initiate at the interface edge of the epoxy resin and the aluminum and propagate 
along the interface. Load bearing capacities Fc of the spliced fiber metal laminate specimens with 
varying splice width and fiber layer thickness are listed in Table 3. Experiment results show that, 
critical fracture load Fc increases with decreasing of splice width w, and decreases with increasing 
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of fiber layer thickness H.  

 

Figure 3. Cure cycle of the splices in a fiber metal laminate 
                                      

Table 1. Material properties of the materials in the spliced fiber metal laminate 
Materials E1 E2 E3 ν12 ν13 ν23 G12 
Aluminum 72000 72000 72000 0.33 0.33 0.33 27067.67
Epoxy Resin 3200 3200 3200 0.49 0.49 0.49 1073.83 
Composite 24600 24600 24600 0.025 0.363 0.025 1145 

 
Table 2. Thermal expansion coefficients of the materials in the spliced fiber metal laminate 

Materials α1(/°C) α2(/°C) α3(/°C) 
Aluminum 1.881×10-5 1.881×10-5 1.881×10-5 
Epoxy Resin 5×105 5×105 5×105 
Composite 6.443×10-6 41.482×10-6 6.443×10-6 

 
4. Fracture criterion of splices in a fiber metal laminate 
 
Due to the symmetric feature of the structure, only one fourth of the structure is considered in the 
analysis. Fig. 7 illustrates the structure for FEM analysis and its boundary conditions. To solve the 
stress fields at the interface edge o, a 5-node super wedge tip element is used at this point, around 
which two-dimensional four-node element elements are used. Plane strain assumption is used in all 
numerical calculations. 

 

 
Figure 4. Tensile test apparatus of the spliced fiber metal laminate 
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Figure 5. Load-displacement curves for w=4mm and H=1mm 
 

           
                          (a)              (b)                (c) 

Figure 6. Specimens after fracture at the splices for: (a) H=1mm; (b) H=2mm; H=3mm; 
 
Residual thermal stresses exist in specimens because a heat cure cycle is used, so during tensile test 
experiment, the specimens are actually subjected to thermo-mechanical coupled loading. If crack 
initiation load at the splices is determined by the stress intensity at the interface edge o, a suitable 
stress intensity parameter should be established, and the critical value of this parameter should be a 
constant. In other word, under coupled thermo-mechanical loading, crack will initiate when the 
stress intensity parameter at the interface edge reaches its critical value.  
 
For the interface edge configuration at point o shown in Fig. 7, the method presented in Section 2 is 
applied to solve the intensity of stress fields. The singularity exponent can be obtained as 
λ=-0.34768 by using the finite element eigenanalysis method [13, 14]. Its corresponding angular 
variation of stress ( )ijσ θ  is plotted in Fig. 8. After the coefficient ( )k

cq  is solved based on the 
continuity conditions across the interfaces and the traction-free conditions across the free edges, the 
regular stress terms near the interface edge can be obtained by Eq. (7). Fig. 9 illustrates the regular 
stress terms. Because there is only one singularity exponent, the stress field near interface edge o 
can be expressed as: 

( , ) ( ) ( )t
ij ij c ijr K rλσ θ σ θ σ θ= ⋅ ⋅ +  (13) 

where ( , )FE
ij rσ θ  is the stress field near interface edge calculated from the present FEM analysis. If 

the stress intensity factor K , a summation of mK  and tK, can be used as interface edge fracture 
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cretirion, the local falure condition will be 

cK K≥  (14) 

Table 3. The Fracture loading of specimens with various splice width and fiber layer thickness 

Fracture load Fc (N) Splice width w 
 (mm) H=1 mm H=2 mm H=3 mm 

0.5 2096.67 2041.38 1684.29 
1 1706.67 1169.30 451.20 
2 1456.67 1025.40 357.40 
3 1320.00 1016.62 685.08 
4 1276.67 1005.02 859.29 
5 1343.33 996.10 861.48 
6 1306.67 1002.40 912.00 

 

 
Figure 7. One quarter of a specimen and its boundary conditions 

 
Fig. 10 shows the calculated critical stress intensity factor under coupled thermo-mechanical 
loading. The thermal loading is ΔT=-100°C, and the critical mechanical loadings corresponding to 
differenent splice width and fiber layer thickness are listed in Table 3. From Fig. 10, it can be seen 
that, Kc varies in a little range, which is about from 26.6 to 29.6MPa⋅mm0.34768. The above results 
indicates that Kc nearly keeps unchanged regardless of the change of local structure, and can be used 
as the fracture control parameter.  
 
The stress intensity factor at interface edges is closely related to the external thermo-mechanical 
loads. It is necessary to find the relationship between them. As seen from Table 3, critical load 
varies monotonously as the splice width and fiberlayer thickness change, and Kc, which is a constant 
value, can’t be used directly to predict critical load. Obviously, the stress intensity factor mKc caused 
by mechanical loading should be proportional to the mechanical loading imposed. According to this 
principle, the critical tensile load cF  can be predicted as 

c c c c6, 1 16, 1
/ /m m

w H Hw H
F K F K S S

= = == =
= × ×                    (15) 

where c c
m tK K K= − , cK  is critical stress intensity factor when w is taken as 6 mm and H is 

taken as 1 mm, t K is the critical stress intensity factor under thermal loading of ΔT=-100°C, S is the 
cross section area of specimens. Figs. 11 and 12 show the critical stress intensity factor and critical 
tensile load, respectively. The experimental values of stress intensity factors shown in Fig. 11 are 
obtained by using critical tensile loads tested from experiments. From Fig. 12, it can be seen that the 
predicted critical mechanical loads are in good agreement with experimental values. Based on the 
predicted values of stress intensity factors, the relationship between external loads and local stresses 

o 

F 
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at interface edges of the splices is established. For various kinds of structures, Eq. (15) can predict 
the critical mechanical load, and it is not neccesary to experimentally determine them one by one. 
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Figure 8. Angular variation of tresses around the interface edge o 
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Figure 9. Regular stress terms around the interface edge o 
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Figure 10. Critical stress intensity factor cK  of the interface edge o 
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Figure 11. Critical stress intensity factor c
m K  of the interface edge o 
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Figure 12. Critical load cF  of the interface edge o 
 

5. Conclusions  
 
The fracture behaviors of the splices in fiber metal laminates are investigated. The states of stresses 
at the interface edges of splices are analyzed based on a novel finite element method. A stress 
intensity factor based fracture criterion for the splice failure is established to predict critical tensile 
load. Through the results in this study, the following conclusions are drawn: 
1) The critical stress intensity factor Kc under coupled thermo-mechanical loading can be used as 

local fracture criterion for the interface edges of the splices. 
2) The critical stress intensity factor mKc under mechanical loading can be used to predict the 

critical mechanical loading Fc. 
3) Because the decrease of the splice width w will lead to the reduction of the stress intensity factor 

tK induced by residual thermal stresses, so it will make mKc increase. Consequently, the critical 
mechanical loading Fc will increases. 

4) Because the increase of the fiber-layer thickness H will lead to the increase of the stress intensity 
factor tK induced by residual thermal stresses, so it will cause mKc  to reduce. Consequently, the 
critical mechanical loading will decrease. 
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Abstract  In this study, the experimental adhesive strength is newly considered in terms of the singular 
stress appearing at the end of interface between the adhesive and adherent. Here the critical intensity of 
singular stress field is examined as the debonding criterion for all types of single lap joints under different 
adhesive thickness and overlap length. The intensity of singular stress can be evaluated by the application of 
the finite element method focusing on the stress value at the end element of the interface. It should be noted 
that except for the case of small overlap length the separation always occurs at the edge of the interface 
causing unstable growth and final brittle fracture. In this type of fracture it is found that the critical intensity 
of the stress singular field is constant independent of the adhesive thickness and overlap length.  
 
Keywords  Adhesion, Interface, Intensity of Singular Stress, Finite Element Method 
 
1. Introduction 
 
The requirements to packaging technology of semiconductors diversify with the miniaturization and 
high-performance of the electronics [1, 2]. The packages of semiconductors contain many various 
interfaces. For example, the connection of the semiconductor to the substrate, resin seal of 
semiconductor, multilayer structures composed of the dissimilar semiconductor materials. In order 
to ensure the reliability of the packages of semiconductors, the method for evaluating the debonding 
fracture strength properly is required [3 - 5]. Generally, the debonding strength of the dissimilar 
material joints depends on the material combination, load condition, adhesive condition and so on. 
Because the experimental evaluation of the adhesive strength is time-consuming job, the practical 
and convenient debonding fracture criterion and evaluation method are asked for. 

Recently, the authors examined the experimental data for the butt joints of medium carbon steel 
bonded by epoxy resin under various adhesive thicknesses [6]. The debonding fracture criterion can 
be described by the constant value of the critical intensity of the singular stress field at the fracture, 
Kσ c, independent of the adhesive thickness [7]. When the joint is satisfied with the small scale 
yielding condition, the adhesive strength is predicted accurately by the debonding fracture criterion 
based on the intensity of the singular stress field [8, 9]. In this study, the debonding criterion for all 
types of single lap joints (SLJs) will be discussed under various adhesive thickness and overlap 
length in terms of the critical intensity of singular stress field as Kσ c = constant. The recent 
experimental results performed on SLJs by Park et al [10] will be used. In this experiment, Park et 
al evaluated the damage zone size at fracture while considering the non-linear deformation behavior 
of the adhesive and adherent. Although the various methods were examined, the debonding fracture 
criterion cannot be expressed simply and conveniently [11, 12].  
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2. Experimental results of single lap joint 
 
In this study, the experimental results obtained by Park et al [10] will be used in order to examine 
the validation of evaluation method of the adhesive strength. In the experiments, Aluminum alloy 
6061-T6 and epoxy resin were used as adherent and adhesive, respectively. Table 1 shows the 
mechanical properties of the adherent and adhesive. Figure 1 shows the specimen configuration. 
Table 2 and Figure 2 show the experimental tensile adhesive strength Pa f . As for all specimens 
except for specimen A10, the relation between the load and displacement is almost linear. Therefore, 
it can be considered that the fractures were caused by the unstable growth of the interfacial 
debonding crack which was initiated from the corner edge. The results bring the validation of the 
evaluation based on the intensity of the singular stress field. When the overlap length becomes long 
under constant adhesive thickness condition, the adhesive strength tends to increase; when the 
adhesive layer becomes thick under constant overlap length, the adhesive strength does not change 
remarkablely. Figure 3 shows the average shear stress at the fracture, τc. When l2 is smaller than 
about 15mm, the τc becomes constant at about 28.3MPa. However, when l2 is larger than about 
15mm, the τc tends to decrease. The fracture is caused by the general yielding of the adhesive layer 
when the overlap length is small enough; in this case, the τc becomes constant. In this study, it is 
supposed that the cohesive fracture occurs when l2 < 15mm and the adhesive fracture occurs when 
l2 > 15mm. Therefore, although the fracture criterion for SLJ having small overlap length can be 
described by the average shear stress at the fracture, that for SLJ having long overlap length cannot 
be described by the stress. 
 

Table 1 Material properties 10) 
Material E [GPa] ν 
Adherent 
6061-T6 68.9 0.30 

Adhesive 
Epoxy resin 4.2 0.45 

E : Young’s modulus, ν : Poisson ratio Figure 1 Specimen configurations 10) 

 
Table 2 Experimental tensile adhesive strength by Park et al 10) 

(a) constant2 =t condition (b) constant2 =l condition 

Specimen 2l  [mm] 2t  [mm] Pa f  [kN] Specimen 2l  [mm] 2t  [mm] Pa f  [kN]

A10 10 0.15 6.87 A25 25 0.15 14.17 
A15 15 0.15 10.57 A25-30 25 0.30 14.32 
A20 20 0.15 12.41 A25-45 25 0.45 14.26 
A25 25 0.15 14.17 A25-90 25 0.90 14.19 
A30 30 0.15 14.56 A30 30 0.15 14.56 
A35 35 0.15 16.41 A30-30 30 0.30 16.91 
A40 40 0.15 18.09 A30-45 30 0.45 16.12 
A50 50 0.15 18.22 

 

A30-90 30 0.90 15.37 
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(a) constant2 =t condition (b) constant2 =l condition 

Figure 2 Experimental adhesive strength Pa f  
10) 

 

 
Figure 3 Average shear stress at fracture of specimens with t2 = 0.15 mm 10) 

 
3. Analysis 
 
3.1. Analysis model and method 
 
Figure 4 shows the schematic illustration of the analysis model. Dundurs’ parameters at point O are 
α = -0.8699 and β = -0.06642. The order of stress singularity is two different real values λ1 = 
0.6062 and λ2 = 0.9989. When the eigenvalue equation has two different real roots, the stresses at a 
distance r on the interface from the corner edge O can be expressed as follows. 

21 1
2

1
1

λ
σ

λ
σσ −− +=

r
K

r
K

y , 
21 1
2

1
1

λ
τ

λ
ττ −− +=

r
K

r
K

yx  (1) 

Here, σy is the stress in the y direction, τxy is the shear stress. 
In this analysis, the method proposed by Noda et al [13] is used. In this analysis, the elements 

near the edge corners of all models were set so as to be same size and shape. And then, minimum 
size of the element at the edge corner, emin, is changed, the influence of the mesh pattern on the 
stress distribution is investigated. The emin value is set to 3-8, 3-9, 3-10 and 3-11. 
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Figure 4 Analysis model and boundary condition 

 
3.2. Characteristics of singular stress field at the edge corner 
 
The characteristics of the singular stress field at the corner edge are mentioned using the analysis 
results of the specimens A25, A50 and A25-90. Figure 5 shows the relationship between the 

25A
,

50A
, FEMyFEMy σσ , 25A

,
05A
, FEMyxFEMyx ττ  and r under the applied stress σ0 = 1MPa. Then, Figure 6 shows 

the relationship between the 25A
,0

50A
,0 FEMyFEMy σσ , 25A

,0
05A
,0 FEMyxFEMyx ττ  and emin. When t2 are set constant, 

the stress ratios almost become constant independent of emin. Figure 7 shows the relationship 
between the 25A

,
9025A

, FEMyFEMy σσ − , 25A
,

90-52A
, FEMyxFEMyx ττ  and r under the applied stress σ0 = 1MPa. Then, 

Figure 8 shows the relationship between the 25A
,0

90-52A
,0 FEMyFEMy σσ , 25A

,0
9025A

,0 FEMyxFEMyx ττ −  and emin. The 
stress distributions of the specimen A25-90 are different from those of the specimen A50. That is 
because the moment which is applied to the adhesive layer changes depending on the adhesive 
thickness. However, when the r is smaller than about 10-4 mm, the 25A

,0
90-52A

,0 FEMyFEMy σσ and 
25A
,

9025A
, FEMyxFEMyx ττ −  almost become constant. Then, the stress ratios at the edge corner, 

25A
,

90-52A
, FEMyFEMy σσ and 25A

,0
9025A

,0 FEMyxFEMyx ττ − , become constant independent of the emin. From the results, 
the stresses on the interface near the corner edge are expressed with as follows independent of the t2 
and l2. 
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Here, Cσ and Cτ are constant. The intensities of singular stress field of the reference problem and 
the unknown problem are denoted with σK  and *

σK , respectively. Then, the stresses in the y 
direction at the edge corner of the unknown problem and the reference problem, which are obtained 
from the FEM analysis, are denoted with FEMy ,0σ  and *

,0 FEMyσ , respectively. From Equation (2), 
the relation between *

σσ KK  and *
,0,0 FEMyFEMy σσ can be expressed as follows.  

*
,0

,0
*

FEMy

FEMy

K
K

σ
σ

σ

σ =  (4) 

If the *
σK  has been solved, the FEMy ,0σ  is equivalent with the σK  because the *

,0 FEMyσ  can be 
obtained from the FEM analysis of the reference problem. The FEMyx ,0τ  is also equivalent with the 

τK . 
As shown in Figure 6, it is found that the different between 25A

,0
50A
,0 FEMyFEMy σσ  and 

25A
,0

50A
,0 FEMyxFEMyx ττ  tends to become small with the r decreasing. Then, from Figure 8, the different 

between 25A
,0

90-52A
,0 FEMyFEMy σσ  and 25A

,0
90-52A

,0 FEMyxFEMyx ττ  tends to become small with the r decreasing. 
From Figures 6 and 8, the relations of 25A

,0
50A

,0
25A
,0

50A
,0 FEMyxFEMyxFEMyFEMy ττσσ =  and 25A

,0
90-52A

,0 FEMyFEMy σσ  
25A

,0
90-52A

,0 FEMyxFEMyx ττ=  can be confirmed. This means *
,0,0

*
,0,0 FEMyxFEMyxFEMyFEMy ττσσ = , that is, 

following equation. 
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Figure 5 Relationship between 25A

,
50A

, FEMyFEMy σσ , 
25A
,

05A
, FEMyxFEMyx ττ and r when σ0 = 1MPa 

Figure 6 Relationship between 25A
,0

50A
,0 FEMyFEMy σσ , 

25A
,0

05A
,0 FEMyxFEMyx ττ and emin when σ0 = 1MPa 

 

  
Figure 7 Relationship between 25A

,
9025A

, FEMyFEMy σσ − , 
25A
,

90-52A
, FEMyxFEMyx ττ and r when σ0 = 1MPa 

Figure 8 Relationship between 25A
,0

90-52A
,0 FEMyFEMy σσ , 

25A
,0

90-52A
,0 FEMyxFEMyx ττ and emin when σ0 = 1MPa 

 
4. Debonding fracture criterion based on the intensity of singular stress field 
 
Figure 9 shows the relation between 1

25A
1 == PP KK σσ  and 2l , where 1=PKσ  is the intensity of 

the singular stress field under P = 1N, and 1
25A

=PKσ  is the 1=PKσ  of the specimen A25. When the 
2l  is larger than 15mm, the 1=PKσ  tends to decrease. Figure 10 shows the relation between 

25A
cc KK σσ  and 2l , where cKσ  is the intensity of the singular stress field under P = Pa f , and 

25A
cKσ  is the cKσ  of the specimen A25. When the 2l  is smaller than 15mm, the 25A

cc KK σσ  tends 
to increase. However, when the 2l  is larger than 15mm, the 25A

cc KK σσ  becomes constant 
irrelevant to the 2l . That is because the fracture mode changed from the cohesive fracture to the 
adhesive fracture. It is confirmed that the solid line is the average of 25A

cc KK σσ  of all specimens 
except for specimens A10 and A15. The open circle marks are distributed near the solid line within 
about 10% error. 

Figure 11 shows the relation between 1
25A

1 == PP KK σσ  and 2t . When the 2t  is larger than 
45mm, the 1

25A
1 == PP KK σσ  almost becomes constant. Figure 12 shows the relation between 
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25A
cc KK σσ  and 2t . The 25A

cc KK σσ  values are distributed near the solid line within about 10% 
error. 

 Figure 13 shows the 25A
cc KK σσ values. The average of 25A

cc KK σσ values was about 0.997. The 
25A
cc KK σσ values are distributed near the solid line within about 10% error independent of the l2 

and t2. It is concluded that the debonding criterion for all types of SLJs having different adhesive 
thickness and overlap length can be described by the critical intensity of singular stress field Kσ c = 
constant. 
 
5. Conclusion 
 
In this study, the debonding fracture criterion for the SLJ having various adhesive length and 
overlap length was examined. It is found that the singular stress field at the edge corner can be 
expressed with the same formula even if the adhesive length and overlap length are different. Then 
when the overlap length is short enough, the fracture criterion can be expressed with the average 
shear stress at the fracture; when the overlap length is longer than a certain length, the criterion can 
be expressed with the critical intensity of the singular stress field. 
 

  
Figure 9 Relationship between 1

25A
1 == PP KK σσ  

and 2l  when P = 1N 
Figure 10 Relationship between 25A

cc KK σσ  and 2l

 

  
Figure 11 Relationship between 1

25A
1 == PP KK σσ  

and 2t  when P = 1N 
Figure 12 Relationship between 25A

cc KK σσ  and 2t
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Figure 13 Comparison between 25A

cc KK σσ values 
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Abstract  Mode I fatigue delamination growth rates and thresholds of composite laminates have been 
experimentally studied. Due to the fiber bridging generated across fracture interface, additional fracture 
resistance was found rising with crack growth, which make the traditional Paris law and threshold model 
unsuitable. Therefore, novel models taking the normalized strain energy release rate as fracture governing 
parameter were developed. The delamination resistance during fatigue crack growth caused by interface 
fracture and fiber bridging was totally evaluated by a new parameter namely fatigue delamination resistance 
Gcf. Excellent agreement with the experimental data was achieved by the normalized fatigue delamination 
growth rate and threshold models. Numerical simulation method for fatigue delamination was subsequently 
investigated. The fracture constitutive behavior with fiber bridging was defined by a tri-linear cohesive zone 
law, in which fatigue damage was introduced by a parameter available for both fracture and bridging zones. 
Development of the degradation law of the damage parameter is based on the normalized fatigue 
delamination models, enabling a direct link with experimental data. The simulation was implemented using 
user defined interface elements within finite element software ABAQUS. 
 
Keywords  Delamination, Fatigue crack growth, Cohesive zone, Damage degradation law, Composites  
 

1. Introduction 
 
Carbon fiber reinforced polymer composites are widely used in aircraft structures due to property 
advantages. Meanwhile, it brings design and analysis challenges caused by the ply-by-ply 
formulation of composites which is totally different from the traditional metal structures [1]. The 
failures in composite structures are mainly due to the defect, environment and out-of-plane 
sensitivities of the materials.  
 
Delamination is one of the key factors for composites from damage initiation to final failures. The 
delamination growth behaviors have gained significant attention in the research communities in the 
past decade [2-7]. However, the delamination behavior of composites has not been completely 
understood under complex conditions, such as multidirectional interfaces, fatigue loading and fiber 
bridging case [8]. 
 
Linear elastic fracture mechanics is commonly utilized to study the interlaminar fracture of 
composites. Strain energy release rate (SERR) is accepted as the fracture governing parameter to 
evaluate interlaminar fracture toughness for composites rather than the stress intensity factor (SIF) 
for metals due to the simplicity of the calculation. Experimental studies and test methods for 
delamination resistance have been reviewed by Davies et al. [9] and Brunner et al. [10], numerical 
studies reviewed by Tay [11], respectively. 
 
Multidirectional interface and fiber bridging are two important factors in real engineering 
applications, which bring significant influence on the interlaminar fracture of composite structures. 
As a summarized result from reports in literature [6, 12-14], multidirectional laminates always 
exhibit higher interlaminar fracture toughness, which is assumed to be caused by extrinsic 
toughening mechanisms such as blunted crack tips or deviation of the crack from the main crack 
plane to the adjacent layers and some in-ply energy absorption [15]. Fiber bridging could also bring 
considerable delamination resistance due to the energy absorbed in the bridging zone behind the 
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crack tip. For certain composite material systems, fiber bridging was found unavoidable and can be 
enhanced by multidirectional ply orientations [16]. Several laws [2, 17, 18] have been developed 
based on bridging zone model to evaluate the relationship between the fiber bridging stress and the 
crack tip opening displacement (CTOD). FEM cohesive element considering the fiber bridging 
effect was developed based on the bridging zone laws [19, 20].  
 
For fatigue delamination propagation studies on composites, a Paris Law analogous linear log-log 
relationship between the fatigue crack growth rate and the SERR has been established by some 
significant fundamental works [21-26]. Fatigue degradation laws [27-30] based on cohesive 
interface elements and the Paris Law are developed to perform a numerical study and predict the 
fatigue crack growth by FEM programs. However, the Paris Law will become unsuitable for fiber 
bridging cases as the fatigue crack growth rate and threshold significantly affected by the additional 
delamination resistance. Remarkable R-curve effects on the fatigue delamination have been 
observed and analyzed by Hojo et al. [5] for Zanchor-reinforced laminates, Argülles et al. [31] for 
unidirectional laminates with fiber bridging and Shivakumar et al. [32] for woven/braided fiber 
composites. A bridging model was developed specially for fatigue delamination by Gregory and 
Spearing [33], finding that the scatter of crack propagation data was significantly reduced by 
applying the model.  
 
A novel fatigue delamination resistance parameter was introduced by Peng et al. [8, 34, 35] to 
quantitatively evaluate the effect of R-curves on the fatigue delamination growth. Normalized 
fatigue crack growth rate and threshold model taking the ratio of SERR to the fatigue delamination 
resistance as the governing fracture parameter were subsequently developed. Excellent agreement 
with experiments was obtained by applying the models on experimental data from 
carbon/bismaleimide composite laminates. 
 
Based on the normalized fatigue delamination model, the study presented here attempt to develop a 
numerical model to predict the fatigue delamination by interface elements. A tri-linear bridging 
zone model is adopted to simulate the fiber bridging effect. The normalized SERR is taken as the 
damage parameter to introduce fatigue damage by a degradation law. Numerical validation is 
performed by UMAT subroutine in commercial FEM software ABAQUS to show the ability of the 
model. 
 
2. Model Description 
 
2.1. Fatigue delamination growth model 
 
A simple form of Paris Law for composites has developed by Wikins [36] and Singh and 
Greenhalgh [24], shown as: 

 
d

( )
d

pa
A G

N
   (1) 

where da/dN is the propagation rate of delamination, ΔG the total SERR range in a fatigue cycle, A 
and p material constants. 
 
For fiber bridging laminates, a normalized SERR was proposed instead to evaluate the effect of 
R-curve on the fatigue crack growth, express as: 

 max
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where Gcf(a) is the fatigue delamination resistance, defined as the critical energy release rate during 
fatigue crack growth. The normalized Paris Law was thus reformed as: 

 max

d
( ( ))

d
r

a

a
C g a

N
   
 

 (3) 

where C’ and r are the new fatigue constants. 
 
A normalized fatigue threshold parameter could also be proposed based on the fatigue delamination 
resistance, shown as: 

 th
th
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2.2. Calculation of fatigue delamination resistance 
 
The “compliance approach” [35] to obtain the fatigue delamination resistance, Gcf, is briefly 
introduced here. The approach is developed for fiber bridging cases and based on the following 
hypothesis: the delamination resistance of fatigue specimen is equal to the value of corresponding 
static specimen which exhibits the same force–displacement behavior. According to ‘‘compliance 
approach’’, the fatigue delamination resistance at certain crack length, a1, could be determined by 
comparing the normalized compliance of fatigue and static specimens. The procedure was 
summarized in the following equation: 
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 (5) 

where C  is the normalized compliance of specimen, calculated by Eq. (6). ε0 is the critical 
tolerance to consider experimental scatters of the compliance. The subscript “f” and “s” indicate the 
fatigue and static specimens, respectively.  
 

 31
C bh

m
  (6) 

where m is the slope of force-displacement curve of the specimen, b and h the width and half 
thickness, respectively. 
 
2.3. Fiber bridging zone model 
 
The mode I fiber bridging zone model is discussed here, as illustrated in Fig. 1. The SERR for 
double cantilever beam (DCB) specimen could be calculated using the equation below [37]: 

 I

3

2 ( )

Pd F
G

b a h N



 (7) 

where F and N’ are correction factor for large displacements and load-block effect, respectively. χ is 
a correction for crack tip displacement and rotation, which allows for the beam not being perfectly 
built in. Generally, χh value can be obtained experimentally by plotting the cubic root of 
compliance as a function of crack length and determining the intercept on the x-axies [38]. For fiber 
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bridging cases, however, the compliance could be reduced by the bridging fibers, which results in a 
larger wrong value of χ. According to [8], experimental data for the crack length within significant 
bridging zone should be excluded during the fitting procedure to get the correct χ value. 
 

 
Figure 1. Illustration of fiber bridging zone for DCB specimen 

 
A bridging zone model to calculate the bridging stress σb versus the CTOD δ was derived by 
Tamuzs et al. [18]: 

 
*

c b 00
( )dG G


     (8) 

where G0 and Gc indicate the initial and total SERR, respectively. δ* is the crack opening 
displacement at the pre-crack tip. The distribution of bridging stress could thus be experimentally 
determined by differentiating Eq. (8) with respect to δ*. 
 
2.4. Tri-linear interface element model 
 
To simplify the numerical model, the fiber bridging behavior is described by a tri-linear constitutive 
law shown in Fig. 2, although the real function of bridging stress is nonlinear. 
 

 
Figure 2. Illustration of the tri-linear cohesive constitutive law 
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The σ0 and σb0 in Fig. 2 indicate the strength at the start of fracture zone and bridging zone, 
respectively, while δ0 and δb0 indicate the corresponding displacement values. δc is the critical 
displacement for the final failure of the element. δmax is the maximum displacement for the element 
being loaded and σmax is the corresponding stress value. The constitutive relationship could thus be 
expressed as: 
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where k0 = σ0/δ0, presents the initial stiffness. The stiffness of damaged element could thus be 
expressed as: 

 max
d

max
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  (10) 

The calculation of SERR is summarized as follows: 

 
 

max max max 0

0 max max 0 0 0 max b0
max

0 max b0 max b0 b0 max c

T

1
                                   for  

2
1

( )           for   < 
2

1
( )( )    for   < 

2
                                         

G

G

G

   

       

      



  


   

max c      for     









 

 (11) 

where the initial and total critical SERR (G0 and GT) have the expression shown as: 

  0 0 b0 b0 0 0
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2.5. Fatigue degradation law 
 
The damage parameter of tri-linear cohesive element is defined by displacement as follows: 

 max 0

b0 0

d
 
 





 (14) 

From the expression, d has a value from 0 to 1 while the element in fracture zone has a value from 1 
to (δc-δ0)/(δb0-δ0) in bridging zone. This definition implies that the crack tip is at the end of fracture 
zone where d equal to 1, which is in accordance with the linear elastic fracture mechanics. For a 
tri-linear cohesive element, the damage is the sum of three parts: 
 s f bd d d d    (15) 

where the subscript “s”, “f” and “b” indicate quasi-static, fatigue and bridging damage, respectively. 
 
Fig. 3 presents the illustration of the fatigue damage model of the tri-linear cohesive element to 
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simulate fatigue crack growth of DCB specimen. The fatigue damage is activated only in the 
fracture zone, which means the elements in bridging zone will not be degraded under cyclic loading. 
This hypothesis is supported by the experiment which shows that the damage in bridging zone 
under fatigue and static loading is equivalent for mode I delamination. 

 
Figure 3. Damage of elements in fracture and bridging zones 

 
A fatigue damage algorithm developed by Harper and Hallett [27] is used to link the fatigue crack 
growth law with the damage of cohesive elements, shown as: 

 s f,uf

fat

1 d dd a

N L N

  


 
 (16) 

where df and ds are the fatigue and static damage, respectively. df,u is the unwanted fatigue damage 
defined by an equivalent σ-δ response under fatigue loading. By estimating the fracture zone using 
the normalized SERR and assuming the fatigue damage length occupy half of fracture zone, the 
fatigue damage law is given: 

 s f,uf
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cz,f

0

1

0.5

d dd a

N NG
L

G
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where Lcz,f is the fully developed numerical fracture zone length determined by a quasi-static 
analysis [27].  
 
Once the total damage d reaches the value of 1, the fatigue degradation law is suppressed and the 
element enters the bridging zone.  
 

3. Results 
 
3.1. Bridging stress 
 
The quasi-static and fatigue delamination growth law were determined by T700/QY811 
carbon/bismaleimade unidirectional laminates. Details of the specimens and experiments could be 
found in the authors’ previously published papers [1, 8, 35]. 
 
The bridging stress calculated from experimental data by Eq. (8) is presented in Fig. 4. The actual 
nonlinear σb-δ response is translated to the numerical response in dotted line, which ensures the 
total bridging energy are equivalent by making GA = GB.  
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Figure 4. The experimental and numerical response between bridging stress and displacement 

 
3.2. Fatigue crack growth rates and thresholds 
 
The data reduction process of fatigue crack growth rates and thresholds could be found in [8]. The 
results are given in Fig. 5 here by applying the normalized law expressed in Eq. (2) to (4).  

 
Figure 5. Experimentally obtained fatigue crack growth rates and thresholds 

 
3.3. Numerical verification of tri-linear element 
 
The UMAT subroutine in ABAQUS (v6.10) is used to verify the numerical model of tri-linear 
constitutive law. The laminate elastic properties from the tested specimens are as follows: E11 = 130 
GPa, E22 = E33 = 10.4 GPa, G12 = G13 = 6.36 GPa, ν12 = ν13 = 0.3. Interfacial properties to be input 
for the cohesive elements are: G0 = 0.14 N/mm, Gc = 0.82 N/mm, σ0 = 30 MPa, k0 = 1×105 N/mm3. 
Varied bridging stress values from 0.5 to 2.5 are used following the rule in Section 3.1 to see the 
dependence of the model on bridging stresses.  
 
The verification is performed on DCB specimen under quasi-static loading. The result of 
displacement-force relationship is presented in Fig. 6. The oscillations of numerical curves are 
caused by the large element size which was selected considering the computing size.  
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Figure 6. Force displacement response of DCB specimen from experiment and simulation 

 
It is found that the value of bridging stress significantly affects the response of the specimen. Fig. 6 
also implies that the linear law of σb-δ response doesn’t fit the experiments very well. By making 
GA = GB in Fig. 4, the determined σb distribution degrade the cohesive element too fast such as σb = 
2.5 MPa in Fig. 6, or too slow as σb = 0.5 MPa in the figure. 
 
4. Conclusion 
 
The delamination growth behavior of composite laminates with fiber bridging is experimentally and 
numerically studied. A normalized fatigue crack growth rates law and thresholds model is presented 
to introduce the R-curve effect caused by fiber bridging. The cohesive element approach is also 
extended from bilinear constitutive response to a tri-linear response to simulate the delamination 
both in fracture and bridging zone.  
 
The normalized fatigue law is found in accordance with experiments in high degree. The numerical 
model, however, degrades the cohesive element too fast or too slow due to the linear bridging stress 
law adopted. A nonlinear bridging law should be developed to fit the experiment better and a 
numerical verification for fatigue delamination growth will be conducted based on the new bridging 
law. 
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Abstract: This paper analyzes the mechanism of unmoral phenomena that in the HAZ of 8% Ni high 
strength steel, the charpy V toughness at -50℃ in the coarse grain HAZ is higher than that of fine grain HAZ. 
It is caused of different fracture. The former fracture is induced by void growing until impingement-resulting 
coalescence in the CG-specimen, and the latter fracture is caused by forming shear sheets of the secondary 
voids to connect the neighboring primary voids before their impingement. This paper reveals that the critical 
event for cleavage fracture in this high strength steel and weld metals is the propagation of a bainite packet-
sized crack across the packet boundary into contiguous packets and the bainitic packet sizes control the 
impact toughness. The high-angle misorientation boundaries detected in a bainite packet by EBSD form fine 
tear ridges on fracture surfaces. However, they are not the decisive factors controlling the cleavage fracture. 
The effects of Ni content are essential factors for improving the toughness. The extra large cleavage facets 
seriously deteriorate the toughness, which are formed on the interfaces of large columnar crystals growing in 
welding pools with high heat input.   
Keywords  980MPa 8%Ni high strength steel, weld metal, impact toughness, fracture, high-angle 
misorientation boundaries 
 
1. Introduction 

 
Due to its coarse grains and high hardenability, the CGHAZ(CG), which is overheated to a high temperature 
(up to 1350℃) shows a lowest ductility and toughness and limits the performance of welding structure [1]. 
On the contrary the FGHAZ (FG), which is heated to the normalization temperature (850-930℃) and has 
much finer grains, always shows the mechanical properties (including strength, ductitlity and toughness) 
superior than other regions within the HAZ. In the our paper, the abnormal phenomena that the Charpy V 
toughness in simulated CG are higher than those in the simulated FG are investigated with analyzing the 
different ductile fracture micromechanisms in associated microstructures formed by heating to 1320℃ and 
900℃ [2]. With sustained improvement of the properties of high strength steels, the impact toughness has 
reached around 200J at lower temperatures of -50oC for 980MPa grade steels[2]. However the toughness of 
the weld metals with matching strength is appreciably lower than this value. How to increase the toughness 
of weld metal through the modification of the microstructure has been attracting a great attention of welding 
metallurgists.  
The microstructural parameter, which controls the toughness of weld metal may be the grain size, martensite 
or bainite packet size, the size of area with misorientation angle larger than 15o and the brittle second phase 
particle size[3-8]. In this work, we use instrumented Charpy V tester, OM, SEM, TEM, EBSD and FEM 
calculation to identify which one in above microstructural parameters really controls the fracture and the 
toughness of impact Charpy V specimens. In addition, the effects of nickel addition are investigated. 
2. Materials and procedures 
Compositions of an 8% Ni 980MPa grade steel and various weld metals in Table 1 were used. Specimens cut 
in the rolling direction were heated by a heat simulating machine Thermorestor W to preset temperatures: FG 
(900℃), CG (1320℃), 730℃ and 600℃. The simulated heating procedures were designed as those shown in 
Table 2.Double heating simulations were carried out for temperatures (1320℃+1320℃, 1320℃+900℃, 
1320℃+730℃, 900℃+1320℃, 900℃+900℃, and 900℃+730℃). Welding parameters of various welded 
joints are presented in Table 3. 
The microstructures were observed by optical microscope (OP), scanning electron microscope (SEM 6700F) 
and transmission electron microscope (TEM JEOL2001). The grain sizes were measured by linear section 
method. ZEISS ULTRA 55 Field-Emission Scanning Electron Microscope was used to collect EBSD grain 
boundary maps and to define the orientations of microstructural features. Retained austenite films were 
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observed by TEM and identified by selected area diffraction pattern (SADP). Tests were carried out at -50 ℃ 
and room temperature (RT) by universal test machine SHIMACZU AG-10 TA for tensile tests and by 
instrumented impact machine CIEM-30CPC for Charpy V impact tests. The average of toughness values 
measured in three specimens is taken as the test result. Metallographic sections are prepared by griming, 
polishing fracture surface of charpy specimens at -50oC to characterize the microstructural constituents and 
measure the grain and packet sizes just under the fracture surface. General feature and the details of fracture 
facets were observed on the fracture surfaces. The distances Xf from the plastic crack tip to the site of 
cleavage cracking initiation was measured on the fracture surfaces of specimens which were fractured o 
lower temperatures with short fibrous crack extension. The distances Xf is a very important parameter by 
which the local fracture stress σf, fracture strain εpc and the critical stress triaxiality Tc are calculated. The 
nature of crack-initiating particles was characterized. 
Critical event, which controls cleavage fracture, is defined as the stage offering the most difficulty during the 
crack initiation and propagation. The critical event can be revealed by the cracks which retained in the 
fractured specimen. Metallographic sections were prepared by cutting the specimen perpendicularly to the 
notch root for observation of retained cracks in fractured specimens. The lengths of retained cracks are also 
measured by Image software. 

Table 1 Compositions of experimental metals (wt%) 
Sample C S P Cr Ni Si+Mn+Mo+Cu+Nb+V 

BM 0.08 0.002 0.008 0.60 7.58 1.77 
T5-21 0.07 0.005 0.005 0.71 5.74 2.71 
DM4-1 0.07 0.005 0.008 0.70 3.79 2.46 
M100 0.09 0.010 0.006 0.65 6.18 2.82 
T100 0.07 0.004 0.008 0.63 6.36 2.7 

Table 2 Parameters of simulated heat-treat procedures 

E (kJ.cm-1)        tp(s)          Tp(℃)        th(s)        t8/5(s)     t5/3(s)   

20             15             1320            2           10       24 
20             11              900            1           10       24 
20              8              730            1           10       24 
20              7              600            1           10       24 

E:Heat-input, tp:heating time, Tp:peak temperature, th: holding time,  t8/5: the cooling time from 800℃ to 300℃,   
Table 3 Welding method and working condition. 

Welding Method No. Heat Input(KJ/mm) Shielding Gas Arc Current(A) 
TIG T5-21 2.1KJ/mm Ar 300A 

MAG DM4-1 1.6KJ/mm Ar+5%CO2 280A 
MAG M100 1.6KJ/mm Ar+5%CO2 280A 
TIG T100 2.1KJ/mm Ar 300A 

3. Mechanisms of abnormal high impact toughness in simulated welding 
CGHAZ of an 8%Ni high strength steel 

3.1 Comparison of experimental results measured in CG-specimen and FG-specimen 

As seen in Fig. 1, the strengths σy and σb at -50℃ and RT measured in tensile tests of CG-specimen are 
lower than those measured in FG-specimen. The plasticity in terms of ψ  is also higher for FG-specimen. 
These results consist with the microstructures shown in Fig. 2 which show the extreme larger grains in CG-
specimen and middle size grains in FG. This result can be fairly inferred from the Hall-Petch rule. However 
as shown in Fig. 3, the values of impact toughness measured in CG-specimen at RT and -50℃  are 
surprisedly higher than those measured in FG-specimen. Although from Fig. 3 and Fig. 4(a), the maximum 
loads of Charpy V tests measured in FG-specimen are appreciably higher than those that measured in CG-
specimen, yet the load drops much faster with the crack propagation. It means that in the FG-specimen the 
resistance to the crack propagation is lower and at same applied load the deformation then the associated 
strain is lower than that of CG-specimen. These phenomena make the impact toughness, particularly the 
crack propagation energy Ep in Fig.3 being higher for the extreme coarse grain specimen. The reason, why 
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with lower strength and plasticity in tensile test, the CG-specimen exhibits a high resistance to crack 
extension in Charpy V test, is analyzed in following two paragraphs.  
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Fig. 1  Results of tensile tests at RT and at -50℃ 

  
(a) Specimen ,1320℃   (b) Specimen, 900℃ 

   
(c) Specimen ,1320℃            (d) Specimen, 900℃          (e) Specimen, 900℃ 

Fig. 2  Microstructures of simulated CGHAZ and FGHAZ specimen 
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Fig. 3  The results of Charpy V tests at RT and at -50℃
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Fig. 4 Load-displacement plots measured by the instrumented impact machine(a) specimens by single 

heating (b) Comparison of effects of single and double heating 
3.2  Different micro-mechanisms of rupture for CG-specimen and FG-specimen. 
Fig. 5(a) shows the fracture surfaces of Charpy V specimen of CG. It is apparent that the ductile rupture is 
caused by the primary voids, which nucleate, grow until impingement-resulting coalescence and final rupture. 
In this case the rupture obeys the criterion of critical void growth. According to the void growth model of 
Rice and Tracey [7]:  
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The fracture strain εf increases with increasing the critical radius Rc at same stress triaxiality σm/σeq. As 
shown in Fig. 5(a) the critical radius Rc of the primary voids grow to as large as 100μm, close to the size of 
the lath bainite packets. Thus the corresponding fracture strain εf should reach a higher level and provides a 
higher resistance to crack propagation. However for FG-specimen, as shown in Fig. 5(b), the final rupture is 
caused by the shear sheets formed by numerous secondary voids, which connect the primary voids long 
before their impingement. Thus in FG-specimen the final rupture happens at less εf, once it can produce the 
secondary voids to connect the primary voids before they reach to impinge. Thus the primary voids in FG 
grow to much smaller size (Fig.5(b)) than those growing in specimen-CG(Fig. 5(a)). The total plastic strain, 
then the energy spent in fracture is less for the FG-specimen than for the CG-specimen. From Fig. 5, it is 
found that for both CG-specimen and FG-specimen, the primary voids are nucleated by inclusions, which 
leave black holes at the centers of the primary voids. But the original phase, which nucleates numerous small 
secondary voids in FG specimens cannot be identified in the fracture surfaces. Fig. 6 show fracture surfaces 
in same magnification, one for FG specimen (a) and the other for CG specimen (b). In Fig. 6(a) two primary 
voids (1 and 2) of 20-40 μm are connected by small secondary voids and numerous small secondary voids 
distribute on the fracture surface. In Fig. 6(b), two large primary voids (100μm in sizes) coalesce directly. 
Apparent plastic striations are present on void surfaces however on whole vision field no secondary void is 
produced. 
From above analyses, the key point is the production of numerous secondary voids in the FG-specimen at a 
lower plastic strain, while in the CG-specimen only a few of second voids are produced even at the fracture 
strain. By comparing the fracture surfaces (Fig. 5(b) and the microstructures (Fig. 2(a), it is found that the 
sizes of primary voids correspond to the bainite packets (20-30μm) and the secondary voids correspond to 
the bainitic laths. Fig.2 (d) and (e) shows the transmission electron micrographs of FG-specimens. Fig.2 (d) 
shows the lath bainitic without carbide precipitation. The martensite laths with the width in the range of 0.2-
0.4μm is consider to be much more brittle than the bainite laths. It is then inferred that the laths of the 
martensite are broken and nucleate the second voids at a lower level of plastic strain, before the primary 
voids grow to impingement and coalescence.  

   
(a) Specimen ,1320℃ 198J, RT   (b) Specimen, 900℃, 142J, RT 

Fig. 5 Fracture surfaces of Charpy V tested specimen (a) heated to 1320(b) heated to 900 ℃ 

   
(a)                                (b) 

Fig. 6 Fracture surfaces showing the details of rupture (a) by connection of numerous secondary voids in FG 
and (b) by coalescence of large primary voids in CG 

By comparing the fracture surface (Fig. 5 (a) and the microstructure (Fig. 2(a)) of CG specimens, the 
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primary voids correspond to the large bainitic packets. The tiny carbide plates (only 0.01*0.04μm in size) 
precipitated inside the bainite are considered being not able to nucleate small voids. It can be concluded that 
although the grain sizes of CG specimens are extreme large, yet due to the high temperature (1320℃) 
heating, the carbon content is unified in the original austenite grain. After fast cooling the lath bainite 
microstructure keeps uniform in carbon content without local accumulation. The sizes of the carbide 
precipitation plates inside the bainitic lath are very small (only 0.01*0.04μm in size). The carbide plates with 
such tiny size can only be broken and nucleate the voids at a high level of plastic strain, however this high 
plastic strain cannot be reached before the coalescence of the primary voids in a notched Charpy V specimen 
with high stress triaxiality. And just this high stress triaxiality increases the rate of primary void growth.  
3.3  Effects of stress triaxiality on the nucleation and growth of the voids 
Fig. 1 show that both the strengths at -50℃ and RT measured in tensile tests of specimen CG are lower than 
those measured in specimen FG, while the Charpy V toughness is higher. The reason is analyzed as follows 
Fig.7 shows fracture surfaces of CG-specimen (a) and (b) and that of FG-specimen (c) fractured by tensile 
tests at RT. Comparing Fig.5(a) and Fig. 7(a) for CG-specimen, it can be found that: in the impact test, the 
fracture is dominated by primary voids, which grow until impingement-resulting coalescence and final 
rupture, while in the tensile test the final rupture is caused by the secondary voids which connect the 
neighboring primary voids before their impingement. In FG-specimen, the fracture surfaces for both impact 
test (Fig. 5(b)) and tensile test (Fig. 7(b)) show rupture being caused by the shear sheets formed by numerous 
secondary voids which connect the neighboring primary voids long before their impingement. Therefore, the 
phenomena, that the CG-specimen shows the abnormal superior impact toughness, but the inferior tensile 
properties, can be attributed to the change of fracture mechanisms from the primary void-coalescence in the 
notch impact test to the secondary void-connection in the tensile test. In Charpy V tests, the energy, which is 
spent on the fracture by void growing until impingement-resulting coalescence in the CG-specimen is higher 
than that spent in the FG-specimen where the fracture is caused by forming shear sheets of the secondary 
voids to connect the neighboring primary voids before their impingement. However, in tensile tests, both 
CG-specimen and FG-specimen are fractured with the similar mechanism of connection of the primary voids 
by the secondary voids. The tensile properties of the CG-specimen are inferior due to its intrinsic inferiority 
such as large grain size. 
Then the question is why for the CG-specimen, the fracture mechanism is changed from primary void 
coalescence in the Charpy V test to the secondary void connection in the tensile test. It is attributed to the 
difference of the stress triaxialities between these two types of tests. In the Charpy V impact test, because the 
stress triaxiality at the the notch is high, up to 1.6 by FEM calculation, while in the tensile test it varies from 
0.33 to approximate 1.0 from a smooth specimen to a necking one at area reduction of 65 -70%. According 
to formula (2) Ln(Rc/Ro) = 0.283εf(3σm/2 σeq), for the Charpy V specimen with a high stress triaxiality σm/σeq, 
the critical void radius Rc is reached at a lower fracture strain εf, which cannot cause the breaking of the tiny 
carbide plates precipitated inside the bainite laths or cause the breaking of the bainite laths in the CG-
specimen. Therefore no (or only a few) secondary voids are produced in the fracture process (Fig. 6(b)). 
However, in the FG-specimen, the brittle martensite laths are broken at a less strain level and form numerous 
second voids, which connect the insufficiently growing primary voids and make an early fracture and lower 
toughness. In the tensile tests, the stress triaxiality is low and the plastic strain, which can reach is high. Even, 
in the CG-specimen, the secondary voids can be nucleated by the breaking bainitic laths (Fig.2(d)) before the 
impingement of the primary voids. The final fracture is caused also by the connection of insufficiently 
growing primary voids by the second voids (As shown in Fig. 7(a)).   

  
(a)1320℃ heating specimen      (b) 900℃ heating specimen 

Fig. 7 Fracture surfaces of specimens fractured at RT by tensile tests (a) 1320℃, (b) 900℃ 
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4. Relationships between the microstructures and properties  
 

The values of impact toughness measured by the instrumented Charpy V tester at temperature range from  
-196oC to 20oC are plotted in Fig. 8. Corresponded welding parameters and compositions are presented in 
Table 3.The effects on charpy toughness will be analyzed from followed aspects.  
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Fig 8. Charpy V values measured at various temperatures 

From Fig. 8 it is found that the base metal and weld metal can be divided to two group according to the 
toughness measured at -50oC. The first group includes the base metal, T5-21 weld metals which present 
much higher impact toughness at -50oC. The second group includes DM4-1, M100 and T100, which show 
appreciable lower impact toughness. In following, the experimental results are focused to find the factors 
determining the difference of the cryogenic low temperature impact toughness between these two groups in 
the high strength steel and weld metals.  
Fig. 9 displays the general microstructures of base metal and all weld metals. As seen in Fig. 9, the 
microstructure of base metal is the typical tempered lath bainite. The weld metals of T5-21 exhibit a little 
coarser lath bainite, and those of DM4-1 show somewhat appearance of globular bainite with some acicular 
ferrite. The distinct characteristics of weld metals of M100 and T100 are the black trips which are considered 
to be traces of segregation on the boundaries of columnar crystals growing in the weld pools. However, the 
remarked difference in impact toughness of metals cannot be simply attributed to the difference of these 
microstructures.  Followed several aspects will be analyzed. 

   
Base metal         T5-21                  DM4-1 

  
M100                 T100 

Fig 9. The microstructures of base metal and all weld metals 
4.1 critical event 
The critical event is the most difficult step in the crack nucleation and propagation process, which controls 
the cleavage fracture. The main methodology for identifying the critical event was suggested by the present 
author [9]. Fig. 10 shows the cracks retained in base metal and weld metal in Charpy V specimens fractured 
at -196oC. The lengths of retained cracks and the lengths of packets measured by random events are plotted 
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in right side figures. From Fig.10 in the metallographic sections of the fractured specimens, the cracks 
stopped at the packet boundaries, thus retained cracks were constrained in the bainitic packets in the Base 
metal, DM4-1, M100 and T100. And there is a consistent relationship between the lengths of the retained 
cracks and the sizes of the bainitic packets. Based on these experimental observations, the critical events for 
cleavage fracture in base metal and the weld metals are identified as the propagation of a packet-sized crack 
across the packet boundary into contiguous packets. 
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(e)                                   (f)                                  (g)                                  (h) 
Fig 10. The cracks retained in base metal and weld metal in Charpy V specimens fractured at -196oC and the 
lengths of retained cracks and bainitic packets randomly measured by random event in (a) (b) base metal (c) 

(d) DM4-1(e) (f) T100 (g) (h) M100 
4.2 Critical micro-parameters 
Through the FEM calculation, the values of σf, εpc and Tc for base metal and weld metal DM4-1, T100 and 
M100 are obtained and listed in Table 3. The corresponding impact toughness measured at -196oC are listed 
in the Table 4. As seen in the Table 3 the local fracture stress σf measured in base metal are much higher than 
those measured in the weld metal DM4-1, T100 and M100. This is corresponded with the values of impact 
toughness listed in the Table 3. Table 4 lists the effective surface energy γp calculated from the σf and the area 
of the cleavage facet observed in front of the crack initiation site by equation. The areas of the cleavage 
facets observed in front of the crack initiation sites listed in Table 4 are in the order consistent with the order 
of packets’ sizes in Fig. 12 and the calculated values of γp are reasonable.  

Table 3 Results of calculation of σf, εpc, Tc 
 T 

(℃) 
Py 

(KN)
Pm 

(KN) 
σyd 

(MPa) 
E-

196(J)
SCL
(μm)

Xf 
(μm)

σf 
(MPa)

εpc Tc 

MC -196 26.476 31.521 1236.93 44.2 600 251 2705 0.0242 1.33 
DM4-1 -196 26.47 10 1236.80 5.9 0 289 1591 0 0.95 
T100 -196 24.03 16.975 1158.19 20.0 275 469 1988 0.00137 1.045
M100 -196 24.79 6.57 1122.73 3.9 10 110 1581 0.00148 0.75 

T ;test temperature，Py: impact yield load，Pm: impact maximum load，σyd: impact yield strength，SZW: 
width of stretch zone， Xf: distance from the crack initiation site to the plastic crack tip，σf: local fracture 
stress，εpc: fracture strain，TC: critical stress triaxiality 

apEf )1/( 2υγπσ −=   (for a penny-shaped crack) 
Table 4 Effective surface energy calculated from σf and the cleavage facet area 

  σf E ν a C0 γp  
MC 2705 200000 0.3 22 0.43 233.26

DM4-1 1591 200000 0.3 39.7 0.73 145.62
T100 1988 200000 0.3 40 0.33 229.07
M100 1581 200000 0.3 37.7 0.45 136.55
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σf: Local fracture stress, E: Young’s modulus, ν: Poisson’s ratio, a: cleavage facet area, Co: size of second phase 
particle, γp: effective surface energy  
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Fig 12. The grain and packet sizes measured in successive events 

4.3 Effects of high degree misorientation boundaries 
As stated in the introduction, Ref. [7] revealed that bainitic packet size measured by EBSD is identified as 
the microstructural unit controlling crack propagation in a cleavage fracture. Fig. 13 displays the higher 
degree misorientation boundaries depicted by EBSD for base metal and weld metals. From Fig.13, the 
fraction of area contained by the higher degree misorientation boundaries for the base metal is the smallest 
among all microstructures. Fig. 14 exhibits the histograms of the degrees of grain or packet boundaries.  
In this study, as seen in Fig. 13, the sizes of the areas contained by the high misorientation degree boundaries 
are appreciably smaller than the sizes of the bainitic packets, however, in Fig. 10, the retained cracks are 
stopped by the packet boundaries, rather than by the high misorientation degree boundaries in a packet. Thus, 
the cleavage fracture is controlled by the bainitic packet rather than by the area contained by the high 
misorientation degree boundaries. In addition as shown in Fig. 13 and Fig. 14, there are not appreciable 
differences of the densities of high degree misorientation boundaries revealed by EBSD for T5-21and DM4-
1 metals. To be surprised, the density of high degree misorientation boundaries in base metal is appreciably 
lower than that of weld metals. Therefore the superior impact toughness of base metal and T5-21 at -50oC 
cannot be attributed to the difference of the density of high degree misorientation boundaries. 

     
(a)Base metal                                                       (b)T5-21 

    
(c)DM4-1                                                       (d)M100 

Fig 13. The higher degree misorientation boundaries depicted by EBSD for (a) base metal and weld metals (b) 
T5-21 (c) DM4-1 (d) M100 weld metals 
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Fig 14. Histograms of the degrees of grain or packet boundaries of (a)base metal (b) T5-21 (c) DM4-1  
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As shown in Fig. 13 there is not appreciate differences of the densities of high degree misorientation 
boundaries revealed by EBSD for T5-21 and DM4-1 metals. To be surprised, the density of high degree 
misorientation boundaries in base metal is appreciably lower than those of weld metals. 
In followed Fig. 15, by comparing the high misorientation degree boundaries and the fine tear ridges in the 
cleavage facets, it seems that the latter is produced by the former. Thus, in this study, the resistance to the 
cleavage cracking is mainly provided by the packet boundary, and the high misorientation degree boundaries 
offers some resistance and produce the fine tear ridges in the cleavage facets.  
4.4 Decisive microstructural constituents 
Based on the above discussions, it is concluded that the decisive microstructural feature which determines 
the impact toughness in the notched bar is the bainite packet rather than the region contained by the high 
misorientation degree boundaries. The bainite boundary provides the main resistance and makes the 
propagation of a packet-sized crack across the boundary the critical event for the cleavage fracture. The 
packet size specifies the critical cleavage facet and the local fracture stress σf. The reason why the values of 
impact toughness measured at -50oC for base metal, and T5-21 are generally higher than those measured for 
DM4-1, T100 and M100 is attributed to that the size of the bainitic packet of the former group is finer than 
that of the latter group. Fig. 16 shows a typical comparison between the packet sizes of the DM4-1 weld 
metal and the T5-21 weld metal. It is apparently that the sizes of packets in T5-21 are appreciably smaller 
than that in DM4-1 weld metal. The general comparison of the grain or the packet sizes is summarized in Fig. 
12. As the lengths of the critical events corresponding to the sizes of packets of the first group of the base 
metal and T5-21 are smaller than that of the second group of DM4-1, T100 and M100. This is the reason 
why the impact toughness of the metals of the first group is superior to that of the metals of the second group.  

   
 
 
4.5 Effects of nickel addition 
As indicated in the introduction, Ref.[8] revealed that regardless of packet size and yield strength, the 
addition of nickel gave rise to a decrease in Charpy V impact transition temperature of about 20oC per 
percent nickel. He attributed this effect to increasing the cleavage fracture resistance [8]. In this work at first 
the metals were divided to two groups: the first group including MC and T5-21 which presents superior 
impact toughness and the second group including DM4-1 which presents inferior toughness. From the 
composition point of view, the only appreciable distinction in alloy content is the difference in Ni contents: 
around 6-7% Ni for the first group and lower than 4%Ni for the second group. The effects of Ni addition 
were focused. Table 5 compares the relative parameters between the two groups. As seen in Table 5, the grain 
sizes of weld metals with higher Ni contents are finer. Besides the fine grain/packet sizes in the metals of the 
higher Ni content group, the fine bainitic laths and the higher fractions of the M-A constituent were observed. 
Because in steels with higher Ni content the flaks of the M-A constituent were found to be rich of austenite 
and have high plasticity[10], both fine bainitic laths and Ni-rich M-A flakes causes denser higher 
misorientation boundaries and higher resistance by the appearance of fine tear ridges on the fracture surface. 
The effect of Ni addition is considered to be decisive in the difference of impact toughness between these 
two groups. The mechanism of the improvement needs to be investigated in future. 

Table 5 Parameters relevant to Ni content and toughness ( drawn from Table 5) 
No. E-50

o
C 

(J) 
Nickel

(%) 
Average 

grain 
size(μm) 

Width of 
Bainite 

lath(nm) 

Average width of 
Bainite lath (nm) 

Area fraction
of M-A(%) 

MC 177 7.58 20 20-80 34 58 
T5-21 163 5.74 30 65-186 113 39 

DM4-1 24.5 3.79 60 180-850 428 26 

Fig 15. Comparing the high misorientation degree 
boundaries and the fine tear ridges on the fracture surface 

(a)                                     (b) 
Fig 16. Sizes of packets in (a)DM4-1 (b) T5-21
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4.6 Effect of welding process 
Table 6 lists the values of Charpy V impact toughness and relevant parameters measured at -50oC for weld 
metals of T100 and T5-21. 

Table 6 Parameters relevant to Ni content and toughness 
No. E-50

o
C 

(J) 
Nickel 

(%) 
Average grain 

size(μm) 
Width of 

Bainite lath(nm)
Average value 

(nm) 
Area fraction
of M-A(%) 

T5-21 163 5.74 30 65-186 113 39 
T100 61.2 6.36 60 59-578 151 26 

As listed in Table 6, while the Ni content of 6.36% in T100 weld metal is comparable with that of 5.74% in 
T5-21. However, the impact toughness of 61.2J of the former is much less than that of 163J in the latter. In 
addition, the grain sizes and the width of bainitic laths of T100 are larger than that of T5-21, the area fraction 
of M-A flakes is less for T100 than for T5-21. The reason which causes the inferior toughness and the factors 
deteriorating the toughness is attributed to the welding process. Fig. 17 displays the fracture surface (a) and 
the macrostructure (b and c) of the weld metal T100. From Fig. 17 it is evident that the coarse directional 
columnar grains exhibited in Fig. 17 (c) produce the coarse embossing fracture strips shown in Fig.17 (a) 
which cause the inferior toughness of weld metal T100. Table 7 lists the metallographic parameters measured 
in T100 and T5-21 weld metal which shows that the width of the weld of T100 is appreciably larger than that 
of T5-21. It is considered to be welded by horizontal weaving of the welding torch. This procedure produces 
high heat input at same welding current and causes larger columnar grains and segregation of impurities on 
the boundaries of the crystalline cells as shown in Fig. 17(b) and (c). Therefore, regardless of the higher 
nickel content the large columnar grains with impurity segregating boundaries make the impact toughness of 
the T100 weld metal inferior. The similar phenomenon was observed in the case of M100.  

     
                 (a)                                   (b)                                                    (c) 

Fig 17. The fracture surface (a) and the macrostructure (b and c) of the weld metal T100 
Table 11 Metallographic parameters measured in T100 and T5-21 weld metal 

Weld metal Weld Width 
 (mm) 

Weld depth 
 (mm) 

Columnar grain width 
(mm) 

Sizes of fine grain 
(mm) 

T5-21 15.9 7.4 0.29 0.11 
T100 20 7.6 0.41 0.45 
M100 14.3 8.5 0.47 0.16 
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Abstract: Description of crack initiation and crack growth is a principal aim of numerical simulations in 
fracture mechanics. In this work, we have established a non-local damage model based on the fracture 
mechanics for brittle materials. This non-local model associates the classical failure criteria for non-cracked 
materials and the Griffith criterion for cracked materials throughout a non-local approach. Consequently, this 
model can be used to predict the crack initiation as well as the crack growth. The maximal principal stress 
criterion was considered in the proposed non-local framework. It was shown that after the non-local 
treatment, the classical failure criteria can be used in the prediction of crack initiation and crack growth with 
different failure mechanisms. By using the proposed model, we carried out several numerical simulations on 
different specimens in order to assess the fracture process in brittle materials. From these studies, we can 
conclude that the present model can be used to deal with crack initiation and crack growth in brittle materials 
with high accuracy and efficiency. 
 
Keywords:  fracture, crack, damage, non-local model 
 
1. Introduction 
 
The fracture prediction of structures made of brittle materials is an important issue in engineering 
designs. In real structures, the failures are often initiated from a few geometrical weaknesses near 
which stress concentrations are formed. The stress concentrations are of many types and different 
levels. The failure prediction for all these stress concentrations is an essential research topic for 
scientists and engineers. However, it seems that fractures can be accurately predicted only for few 
types of stress states as so far. For brittle materials, failure criteria for two simple situations are 
commonly accepted: 
1: Under uniform uniaxial tension, fracture occurs when the maximum tensile stress reaches the 
ultimate stress of the material: 

cσσ ≥  (1) 

2: For solids including a macrocrack, the crack grows when the Griffith criterion is fulfilled: 

cGG ≥  (2) 

where G and Gc are respectively the energy release rate and its critical fracture value. 
Unfortunately, these criteria have to be used separately: one for damage initiation and another for 
crack growth. In the cases when the stress distribution is not uniform but does not present a crack 
singularity, these criteria are no longer sufficient to describe accurate fracture conditions. Many 
factors such like stress gradient, multi-axial stress state or structure size may influence the material 
strength. With the aim of unifying these criteria in a single damage model and extending them to 
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more general cases, numerous fracture and damage models were proposed in the literature.  
 
When the stress concentration presents a singularity weaker than the crack one, such a singularity 
can be found in the cases of sharp notches, interface cracking or cracks in ductile materials, criteria 
based on finite fracture mechanics were developed and reported in the literature. In simple words, 
these criteria are kinds of combinations of (1) and (2). [1-5]. Another class of fracture criteria was 
issued from the so-called cohesive models [6-10]. In all these criteria and models, one can 
distinguish a length scale parameter, such as the critical distance from the crack tip in finite fracture 
mechanics or the maximum separation distance in cohesive models.  
 
The finite fracture concept can also be found in damage analyses. A wide variety of damage models 
have been proposed on the basis of continuum damage mechanics by introducing a length parameter 
[11-15]. The nonlocal models in a continuum damage setting, the gradient theory based damage 
models, the damage gradient models are some of the principal advances in this direction.    
 
In this work, we have constructed a damage model by associating the maximal stress criterion with 
a non-local formalism. Moreover, equivalence has been illustrated between this non-local model 
and the Griffith-Irwin fracture criterion for crack propagation. Using the established non-local 
damage model, we carried out detailed numerical simulations on different specimens in order to 
study the efficiency and accuracy of the present approach. The numerical results show that the 
proposed damage model is capable to simulate the crack initiation as well as the crack growth in 
brittle composites with highly realistic description.  
 
2: Non-local damage model 
 
Numerous continuous damage models exist in the literature. In this work, we will use a simple 
failure criterion for brittle materials, i.e. the instantaneous damage model on the basis of the 
maximum stress criterion, namely: 

⎩
⎨
⎧

≥
<

=
c

cD
σσ
σσ

1

1

1
0

 
(3)  

where 1σ is the maximal principal stress and cσ is the ultimate tensile stress of the material. It is 

clear that other more elaborate damage evolution laws exist and may be more efficient and 
physically more realistic for this class of materials. In the present work, (3) is adopted for 
simplicity. 
 
Even though this strength criterion is commonly used in failure assessment of a non-cracked 
structure, however, it is not suitable to describe fracture due to cracks because of the stress 
singularity near the crack tips. In order to overcome this shortcoming, various methods have been 
proposed. Among these, the so-called non-local approaches are widely used. The basic idea of this 

approach consists in replacing the local damage driving force, i.e. 1σ  in the present case, by its 
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weighted average over a representative volume V [11]: 

( )
( )

( )∫∫
−

−
=

V
V

d
d

yyyx
yyx

x )(1~
11 σα

α
σ  (4) 

In Equation (4), α(x- y) is a space weighting function which describes the mutual non-local 
interactions and depends only on the distance between the source point x and the receiver point y. 
By simplicity, we write: 

( )
⎪⎩

⎪
⎨
⎧

≤−

>
= Rr

R
r

Rr
r 1

0
α  (5) 

where yx −=r ; R is the radius of non-local action which defines the size of interaction zone for 

failure processes.  
 
By means of the non-local principal stress, the damage model (3) can be rewritten as follows: 

⎩
⎨
⎧

≥
<

=
c

cD
σσ
σσ

1

1
~1

~0
 (6) 

 
3: Connection to the Griffith-Irwin criterion 
 
In this section, we will prove that the non-local damage model (6) can be connected to the 
Griffith-Irwin criterion and therefore, can be used to predict crack growth. Consider a mode-I 
loaded macro-crack. According to the Williams asymptotic solution [16], the near-tip first principal 
stress is modulated by the stress intensity factor KI as follows: 

( )
2

sin
2
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2

,1
θθ

π
θσ ⎟
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⎜
⎝
⎛ +=

r
Kr I  (7) 

Due to the symmetry, the maximal non-local principal stress is located at a point on the crack axis 

near the crack tip: 0,0 == θrr . Therefore, from (4), (5), and (7): 
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On the one hand, if we assume that ( )01
~ rσ  is the maximal value of ( )θσ ,~

1 r  near the crack tip, the 

element at the crack-tip is damaged when ( ) cr σσ =01
~  according to the damage criterion (6). On 

the other hand, from the Griffith criterion of fracture, the crack grows when the energy release rate 

G attains its critical value cG . For mode-I cracks, this criterion is equivalent to the Irwin criterion 

IcI KK ≥ , where IcK  is the critical stress intensity factor. Therefore, the parameters R and 0r  
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can be found by resolving the following equation: 
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By using the non-local scheme (4) and with R calculated from Equation (9), the damage model (6) 

can directly be used to predict the crack growth. To this end, we just need to find the point ( )00 ,θr  

near the crack tip where the non-local principal stress is maximal: when the non-local stress attaints 

the material strength, the crack grows to the point ( )00 ,θr  according to the Griffith-Irwin criterion.   

 
The above-mentioned damage model was implemented into a Fast Fourier Transfer (FFT) code. The 
iterative method on the basis of FFT was originally proposed by for homogenizing linear and 
nonlinear composites [17]. The FFT-based formulation for a periodic heterogeneous cell with 
damage was developed according to the original FFT scheme [18]. Since an element in a structure 
is linearly elastic before its complete damage, the method of crack propagation evaluation used in 
this work is very similar to that adopted in linear fracture mechanics: An elastic calculation is first 
carried out for a cracked structure, and then crack progression and the corresponding remote load 
are determined according to the damage criterion (6). This procedure is then repeated after each 
small crack progression in the structure 
 
4: Numerical examples and discussion 
 
In this section, we will carry out a series of numerical calculations in order to assess the 
performance of the present fracture model in predicting the crack evolution in brittle and 
quasi-brittle materials.  First, we will verify its accuracy in predicting crack growth with a cell 
containing a central crack under pure mode-I loading. Then cells with more complicated 
microstructure will be considered in order to evaluate its efficiency and potentiality. 
 
4.1: Cells with a central crack 
 
The first numerical example is a plane stress plate containing a central crack. In the numerical 
simulations, the dimension of the plate is 2h×2h =10×10mm2 with a central crack of different sizes, 
namely a = 0, 0.1, 0.3, 0.5, 1, 2, 3 and 4mm, here a = 0 represents a non-cracked plate. The stress 
intensity factors of such cracks can be found in any handbook of stress intensity factors.  The 
mechanical properties of the material are: Young’s modulus E = 3000 MPa, Poisson’s ratio ν = 0.3, 

the ultimate stress σc = 72MPa, the critical stress intensity factor mmMPa36=IcK , the non-local 

action radius R=0.105mm and the radius of the damaged zone rd=0.05mm. In order to investigate 
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the influence of the resolution finesse on the numerical results, the cell was discretized using 
different grids of regularly spaced Fourier points. The resolutions used for discretization are 
100×100, 200×200, 400×400 and 600×600 pixels. The pure mode-I load is prescribed by imposing 

an average strain { }122211 EEE=E  { }03.0111 −= E .  

0
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Figure 1:  Normalized stress intensity factor IcI KK and normalized remote stresses cσσ ∞ as 

function of normalized semi-crack length Ra  for mode-I loaded cracks at fracture 
 
We first calculated the remote tensile loads ∞σ  for crack growth according to the damage criterion 
(7). The calculations were carried out for different crack length and with different discretization 
resolutions. The results of these calculations are reported in Figure 1. In this figure, the stress 

intensity factors are normalized by the critical value IcK  ; the remote stresses are normalized by the 

ultimate stress cσ of the material and the crack length is normalized by the non-local action radius 

R. From this figure, several remarks can be made: 
1. When the crack is sufficiently long with respect to the non-local radius R ( Ra 3> ), the 

stress intensity factors evaluated from the present non-local damage model for crack growth 
equal correctly the critical stress intensity factor of the material. This result confirms that the 

proposed damage model is equivalent to the criterion IcI KK ≥  for mode-I cracks; 

2. When the FFT discretization is sufficiently fine, the proposed damage model is independent 
of the FFT grid resolution.  

3. The remote stress at fracture tends to the ultimate stress of material as the crack length tends 
to zero. In this case, the proposed crack growth criterion degenerates to the maximum stress 
criterion for non-singular stresses. 

 
4.2: Cracking in concrete 
 
The second example deals with a recurrent problem in concrete mechanics. The concrete is often 
modeled by a 3-phase particle composite where stiff and strong aggregate particles are embedded in 
a weaker and softer cement matrix. A third phase exists between these two phases, namely a thin 
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zone enveloping the aggregate particles. This thin zone of extremely weak material is the interfacial 
transition zone (ITZ). In the composite either the ITZ phase or the matrix phase may percolate. In 
the literature, the fracture of such a system is usually studied by means of lattice models constructed 
of bar or beam network [19-21]. 
 
In this example, a basic cell of 90×90mm² was discretized by a 600×600 FTT grid. The circular 
particles of diameters varying from 2 to 12mm were arbitrarily distributed in the cell. The thickness 
of the ITZ was chosen as 0.3mm. This thickness includes at least 2 pixels with the used grid. The 
density of the particles and ITZ attains 20% in volume. Following material constants were used in 

the simulations: =)(matrix
cσ 10MPa; =)( ITZ

cσ 5MPa; ∞=)( particle
cσ for ultimate stresses; =)(matrixE  

20000MPa; =)( ITZE 30000MPa; =)( particleE 40000MPa for Young’s moduli 

and mmK matrix
Ic MPa20)( = , mmK ITZ

Ic MPa10)( = and ∞=)( particle
IcK for critical stress intensity 

factors. A traction load { }03.0111 −= EE  is prescribed on the cell. By resolving Equation (9), 

we obtained the non-local action radius R=1.5mm. The radius of the damaged spot is taken as 
rd=0.5mm. As this spot can cover both matrix and ITZ, in practice, we take precautions such that 
the broken zone contains only points in the matrix or only points in the ITZ according to the 
location of the maximal non-local principal stress.   
  
The results of the numerical simulations are presented in Figures 2. Figure 2a shows a basic cell 
with matrix in gray, particles in black and ITZ in white. Global response on average stress-strain is 
plotted in Figure 2d. Here the average stresses are normalized by the ultimate stress of the matrix. 
The average stress-strain curve of the cell clearly shows a quasi-brittle behavior that is inherent to 
concrete. The crack growth pattern at load peak is illustrated in Figure 2b. From this figure, we can 
observe that the pre-peak micro-cracking essentially occurs in the ITZ, which are the weakest phase 
confined to the outer rim of the stiff aggregates. This damage stage constitutes the entire hardening 
phase of the global response. After the peak, the cracks enter into the matrix. The crack growth 
pattern at the end of load is shown in Figure 2c. At this stage, the bridging between different 
damaged ITZs leads to rapid stiffness decrease of the cell. These results agree with those obtained 
in the literature using lattice analysis [19-21]. 

 
(a)           (b) 
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(c)           (d) 

Figure 2:  Concrete plate containing unbreakable particles enveloped by ITZ (a), crack patterns at 
peak of the loading (b), at the end of the loading and global response (d) of the concrete plate 

 
4.3: Fracture in laminate composites 
 
Let’s consider a plane strain composite laminate cell of dimension 20×18.2 mm² formed by 3 
phases: matrix, fibres and interfaces. The thicknesses of these layers are: 0.625mm for matrix, 
0.625mm for fibres and 0.025mm for interphases. The entire cell was divided into pixels by a 
400×728 Fourier grid. Each layer of the composite is assumed to be linearly elastic and isotropic. 
The material parameters of each component are listed in Table 1: 
 

Table 1: Material constants of the components 
 E (MPa) ν σc (MPa) KIc (MPa√mm) R (mm) 
Matrix (epoxy) 5100 0.35 100 50 or 200 0.105 or 1.486 
Fibre (carbon) 210000 0.27 1400 700 0.105 

Interphase 10451 0.3483 40 or 60 20 or 30 0.2906 
 
The external loads can be applied by imposing average stresses Σ11 > 0, Σ22 = Σ12 =0 or average 
strains E11 > 0, E22 = E12 =0. The FFT simulations were carried out step by step with small crack 
growth (about 0.1mm) at each step until the full failure of the cell. We present hereafter a FFT 
simulation with a reference configuration, i.e., the basic cell subjected to a uniaxial tension by 
imposing average stresses Σ11 > 0 and Σ22 = Σ12 = 0 as remote loads. 
 
Figure 3a illustrates the global response, i.e., the E11−Σ11 curve of the cell during the loading. 
Figures 3b, shows the fracture patterns of the cell at the end of the failure process. With the aid of 
these figures, we can describe the fracture process of the composite as follows:  
 

1. Under uniaxial tension, the global response of the composite laminate presents a saw-tooth 
snap-back feature. Each tooth represents the crack growth though a fibre layer;  
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2. When a short crack grows in a layer of matrix and meets a fibre, a high level load is needed 
to overcome this energy barrier. It first deviates a little into the interface or in the matrix 
before entering in the fibre; 

3. When the crack grows in a layer of fibre and meets the matrix, it deviates slightly in the 
matrix before penetrating into the matrix. As the matrix strength is much lower than that of 
the fibre, the remote load drops significantly;   

4. As the transversal main crack grows and becomes longer, the length of its deviations into the 
interfaces increases when it meets a fibre; 

5. We can remark that the interface debonding acts as a crack arrestor as described in previous 
studies [3]. When the crack propagates in an interface, the crack tip mode mixity varies from 
mode I toward mode II. Its growth requires more and more energy according to the interface 
fracture criterion (Equation 15); 

 
As a result of the interface debonding, the final fracture surfaces take a stair form as observed in 
previous experimental studies [22-23]. 
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Figure 3: Global response (a) and fracture patterns at the beginning (b), the middle (c) and the end 
(d) of the failure process of the basic cell under uniaxial tension 

 
5: Discussions and concluding remarks 
 
In this work, we have established a non-local fracture model and resolved it by using the Fast 
Fourier Transforms (FFT). The maximal stress criterion was adapted by means of the non-local 
concept in order to describe the fracture in brittle and quasi-brittle materials. The non-local model 
enables the predicted damage to be independent of the grid size. Moreover, the proposed model is 
equivalent to the Griffith-Irwin criterion when a macro-crack is formed. Consequently, the proposed 
fracture model is capable to predict crack initiation as well as crack growth. Comparisons with 
analytical results on pure mode-I cracks show that the proposed approach is highly efficient and 
accurate. 
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Through the examples above-presented, we can confirm that the proposed non-local crack growth 
models are highly accurate and efficient for the prediction of crack onset and crack propagation. 
Fracture in complicated microstructures can easily be simulated. Another notable advantage of the 
present method is its capacity to evaluate multiple crack growth as it doesn’t require the calculation 
of the energy release rate at each crack tip. The theoretical concept of the proposed non-local 
fracture criterion is clear and simple. The numerical model is robust, easy to apply to different 
engineering structures subjected to thermal shock. 
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Abstract  In the last years, the role played by graphite nodules was deeply investigated by means of  
tensile and fatigue tests, performing scanning electron microscope (SEM) observations of specimens lateral 
surfaces during the tests (“in situ” tests). According to the experimental results, it is evident that graphite 
nodules damaging micromechanisms can’t be merely classified as matrix nodule debonding, but depend on 
different parameters (e.g., loading conditions and matrix microstructure). In this work, the influence of 
microstructure and loading conditions on fatigue crack propagation resistance in DCIs is discussed. On the 
basis of experimental results, the applicability of ASTM E399 standard on the characterization of fatigue 
crack propagation resistance in ferritic-pearlitic DCIs is critically analyzed, mainly focusing the stress 
intensity factor amplitude role. 
 
Keywords  Fatigue crack propagation; Ductile cast irons; Damaging micromechanism; Stress intensity 
factor. 
 
1. Introduction 
 
In 1943, during the American Foundry Society (AFS) convention, J. W. Bolton made the following 
statements: Your indulgence is requested to permit the posing of one question. Will real control of 
graphite shape be realized in gray iron? Visualize a material, possessing (as-cast) graphite flakes 
or groupings resembling those of malleable iron instead of elongated flakes [1]. A few weeks later, 
in the International Nickel Company Research Laboratory, an addition of magnesium (as a 
copper-magnesium alloy) allowed to obtain nearly perfect spheres of graphite and, consequently, 
the first ductile cast iron (DCI), also known as nodular cast iron [2]. In 1948, always in the AFS 
Convention, the production of spherical graphite in iron by the addition of small amounts of cerium 
was announced by Henton Morrogh of the British Cast Iron Research Association. The first 
advantage of this production technique is evident: no high temperature/long duration heat 
treatments are necessary to obtain the desired shape of graphite elements (nodules), with a 
consequent strong cost reduction and really interesting mechanical properties: DCIs are able to 
combine the good castability of gray irons and the toughness of steels! In the last decades, different 
chemical compositions and heat treatments have been optimized in order to control the matrix 
microstructure and obtain different combinations of mechanical properties. Nowadays, DCIs are 
mainly used in the form of ductile iron pipes (for transportation of raw and tap water, sewage, 
slurries and process chemicals), but they are also widely used in safety related components for 
automotive applications (gears, bushings, suspension, brakes, steering, crankshafts) and in more 
critical applications as containers for storage and transportation of nuclear wastes. Matrix controls 
mechanical properties and matrix names are used to designate spheroidal cast iron types [3-5]. 
Ferritic DCI are characterized by good ductility and a tensile strength that is equivalent to a low 
carbon steel. Pearlitic DCIs show high strength, good wear resistance and moderate ductility. 
Ferritic–pearlitic grades properties are intermediate between ferritic and pearlitic ones. Martensitic 
ductile irons show very high strength, but low levels of toughness and ductility. Bainitic grades are 
characterized by a high hardness. Austenitic ductile irons show good corrosion resistance, good 
strength and dimensional stability at high temperature. Austempered grades show a very high wear 
resistance and fatigue strength. 
Focusing the graphite nodules, Magnesium is the most common spheroidizing element used in the 
DCIs production: other elements like Si, Ca and rare earths are commonly added to reduce the 
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reaction violence and to promote graphite nodulizing, controlling the effect of impurities on nodules 
morphology and the matrix microstructure [6]. Different graphite elements nucleation theories are 
proposed in literature, mainly based on “heterogeneous mechanisms” (e.g. gas bubble theory, 
graphite theory, silicon carbide theory etc.) [7], and also different graphite nodules growth 
mechanisms are proposed [8]. The results obtained by other authors [9-11] by means of 
nanoindentation tests and by means of Micro Raman Spectroscopy and Electron Probe 
Microanalysis confirms the presence of a substructure in graphite nodules and of a gradient of 
mechanical properties, with cementite plates/particles that are trapped in and around the spherulite 
and multicomponent particles of Mg, Fe, S, C, etc. that are trapped in the spherulite or accumulate 
on the edges of the spherulite upon solidification. It is worth to note that, although the graphite 
tensile resistance is not negligible if compared to ferrite, it is its compression strength is absolutely 
not negligible, with compression resistance values that can be even 200 MPa [12, 13]. 
Fatigue crack propagation resistance in DCI is usually investigated according to ASTM E647 [14], 
analyzing the evolution of the crack growth rate (da/dN) with the increase of the stress intensity 
factor amplitude (ΔK), [15-19]. Considering that DCIs are characterized by a substantially 
composite microstructure, with graphite nodules that are a consistent volume fraction (usually about 
10-15 %), the material homogeneity condition can be considered as critical in order to apply Linear 
Elastic Fracture Mechanics principles, and use the stress intensity factor range (ΔK) in order to 
characterize the stress conditions at the crack tip. In this work the fatigue crack propagation 
resistance of a three different ferritic-pearlitic DCI has been re-analyzed [19, 20]. 

 
2. DCIs fatigue crack propagation: Materials and tests results analysis 
 
The investigated ferritic-pearlitic DCIs were obtained by means of chemical composition control: as 
a results, investigated matrix microstructures ranged from a completely ferritic DCI up to a 
completely pearlitic one (Figures 1-3). Chemical compositions and phases volume fractions are in 
Tab. 1-3.  
 

 
Figure 1. DCI EN GJS350-22 
microstructure (100% ferrite). 

Figure 2. DCI EN GJS500-7 
microstructure (50% ferrite – 50% 
pearlite). 

Figure 3. DCI EN GJS700-2 
microstructure (100% pearlite). 

 
Table 1. DCI EN GJS350-22 chemical composition (100% ferrite). 

C Si Mn S P Cu Cr Mg Sn 
3.66 2.72 0.18 0.013 0.021 0.022 0.028 0.043 0.010 

 
Table 2. DCI EN GJS500-7 chemical composition (50% ferrite – 50% pearlite). 

C Si Mn S P Cu Cr Mg Sn 
3.65 2.72 0.18 0.010 0.03 - 0.05 0.055 0.035 

 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-3- 
 

Table 3. DCI EN GJS700-2 chemical composition (100% pearlite). 
C Si Mn S P Cu Mo Ni Cr Mg Sn 

3.59 2.65 0.19 0.012 0.028 0.04 0.004 0.029 0.061 0.060 0.098 
 
Fatigue crack propagation tests were performed in laboratory conditions according to ASTM E647 
standard [14], using 10 mm thick CT (Compact Type) specimens and considering three different 
stress ratio values (e.g. R=Pmin/Pmax = 0.1; 0.5; 0.75). Tests were performed using a computer 
controlled servohydraulic machine in constant load amplitude conditions, considering a 20 Hz 
loading frequency, a sinusoidal loading waveform. Crack length measurements were performed by 
means of a compliance method using a double cantilever mouth gage and controlled using an optical 
microscope (x40).  
In order to investigate the fatigue crack propagation micromechanisms, in [19, 20] the following 
procedures were applied: 

- Scanning electron microscope (SEM) observations of the crack path during fatigue crack 
propagation test (cracks propagate from left to right); 

- “Traditional” SEM fracture surface analysis (cracks propagate from left to right); 
- 3D fracture surface reconstruction performed after SEM analysis; 
- Light optical microscope (LOM) transversal crack paths analysis. 

Microstructure and stress ratio influence on fatigue crack propagation resistance in ferritic-pearlitic 
DCIs is summarized in Figure 4. 
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Figure 4. Loading conditions influence on fatigue crack propagation in ferritic-pearlitic DCIs. 

 

3. LEFM considerations 
 
Considering the linear elastic fracture mechanics principles, stress intensity factor “K” is used to 
quantify the stress state ("stress intensity") near the crack tip caused by a remote load or residual 
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stresses and, considering fatigue crack propagation, stress intensity factor range (e.g. ΔK = 
Kmax-Kmin) is the main parameter used to characterize the stress conditions at the crack tip. Both K 
and ΔK usefulness is confirmed only considering an homogeneous and linear-elastic body: 
obviously, a crack tip plastic zone is always present, but, if its radius is negligible, the K parameter 
is still valid. Under monotonic loading, plastic zone size is usually estimated as follows: 

 
2

1
2y

y

Kr
π σ

⎛ ⎞
= ⎜ ⎟⎜ ⎟

⎝ ⎠
   (plane stress conditions) (1) 
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   (plane strain conditions) (2) 

Considering, as a first approximation, the investigated DCIs as homogeneous materials, the plastic 
zones size corresponding to the Kmax value under plane strain conditions (

maxpzKr ), calculated for the 
first and the last measured ΔK values (ΔK1 and ΔK2 respectively], can be summarized in Table 4, 5 
and 6 (σy are considered equal to 220, 320 and 430 MPa, for the ferritic, ferritic-pearlitic and 
pearlitic investigated DCIs respectively). It is necessary to underline that the considered ΔK1 and 
ΔK2 are not the ΔK values corresponding respectively to the threshold and final fracture conditions, 
but they only can be considered as a first evaluation.  
 

Table 4. DCI EN GJS350-22: evaluation of the plastic zone size (plane strain conditions). 
R (Kmin/Kmax) ΔK1 [MPa√m] 

maxpzKr [mm] ΔK2 [MPa√m] 
maxpzKr [mm] 

0.1 9 0.109 32 1.368 
0.5 7 0.214 20 1.754 
0.75 4.5 0.355 11 2.120 

 
Table 5. DCI EN GJS500-7: evaluation of the plastic zone size (plane strain conditions). 

R (Kmin/Kmax) ΔK1 [MPa√m] 
maxpzKr [mm] ΔK2 [MPa√m] 

maxpzKr [mm] 
0.1 9 0.052 32 0.655 
0.5 8 0.133 27 1.511 
0.75 5 0.207 14 1.625 

 
Table 6. DCI EN GJS700-2: evaluation of the plastic zone size (plane strain conditions). 

R (Kmin/Kmax) ΔK1 [MPa√m] 
maxpzKr [mm] ΔK2 [MPa√m] 

maxpzKr [mm] 
0.1 9 0.030 22 0.179 
0.5 6 0.040 13 0.203 
0.75 5.5 0.145 10 0.481 

 
Considering Figures 1-3, graphite nodules maximum diameters (dmax) in the investigated DCIs are 
respectively equal to: 
- about 60-70 μm for DCI EN GJS350-22; 
- about 40-50 μm for DCI EN GJS500-7 (but it is necessary to remember that nodules are 
surrounded by ferritic shields that are sometimes interconnected, up to 300 μm of diameter, Figure 
2); 
- about 45-55 μm for DCI EN GJS700-2.  

Comparing dmax and 
maxpzKr values, considering that the graphite volume fraction is not negligible 
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(usually about 10-15%) and considering that fatigue crack propagation is characterized by the 
presence of a “reversed” or “cyclic” plastic zone, rrpz (four times lower than the monotonic value 
corresponding to Kmax) and that the tensile load reduction from the σmax, and the presence of the 
surrounding elastic body, implies a compression condition at the crack tip, it is evident that for 
lower applied ΔK and/or R values: 
- it is quite difficult to consider ferritic-pearlitic DCIs as homogeneous material; 
- compression stress conditions are completely developed in the graphite elements at the crack tip.  
Furthermore, it is necessary to remember that ferritic-pearlitic DCIs microstructure components are 
characterized by different mechanical properties: 
- σY of ferrite depends on the grain diameter, but can be assumed between 180 and 320 MPa [21]. 
- σY of pearlite depends on the lamellae spacing, but can be assumed between to 400 and 800 MPa 
[21]. 
- graphite tensile strength is quite low (25 – 30 MPa, max [22]), but it’s compression resistance is 
higher (even 200 MPa [23]). 
On the basis of these considerations, the influence of the graphite nodules on the fatigue crack 
propagation should be dependent on the microstructure: 
- ferritic matrix: for lower R and ΔK values the homogeneity condition is not respected; considering 
the rrpz, it is evident that for all the investigated R values, for lower nominal ΔK values, the 
compression stress state is almost completely developed in the graphite nodules. Corresponding to 
higher ΔK values the homogeneity condition can be considered as respected, but the crack tip 
plastic zone can’t be considered negligible (especially in plane stress conditions). 
- pearlitic matrix: for all the investigated loading conditions the homogeneity condition is not 

respected, with dmax values comparable with 
maxpzKr values (with the exception of the higher nominal 

ΔK and R values); furthermore, for almost all the investigated loading conditions, the compression 
stress state in the reversed plastic zone is completely developed in the graphite nodules. 
- ferritic-pearlitic matrix: considering the bulls eye structure of ferrite around the nodules, and the 
different mechanical behaviour of ferrite and pearlite, corresponding to lower nominal ΔK values, 
the homogeneity condition is not respected. Focusing the reversed plastic zone, corresponding to 
the lower ΔK values, rrpz values are comparable to dmax values, with the compression state that is 
developed inside the graphite nodules. Considering the ferritic grains around the graphite nodules, 
the problem of the material homogeneity is evident also for ΔK values in the Paris stage.  
 

4. Fatigue crack propagation micromechanisms 
 
In this section, on the basis of the considerations of Section 3, and considering results already 
published in [19, 20], fatigue crack propagation micromechanisms in ferritic-pearlitic DCIs are 
re-analyzed. 
Considering the ferritic DCI, the main interactions between the fatigue crack and the graphite 
nodule are shown in Figure 5 and 6. For lower nominal ΔK values (

maxpzKr and rrpz values are 
comparable to dmax values) the compression state is completely developed in the graphite nodules 
and secondary cracks initiate and propagate inside the nodules, with a sort of “onion-like” 
morphology (Figure 5). The increase of the applied ΔK implies a modification of the interaction 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-6- 
 

between graphite nodules and ferritic matrix, with the graphite nodule - ferritic matrix debonding as 
the main damaging micromechanism. 
 

 
Figure 5. DCI EN GJS350-22 fatigue crack path. 
SEM observation of the specimen lateral surface 
(R = 0.1, ΔK = 10 MPa√m). 

Figure 6. DCI EN GJS350-22 fatigue crack path. 
SEM observation of the specimen lateral surface 
(R = 0.1, ΔK = 22 MPa√m). 

 

  
Figure 7. DCI EN GJS700-2 fatigue crack path. SEM 
observation of the specimen lateral surface (R = 0.1, 
ΔK = 22 MPa√m). 

Figure 8. DCI EN GJS700-2 fatigue crack path. SEM 
observation of the specimen lateral surface (R = 0.5, 
ΔK = 10 MPa√m). 

 

  
Figure 9. DCI EN GJS700-2 fatigue crack path. SEM 
observation of the specimen lateral surface (R = 0.75, 
ΔK = 7 MPa√m). 
 

Figure 10. DCI EN GJS700-2, SEM fracture surface 
analysis (R = 0.1, ΔK = 16 MPa√m). 
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Focusing on the pearlitic DCI, the “onion like” mechanism is observed often also for higher ΔK 
values (Figure 7; arrows inside the graphite nodule). If the crack meets the nodule “tangentially”, 
matrix – graphite debonding is also observed (Figure 8).  
It is worth to note that the interaction between the pearlite lamellae and the fatigue crack depends 
on their reciprocal orientation: in fact, in Figure 7 (arrows in the matrix) the pearlitic lamellae are 
almost orthogonal to the crack path, with a consequent “transgranular” crack: performing a 
traditional SEM observation of the crack surface, these cracked lamellae have a morphology that is 
analogous to fatigue striations (Figure 10). If pearlitic lamellae are almost parallel to the crack path, 
ferrite is the preferential propagation path (arrows in Figure 7), and a traditional SEM observation 
of the crack surface shows a sort of cleavage. 
The analysis of the microstructure influence on fatigue crack propagation in a ferritic-pearlitic DCI 
(with “bulls eye” microstructure morphology) is complicated by the phases distribution in the metal 
matrix. For all the investigated R values, considering lower ΔK values, rrpz values (always 
calculated considering the investigated DCI as a homogeneous material) are always comparable to 
dmax values. For higher ΔK values, the graphite nodules presence is less critical. Ferritic zones 
around the graphite nodules are comparable to the rrpz values also for the higher ΔK values. 
Considering the different tensile mechanical behavior of ferrite and pearlite, during fatigue loading, 
with K that ranges between Kmax and Kmin, deformation level in the involved microstructure 
components (ferrite and pearlite) is quite different: 
- For higher K values (nearby Kmax), plastic deformation level in ferritic shields is higher than in 

pearlitic matrix, due to the higher ferrite ductility; 
- For lower K values (nearby Kmin), pearlitic matrix induces a compression stress state on ferritic 

shields and, consequently, on graphite nodules, with an increase of crack closure effect 
importance. The superposition of this mechanism to the compression stress state due to the 
reversed plastic zone is more and more evident with the increase of ΔK and R values, with a 
consequent increase of the fatigue crack propagation resistance (as observed in Figure 4). 

 

Figure 10. DCI EN GJS500-7, SEM fracture surface 
analysis (R = 0.1, ΔK = 15 MPa√m). 

Figure 11. DCI EN GJS500-7, SEM fracture surface 
analysis (R = 0.75, ΔK = 8 MPa√m). 

 
Ferritic-pearlitic DCI fracture surfaces are characterized by the presence of cleavage in ferritic 
shields around the graphite nodules (Figures 10 and 11) and, analogously to the pearlitic, 
“striations” are manly due to a “transgranular” damaging mechanism of pearlitic lamellae. All the 
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possible interactions between fatigue crack and graphite nodules are observed, probably due to the 
crack propagation direction with respect to the nodule position and to the graphite element 
nodularity: 
- graphite nodule – matrix debonding (probably more frequent); 
- onion like mechanism; 
- fracture inside the graphite nodules.  
 
5. Conclusions 
 
Fatigue crack propagation resistance in DCI is usually investigated according to ASTM E647, 
investigating the evolution of the crack growth rate (da/dN) with the increase of the stress intensity 
factor amplitude (ΔK). Considering that DCIs are characterized by a substantially composite 
microstructure, with graphite nodules that are a consistent volume fraction (usually about 10-15 %), 
and considering the different mechanical behavior of the microstructure components, the material 
homogeneity condition can be considered as critical in order to apply Linear Elastic Fracture 
Mechanics principles.  
In this work, the fatigue crack propagation resistance of a three different ferritic-pearlitic DCI has 
been re-analyzed, investigating the crack propagation micromechanisms and reconsidering the 
stress intensity factor range (ΔK) ability to characterize the stress conditions at the crack tip. 
According to the observed crack propagation micromechanisms and to LEFM considerations it is 
possible to summarize as follows: 
- Ferritic DCI: considering lower nominal ΔK and R values, 

maxpzKr and rrpz values that are 
comparable to maximum values of the graphite elements diameter; as a consequence the material 
homogeneity condition is not respected.  
- Pearlitic DCI: 

maxpzKr and rrpz values that are comparable to maximum values of the graphite 
elements diameter for almost all the investigated loading conditions; as a consequence the material 
homogeneity condition is not confirmed.  
- Ferritic-pearlitic DCI (with “bulls eye” microstructure morphology): for all the investigated R 
values, considering lower ΔK values, rrpz values are always comparable to the graphite elements 
diameter. Corresponding to higher ΔK values, the graphite nodules presence is less critical; however, 
ferritic zones around the graphite nodules comparable to the rrpz values also for the higher ΔK 
values.  
As a consequence of this analysis, it is possible to conclude that, in order to analyze the fatigue 
crack propagation resistance of ferritic-pearlitic DCIs, stress intensity factor range ΔK is not able to 
describe the effective stress state at the crack tip for all the investigated conditions and it should be 
considered only a first approximation of the stress state based on the wrong hypothesis of a 
homogenous material. 
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Abstract  The process of plastic deformation and failure of metals is accompanied by set of phenomena 

which cannot be easily modeled in the framework of classical models. The effects of strain localization and 

energy dissipation under deformation and failure require an adequate description of structure evolution at 

different stages of deformation process. This description can be developed based on the results of statistical 

model of typical mesodefect ensemble proposed in the Institute of continuous media mechanics UB RAS. 

The model takes into account bulk and shear parts of defect density tensor. Defect evolution is described by 

kinetic equations for two structural parameters: second order defect density tensor and scalar parameter, 

depending on the ratio of two characteristic scales (the mean size of defects and mean distance between 

them). The numerical simulation of strain localization and crack propagation were carried out in the 

finite-element package Simulia Abaqus Student Edition using procedure UMAT and XFEM. 

 

Keywords  defect evolution, energy dissipation, numerical simulation 

 

1. Introduction 
 

Nowadays investigation of metal fracture and knowledge of its laws have great importance in the 

developments of various designs and constructions. To create new technologies and improve 

existing ones one has to reach a more deep understanding of physical nature of failure. This 

understanding is needed in order to describe such phenomena, accompanying failure, as energy 

dissipation and strain localization. 

Most existing models assume that the material failure takes place at the final stage of plastic 

deformation. However, the data obtained from systematic studies of defects evolution, carried out at 

Physical-technical institute named after A.F. Ioffe RAS [1] shows that the defects play the important 

role in deformation process at every stage of plastic deformation. These defects emergence at the 

early stage of deformation and effect on the microplasticity and failure processes. The models 

described the interaction between damage accumulation and plasticity processes were developed in 

[2-3] In this paper, the metal deformation behavior under quasi-static loading is described by one of 

such models, developed at the Institute of continuous media mechanics UB RAS. 

The description of damage accumulation includes a consideration of the mesodefect ensemble 

evolution, their coherent development and interaction, the effect on the relaxation properties of 

materials and merging into the main crack. 

The practical application of developed model requires both the verification of materials functions 

and generalization of the model for three dimension case. The most effective way for modeling of 

complex deformation phenomena is incorporation of this model for the standard finite - element 

packages. 

This work is devoted to the generalization of developed earlier statistical based phenomenological 

elasto-visco-plastic model of defect evolution under deformation and failure in metals. The model 

takes into account defect density tensor separation bulk and shear parts. Defect evolution is 

described based on the kinetics of two parameters: the first parameter is second order defect density 

tensor, the second one - scalar parameter, depending on the ratio of two characteristic scales (the 

mean size of defects and mean distance between them). 

The numerical simulation of strain localization on (plastic wave propagation) and crack propagation 
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in plate vanadium specimen under quasi-static tension, compression of inclined cylindrical 

specimen were carried out in the finite-element package Simulia Abaqus using procedure UMAT. 

The big attention was paid on the calculation of plastic work and heat dissipation under investigated 

process. The results were compared with original experimental data, and with the results obtained 

using standard (incorporated in Abaqus) elasto–plastic model. 

 

2. Mathematical model 

 
Mesoscopic defects (mesoshears) can be described by the following tensor [3] 

1

2
Ss lb bl ,                               (1) 

where l - a unit normal to the shear plane, b  - unit vector in the shear direction, S  - shift 

intensity. 

Averaging s  over an elementary volume allows us to introduce the tensor parameter p , which can 

be considered as a deformation caused by the defects: 

np s ,                                  (2) 

where n  - defect density. 

Application of dimension analysis allowed us to allocate the scale invariant structural parameter  

as 
3

n

c

L

L
,                                 (3) 

where 
nL  - the mean size of the defect, 

cL  - the mean distance between the defects.  

Solution of the self-consistency equation between the tensor micro- and macroparameters s  and 

p  allows us to establish three characteristic mode of  [2,3]. For values of 
* 1.3 , 

dependence of ( )p (the case of uniaxial loading) is monotone and the reaction of defect formation 

is reversible (Fig.1). There is a metastability respect to the parameter p , associated with the 

orientational degrees of mesoshears freedom in the range of 
*1 c
. For 

c
the jump of 

p  becomes infinite; this characterizes unstable reaction of solid on the microshear formation. 

 

 
Figure 1. Typical response of a material on the defect growth 

 

Material susceptibility to the defect growth in the deformation process in terms of  should be 

determined by the current values of the structural scale i.e. the values of . It is also shown that 

these scales are determined by non-linear kinetics of p  and thus, the defect density distribution 

determines the structural sensitivity to its further growth. The growth of the scales 
cL , 

nL  means 
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original structure “coarsening” and the general trend is decrease of , this allows to assume that 

plasticity mechanisms and the transition to failure are the sequential structure-scaling transitions in 

ensembles developing substructure defects.  

Full strain rate can be represented as the sum of three components: elastic strain rate e
ε , plastic 

strain rate p
ε  and strain rate caused by defects: 

e p
ε ε ε p .                                (4) 

Elastic strains defined by linear Hooke’s law: 

    
0 0

eK ,                                (5) 

    ' '2 eGσ ε ,                               (6) 

where K  - isotropic elastic modulus, G  - elastic shear modulus, 
0
 - spherical stress tensor, 

'
σ  - deviator of stress, 

0
 - spherical elastic strain tensor, '

ε  - deviator of elastic strain. 

According to thermodynamic laws we can write dissipation inequality: 

' : : 0p F T

T
σ ε p q

p
,                          (7) 

where F  is a part of the free energy, which is responsible for the energy defect subsystem, - 

density, q - heat flux vector, T - temperature.  

Assuming a qusilinear relationship between the thermodynamic forces and flows, there were 

obtained constitutive equations for calculating kinetics of plastic and structural strains: 
'p Aε σ ,                                 (8) 

p

F
Ap

p
,                               (9) 

Parameters pA , A are kinetic coefficients having following form 

1
exp

2 2
A

G G
,                             (10) 

1
exp

2 2
p

p

A
G G

.                             (11) 

These coefficients determine material relaxation properties due to the characteristic times of 

orientational transitions p  and relaxation transitions activated by stress  respectively. This 

form allows us to describe the aggregate of load curves at different strain rates. 

Based on the received earlier the approximation of the non-equilibrium free energy ( F ) derivative 

of the p  in one-dimensional case and on the assumption of coaxiality p and σ , we can write  

'

( )m

c

FF
f

p

Σ γ γ
γ

p
’                        (12) 

2

0.5192( 0.0061 2 )
( ) 0.0054

0.5814 0.0061
f ,                    (13) 

where 
' ' / 2GΣ σ  - dimensionless stress deviator tensor, / cpγ p - dimensionless deformation 

caused by defects, /cp , 2/mF ,  - effective temperature factor responsible for 

the susceptibility of the system, 
0/G V , 3

0 0V r  - characteristic volume of the defect nucleus 

with radius 
0r .  

The system of equations (4)-(12) can be considered as a closed system of equation for modeling of 

damage accumulation and plasticity process in metals. 
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3. Numerical simulation  
 

Numerical simulation was carried out using the finite element package Abaqus. Material behavior is 

described by a statistical – thermodynamic model introducing above using the procedure UMAT. 

Arrays of material constants, strain, strain increments and the time step passed as input data to the 

procedure. Increment of stress tensor components and increment of defect density tensor 

components are determined from the system of constitutive equations. Values of these components 

at the next time step are defined as the sum of values on the previous step and the appropriate 

increment. 

There were considered numerical experiments on the quasi-static tensile of vanadium paddle, 

containing a central crack, compression of an oblique cylindrical vanadium sample and fracture of 

an oblique cylindrical titanium sample. 

Quasi-static tensile experiment was carried out on the sample, the geometry of which is shown in 

Fig. 2. The specimen contains a central crack; its length is 3 mm. 

 

 
Figure 2. Geometry of specimen. All sizes are in millimeters.  

 

The extended finite element method (XFEM) capability in Abaqus was used to model crack 

propagation. XFEM models a crack as an enriched feature by adding degrees of freedom in 

elements with special displacement functions. XFEM does not require the mesh to match the 

geometry of the discontinuities. It can be used to simulate initiation and propagation of a discrete 

crack along an arbitrary, solution – dependent path without the requirement of remeshing [5]. 

A maximum principal stress criterion was used to model the damage initiation. Stress state of the 

sample with a central crack after deformation is shown in Fig 3. Figure 4 displays the zoomed stress 

field near crack tip. The stress increases near the crack tip. 

 

 
Figure 3. Component σxx (in the tension direction) of the stress tensor  
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Figure 4. Stress distribution in the vicinity of the crack tip 

 

Figures 5 shows deformation caused by defects area and figure 6 shows the shape of plastic zone. It 

can be seen that maximum strain localizes at the crack tip and gradually decreases with the distance 

from it. The magnitude of deformation, caused by defects is greater than the magnitude of plastic 

strain. 

 

 
Figure 5. Component pxx of the deformation tensor caused by defects near crack tip   

 

 
Figure 6. Component ε

p
xx of the plastic strain tensor near crack tip  

 

Figures 7, 8 present the experimental temperature field on the specimen surface near crack tip and 

experimental obtained neat power near crack tip, respectively. 
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Figure 7. Experimental temperature field at the crack tip.  

 

 
Figure 8. Experimental power of heat sources at the crack tip  

 

Figure 9 demonstrates the strain energy distribution near crack tip. We can see several areas with 

the center at the crack tip and increasing radius, that is confirms the experimental data given above. 

 

 
Figure 9. Numerical strain energy distribution near crack tip  

 

Experiment on compression (Fig.10) was carried out with the vanadium samples. The specimen is 

an inclined cylinder; its diameter is 8 millimeters and its height is 4 millimeters. The cylinder was 

placed between the compressive planes; there was allowed its slip. 
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Figure 10. Experimental scheme on the quasi-static compression of vanadium 

 

Figure 11 presents the stress-strain curves obtained experimentally (dashed line) and numerically 

(solid line). Results calculated by the described above model agree with experimental results. 

 

 
Figure 11. The simulation results of a cylindrical sample compression (dashed curve – the experimental 

results, the solid - numerical) 

 

Figures 12 and 13 demonstrate various components of the plastic strain, and figures 14, 15 display 

the components of the deformation caused by defects. Red areas are zones where defect 

concentration is maximum. The experiment on the oblique sample compression was carried out to 

detect the shear bands in the sample, this can be seen in the simulation results. Figures 13 and 15 in 

cross section area show localization of these bands. 

 

 
Figure 12. Component ε

p
xz of plastic strain tensor (cross section by the Oy plane) 
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Figure 13. Component ε

p
zz of plastic strain tensor (cross section by the Oy plane)   

 

 
Figure 14. Component pxz of the deformation tensor caused by defects 

 

 
Figure 15. Component pzz of the deformation tensor caused by defects  

 

Also, there was carried out an experiment on the compression of titanium specimen of the same 

shape and the same sizes. The titanium with small grain size (about 0.3 mkm) is more brittle 

material then vanadium. The compression of this material is accompanied by crack initiation. 

Figure 16 presents a temperature distribution of the cracked specimen surface. 
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Figure 16. Cylindrical specimen after compression 

 

Results of numerical modeling are shown in Figure 17. Maximum nominal shear stress criterion 

was used to initiate damage in cylinder sample. Crack location obtained by simulation is consistent 

with experimental data. 
 

 
Figure 17. Numerical simulation results on the titanium specimen compression 

 

3. Conclusion 
 

The paper is devoted to the study of metal fracture processes under quasi-static loading. There were 

formulated constitutive equations for elasto-plastic medium with mesodefects. These equations 

were used for three-dimensional modeling of quasi-static vanadium paddle tension, compression of 

vanadium oblique cylinder and failure of titanium oblique cylinder sample. Numerical simulation 

was performed using finite-element package Abaqus by subroutine UMAT which allows user to 

implement his own constitutive equations. Fracture modeling was carried out using XFEM 

capability in Abaqus. Simulation results are in a good agreement with experimental data. 
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Abstract In 1883, Faraday found that some crystals can be electrified by deformation and cleavage 
and many researchers reported that the brittle materials such as rock can also be electrified. 
Nowadays, a new technology was developed to forecast earthquake and collapse of mine well by 
detecting the electrification of rock. In the paper, we set up an instrument to measure the 
electrification of the broken glass. We observed the electrification of glass by fracture and the 
charges carried by the broken glass were measured. It was found that the amount of charges was 
directly proportional to the broken area of glass and the maximum surface charge density can be 
reached up to 0.5 C/m2. By SEM observation of broken surface, we can infer the charges distribute 
near initial nick. 
 
Keywords Electrification of fracture; Glass slab; Surface charge density 
 
1. Introduction 
 
  The study on electrification of fracture is not only to develop a new technology to ensure the 
security of mine wells [1-2], but also to be inferred an electrification mechanism of sand particles in 
wind-blown sand flux [3].  
   The fist study on the charge fracture date back to 1883, and Faraday found that some crystals 
can be electrified due to cleavage and deformation [4]. From then on, many researchers found that 
the rock can be electrified during the deformation and break. Kornfeld measured the charges and the 
electric field of the lithium fluoride crystal cleft by a sapphire chisel. He found that in the vast 
majority of cases, the field of one part of a specimen was positive over the entire extension of the 
cleavage, whereas the field of the other part of the specimen was negative. He thought the 
electrification of cleft lithium fluoride resulted from the presence of an intrinsic charge. Many 
researchers measured the electrification of broken rock, and inferred the charging mechanism, such 
as triboelectrification, electrification of electron escaping of broken surface [5-12].  
   Triboelectrification has been known for millennia[13] which means two materials surfaces are 
contacted (especially rubbed) and separated and the electrical charges can be transferred [13]. 
Nowadays, researchers like use the term contact electrification to name the charge transfer 
phenomena after two materials surfaces contact, because subsequent studies found that the 
contacted surfaces can be electrified if they are contacted and then separated, not necessarily rubbed. 
The current researches of contact electrification focus on electrification mechanism, that is what 
kind of charge is transferred, how to transfer charge and what is the drive force to transfer charge 
[14], which involve physics, chemistry and so on and interests many researchers on the electrification 
mechanism of chemically identical material.  

However, the electrification of fracture may be different from the contact electrification, 
because the electrification of fracture results from the break of material, which means that the part 
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of the broken material can be electrified, whereas the contact electrification means the two materials 
surfaces can be electrified after they contacted with each other. Therefore we infer that the 
electrification mechanisms are different. Recent studies on the contact electrification indicate that 
the charges transferred are electron, iron and material sites [15-18]. Though some researchers think 
that the electrification of fracture results from the electrons escaping during the break of the 
material, the fracture of material is always accompanied with the chemical bonds breaking in 
microscope [19]. Therefore the asymmetrical break of the chemical bonds may be one of main 
reasons leading to the electrification of fracture.  

In this paper we set up a instrument to measure the charges carried by a part of glass slab 
broken by a glass sphere. The calculated surface charge density indicates that the amount of charges 
carried by the broken part of the glass slab is proportion to the broken area, and we infer the 
mechanism of electrification of fracture by scanning the broken surface.  

   
2 Experiment setup and measurement 
 

We set up an instrument to measure the charges carried by the broken part of the glass slab 
shown as Fig.1. Main part of the instrument was put into a closed glass container with a wire 
netting fixed on its inside wall to shield the electric field. We also can observe the experimental 
procedure through the glass wall. One end of a glass slab was fixed on a moveable slideway which 
can be controlled outside the glass container. When the glass slab moves above the Faraday’s cup, it 
will stop. A metal sphere falls and impacts with the glass slab which will be broken into two parts, 
and one part will fall into Faraday’s cup. Faraday’ cup induces the charge carried by the part of 
glass slab, which was named charge of fracture or broken charge, and the electric signal is displayed 
by electrometer (Type: Keighley 6517A; Precision: 100pC; Rang: 0~20nC).  

 

Fig.1 A sketch of instrument of electrification of fraction, in which 1 is slideway, 2 is specimen, 3 is 
metal sphere, 4 is Faraday cup, 5 is wire netting and 6 is electrometer 
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Before the experiment, we firstly mad a linear nick on the glass slab to ensure that the glass 
slab can be easily broken and also just broken into only two parts, by which we can easily calculate 
the broken area. If the linear nick is made in the middle of the glass slab, the glass slab can be 
symmetrically broken but otherwise asymmetrically broken, and in this paper the linear nick was 
made in one third of glass slabs. Then all glass slabs and glass spheres were cleaned by water and 
alcohol to eliminate the impurity of glass’s surface and the net surface charges. The glass slabs used 
in our experiment were 3mm and 4mm in thickness, and 15mm and 20mm in breadth, and 150mm 
and 200mm in length. Given a size of the glass slab, we measured 30 results at least, that means we 
measured charges of 30 specimens. 

 
3 Results and discussions 
 
   For all data we collected, we firstly eliminate the abnormal data by using Grubbs method and 
then classified the data by positive and negative signs. Fig. 2(a) and Fig. 2(b) show the amount of 
charge carried by parts of broken glass slabs, 4mm×20mm×200mm in size. The charges carried by 
the symmetrically broken parts shown in Fig. 2(a) and the ones carried by the asymmetrically 
broken parts shown in Fig. 2(b). It can be found that two parts of the glass slab broken by a metal 
sphere can be electrified, and the one part carried positive charge, whereas the other carried 
identically negative charge. The probability of presence of positive charge of negative charge is 
equal. For the asymmetrical case, mean amount of positive charges carried by the part is 

nC032059.0  and mean amount of negative charges carried by the other part is nC03062.0 . 
By comparison Fig. 2(a) with Fig. 2(b), both the polarity and amount of charges carried by the 
broken glass slab are not related to the broken position, which is accordant with the results observed 
by Kornfeld [1]. We also measured the charges carried by broken parts of glass slabs with different 
length, and the results showed that the charge of fracture is not related to length of specimen. 
Therefore we only introduce the measurement results of symmetrical broken glass slabs with 
200mm in length. 
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Fig.2 Charges carried by the broken part of glass slab, 4×20×200mm in size, (a) symmetric break 

and (b) asymmetric break 
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We also measured the charge of fracture of specimens in other thickness and breadth to know 
the effect of sizes of slabs on the amount of broken charge. Fig. 3(a) showed charges carried by 
broken slabs, 3mm×20mm×200mm in size. By comparing Fig. 2(a) and Fig.3(a), we found that they 
have a same charging law but the amount of charges shown in Fig. 2(a) is significantly lower than 
the one shown in Fig. 3(a), which shows that the thickness of glass slabs have an effect on the 
amount of broken charges. With increase of the thickness of the glass slab, the amount of charges 
also increases. Fig. 3(b) and Fig. 3(c) showed the charges carried by the broken parts of the glass 
slabs, 4mm×15mm×200mm and 3mm×15mm×200mm in sizes, respectively. We found that the 
breadth also has an effect on the charge of fracture, which increases with the increase of the breadth 
of glass slab. As mentioned above, the charge of fracture increases with the both the breadth and 
thickness. As well as we known, with the increase of both the breadth and thickness broken area 
increases, that means the increase of the broken area will lead to the increase of the charge of 
fracture. Therefore we calculated the mean values and standard variances of the surface charge 
density shown in Fig.4. From Fig.4, it can be found that the breadth has a significant effect on the 
charge of fracture. Especially, for the amounts of charges carried by the broken part of glass slabs, 
4mm×15mm×200 and 3mm×20mm×200mm in sizes, the areas of these two cases are equal, but the 
surface charge densities are different and the amount of charges carried by the former is higher than 
the latter. The surface charge density can reach up to 0.5C/m2.  
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Fig. 3 Charges carried by the broken glass slab, (a) 3mm×20mm×200mm, (b) 4mm ×15mm 

×200mm and (c) 3mm×15 mm×200mm in sizes 
 
Although the charge of fracture increases with the thickness increasing when the broken areas 

of the specimen are given, it is still difficult to infer that the charge of fracture increases with the 
thickness. Because we make the linear nick on the specimen, it also has the effect on the real broken 
thickness. For given the deepness of nick, it has a significant effect on the broken thickness of glass 
slab with thinner thickness. But it is difficult to carry out the experiments to measure the charge of 
fracture with thickness more than 4mm, so if the surface charge density is related to the thickness is 
still open.  

It is interesting that how to explain the electrification of fracture, which may be related to the 
glass network structure. We scanned the broken surface of glass by using SEM (Type: JSM-5600LV. 
Precision for SEM: 3.5nm. Precision for DES: 131.7eV) shown in Fig. 5(a). From the Fig. 5(a), it 
can be found that the broken surface is smooth but a few black spots (I), and white spots (II), which 
indicates it is a brittle fracture. Because the grayscale of the image is related to the atomic number 
to some extent, we analyzed the energy dispersive spectrum of black spots, I of Fig. 5a and white 
spots, II of Fig. 5(a), shown as in Figs. 5(b)-5(c), respectively. The chemical formula of glass used 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-5- 
 

in our experiment is Na2OCaO6SiO2, in which Na2O and CaO are about 15% and 16%. Our DES 
is not sensitive to the elements with smaller atomic number such as H, C, O and Na, so the energy 
spectrums of these elements cannot be displayed in Figs. 5(b)-5(c). Comparing the Fig.5(b) with 
Fig.5(c), the content of element of Si is highest than the ones of others, which has not large 
difference in quantity of different position. It is difficult to correlate it to electrification of facture.  
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Fig. 4 Surface charge density of broken surface for different cross section 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5 SEM observation result for fractography of broken glass slab (a), in which I is a black spot 
and II is a white spot. (b) DES of I in (a), and (d) DES of II in (a). 

 
It is worthy to point that, when we scanned the broken surface by SEM, we found an 

interesting phenomenon that is there are many white spots distributed in the broken surface and the 
number of white spots decrease with the distance away from the nick increasing shown as in 
Fig.6(a). A white spot is about 10m in size (see Fig. 6(b)). And when we continually bombard the 
white spot by electrons, the white spot will disappear after several seconds. That means that the 
white spot is comprised by the elements with smaller atomic number. The scanned specimen has 
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  Al     Ka 1.16  
  Si     Ka 70.35  
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been neutralized when we scanned it, so we infer that when the specimen was broken, the positions 
occupied by the white spots are the charged ones, which absorbed the charged ions such as H+ when 
the broken surface put in the air. It means that the positions occupied by white spots are the charged 
positions when the specimen is broken. As mentioned above, the main charged positions are 
distributed near the prefabricated nick, therefore we can easily explain why the surface charge 
density is related to the thickness of glass slab but it is not linearly relationship.  

However, so far we cannot know the electrification mechanism of fracture. We cannot know 
what results in the broken part of glass charged and why the charges distribute near the nick when 
the glass slab is broken. Although some reports indicate that the existing Na+ ions make some of the 
[SiO4] three dimension network structures broken [20] and number of non-bridged oxygen 
significantly increases. Na+ ions occurred near the center of the non-bridged oxygen hole neutralize 
the net charges. When the glass is broken, the Na+ ions are free, therefore it may result in the broken 
glass charged. But the non-bridged oxygen should uniformly distribute in the glass, so if the 
inference mentioned is true, the charges also uniformly distribute in the broken surface and not near 
nick shown in Fig. 6(b). Unfortunately, we cannot know how to correlate the electrification 
mechanism with them and expect further studies. 

 
 
 
 
 

 
 
 
 
 

Fig. 6 SEM observation results of fratographies of broken surface of glass slab, in which many 
white spots distribute, (a) result magnified by 100 times and (b) result magnified by 500 times  
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Abstract  The study is part of research activities for EU-China FP7 collaborative project (FP7-AAT- 
2010-RTD-CHINA): Casting of Large Ti Structures (COLTS) and has been carried out in order to 

investigate the influence of microstructure of cast Ti-6Al-4V large thin wall structure on fatigue crack 

propagation and fracture toughness.  Some samples were post HIPped (hot isostatic pressed).  The effects of 

grain morphology on fracture and fatigue crack propagation mechanism have also been studied. The fracture 

surface has been examined using scanning electron microscopy (SEM). The relationships between 

microstructure and fatigue crack propagation rate and fracture toughness were established and comparison 

has been made between the as-cast and post HIPped conditions.  

Keywords  Ti-6Al-4V alloy, Hot isostatic pressing, Fracture toughness, Fatigue crack growth 

1. Introduction 
 

Ti-6Al-4V alloy has been widely used in aerospace industry due to its low density, high specific 
strength, excellent combination of strength and toughness, and resistance to creep up to moderately 
high temperature. While Ti-6Al-4V alloy is mostly wrought processed, near-net-shape methods 
such as centrifugal investment casting are increasingly used, because the desired castings require no 
machining except the removal of flash around edges and possible drilling and tapping holes, which 
shortens the process and reduces the cost. The key issues associated with centrifugal investment 
casting are poor reliability and reduction in mechanical properties due to the formation of cavity 
and porosity during casting. These defects control the mechanical properties such as fatigue and 
fracture because of large stress concentration. The probability of failure due to stress concentration 
has been modeled by the Weibull distribution [1]. In an attempt to improve the fatigue life, the cast 
components usually were hot isostatically pressed (HIPped) [2], which is an effective compaction 
technique for the removal of internal defects such as porosity, shrinkage, and inter-dendritic cracks.  

 
Fatigue crack growth resistance and fracture toughness are important properties for aerospace 
applications and have been studied extensively [3]. Since HIPing plays a noticeable role in the 
improvement of fatigue properties, in the current study fatigue crack growth resistance and fracture 
toughness were investigated on both the as-cast and post-HIPped Ti-6Al-4V alloy. The obtained 
results were compared and the effect of post-HIPping was discussed to gain a better understanding 
of the influence of post-HIPping on fatigue crack growth resistance and fracture toughness of this 
alloy. 
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2. Materials and experimental methods 
 
The material examined in this study was Ti-6Al-4V and the cast cylinders were as shown in Figure 
1, including one as-cast cylinder and the other which was post HIPped. The as-cast material have a 
yield stress averaged at 750MPa，the ultimate tensile stress is about 840 MPa and the elongation is 
about 4%. After HIPping, the yield stress is increased to 735MPa，the ultimate tensile stress is about 
870MPa and the elongation is up to 8%. The Microstructures in thin sections before and after 
HIPping were examined by optical microscopy after polishing and etching with 1% HF + 
3%HNO3+ H2O solution. 
 
The fracture toughness tests using compact tension were carried out on a MTS servo-hydraulic 
testing system in accordance with ASTM standard E399 [4] for damage tolerance testing. Samples 
with the dimension of 36 mm ×37.5 mm × 15 mm were cut by electrodischarge machining 
(EDM) and all surfaces of each slice were ground and polished. In this testing method, a fatigue 
pre-cracked sample was loaded to induce crack extension while continuously measuring force 
versus displacement. A 3D image of the fracture surface was obtained by VHX-1000. The fracture 
surfaces of specific samples were examined using SEM. 
  
The fatigue crack-growth (FCG) experiments were performed using the compact-tension samples 
prepared according to ASTM Standard E647-99 [5]. Fatigue crack growth testing was carried out 
using a RUMUL fatigue machine. Samples were cut from the thin section of the structure for FCG 
examination. A fatigue pre-crack was first introduced at the root of the centre notch of the sample. 
The crack length was measured using a crack-opening-displacement (COD) gauge using the 
compliance method. The fatigue crack growth tests were performed in laboratory air at a stress ratio, 
R=Kmin:Kmax, of 0.5. Optical microscope was used to observe the relationships between the crack 
path and the microstructure. Fatigue surfaces of specific samples after failure were examined by 
scanning electron microscopy (SEM). 
 
 
 
 
 
 
 
  
 

 

 

3. Results and Discussion 

 
Figure 1. Ti64 component for COLTS project. 

thin section 

thick section
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3.1. Microstructure 
 
Analysis on microstructures of as-cast and post-HIPped Ti-6Al-4V showed that both samples have 
the lamellar colony structure and alpha film was found along beta grain boundaries. The 
microstructure of as-cast samples is characterized by grain size of about 2-3 mm, alpha platelet thickness of 

about 1.5μm while post-HIPped samples by grain size of about 2-3 mm, alpha platelet thickness of about 4.5μm. 

The grain size and the alpha platelet thickness increased after post-HIPping due to heating for a long 
time during HIPping. 
 
 
 
 
 
 
 
 
 
 
 
 
 
3.2. Fracture toughness 
 
The fracture toughness sample conditions do not meet all the validity requirements (B≥2.5(KIC/σy)

2), 
thus the testing results are considered to be an estimate of the fracture toughness. The measured 
fracture toughness values are 86, 83, 85 MPa m1/2 for as-cast samples which are lower than that of 
post-HIPped samples (95, 97, 93 MPa m1/2)which means the toughness was increased with 
increasing alpha platelet thickness. N.L. Richards also reported that the toughness obey straight-line 
relationships against the distance between the platelets i.e., the thickness of the alpha platelets[6].  
         
 
 
 
 
 
 
 
 
 
 
 
 
SEM fractographs for the fracture surfaces of the as-cast and post-HIPped samples are shown in 

     

Figure 2. Optical images of microstructures in thin sections: (a) as-cast, (b) post-HIPped. 

(a)  (b) 

  

Figure 3. 3D fracture surface of Ti64 fracture toughness samples: (a) as-cast, (b) post-HIPped. 

(a)  (b)
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Figures 3 and 4, respectively. The fractographs show that the fracture surface changes from the 
intergranular-dominated fracture mode in Figure 4(a) to the transgranular fracture as shown in 
Figure 4(b). Figure 4(a) shows the straight edges of the grains and shiny surfaces, which indicates 
that the grain boundary strength is weak in some areas in the as-cast materials. The fracture surface 
of the post-HIPped sample is mainly transgranular, indicating improved ductility. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
3.3. Fatigue crack growth 
 
The fatigue crack growth curves obtained for these two conditions are presented in Figure 5, which 
plots the fatigue crack growth rate, da/dN, against the applied stress intensity factor range. As 
shown in Figure 5, the rate of fatigue crack growth in the as-cast condition is faster than that after 
post-HIPping.  
                
 
 
 
 
 
 
 
 
 
 
 
 
 
The crack paths in the two tested samples are shown in Figure 6. Crack deflection and branching 
were also found in these samples illustrated in Figure 7. The crack deflection at colony boundaries 
shows a zigzag path. When the crack propagated through lamellae of unfavorable orientations, it 
consumes more energy than a straight path, leading to a higher fatigue crack propagation resistance 

       
Figure 4. SEM fractographs of Ti64 fracture toughness samples: (a) as-cast, (b) post-HIPped. 

(a) (b)
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Figure 5. Fatigue crack growth resistance curves of Ti64 in both as-cast and post-HIPped state. 
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[7]. The difference between the actual crack path direction and the direction of the maximal energy 
release varies between 2 to 15 degrees, which has been verified by Rubinstein [8]. The high 
magnification graphs in Figure 7(a) and (b) show that the crack deflection and branching in both 
samples are severe. This means that it needs more energy to proceed and enables a larger fraction of 
volume to contribute to stress relief by plastic deformation [9].  
 
Fatigue fracture surface features (Figure 8) on FCG samples show a correlation to the underlying 
microstructure, where microstructural parameters such as the lamellar spacing and lamellar colony 
size appear to affect the crack propagation resistance. Chan and Kim [10] have suggested a 
relatively complex dependence of fatigue fracture toughness on the colony size. The thickening of 
alpha platelets can increase fatigue fracture toughness by contributing to crack deviation. Such 
improvement by alpha plate coarsening has been observed in many previous investigations [11]. It 
is important when the crack tip lies in a colony or the plastic zone size is similar to the thickness of 
platelets. The colony size can also affect the fatigue crack growth when crack propagates across 
colony boundaries [12]. In terms of grain boundary α, the increase in thickness of α at β grain 
boundary is helpful for frequent crack deviations when cracks go through the grain boundaries [13]. 
  
Fatigue striations and secondary cracks were found on fatigue fracture surfaces (Figure 8) of both 
samples, which indictate some ductillity of the materials. However the fatigue fracture surfaces also 
show that both sample conditions have similar fatigue fracture mechanisms, although, more 
secondary cracks were found in the as-cast Ti-6Al-4V.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

Figure 6. Crack profile of Ti64: (a) as-cast, (b) post-HIPped.  

(a) 

(b) 

Crack growth direction 

   
Figure 7. Crack path morphologies of Ti64: (a) as-cast, (b) post-HIPped. 

(a)  (b) 
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4. Conclusions 
 

(1) Microstructures of Ti-6Al-4V alloy in the as-cast and post-HIPped condition were both lamellar 
colony structures. Following HIPping of the alloy, the thicknesses of lamellar plate and the alpha 
colony size both increased.  
Fracture toughness of the post-HIPped samples is higher than that of the as-cast samples. This was 
associated with the significant reduction in the volume fraction of pores by HIPping. The fracture 
mode changed from the intergranular fracture into transgranular fracture. 

(2) The fatigue crack growth rate of the post-HIPped sample with larger lamellar spacings was lower 
than that of the as-cast samples with smaller lamellar spacings. More crack deflections and 
branchings were found in the post-HIPped samples than in the as-cast samples, which indicates 
more energy was consumed in the fatigue crack propagation of the post-HIPped samples. 
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Figure 8. Scanning electron micrographs of Ti64 alloy fatigue fracture surfaces: (a) (b)as-cast, (c) (d) post-HIPped. 
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Abstract One of the difficulties of the vibration-based damage identification methods is the nonuniqueness 
of the results of damage identification. The different damage locations and severity may cause the identical 
response signal, which is even more severe for detection of the multiple damage. This paper proposes a new 
strategy for damage detection to avoid this nonuniqueness. This strategy firstly determines the approximates 
damage area based on the statistical pattern recognition method using the dynamic strain signal measured by 
the distributed fiber Bragg grating, and then accurately evaluates the damage information based on the 
Bayesian model updating method using the experimental modal data. The stochastic simulation method is 
then used to compute the high-dimensional integral in the Bayesian problem. Finally, an experiment of the 
plate structure, simulating one part of mechanical structure, is used to verify the effectiveness of this 
approach. 
 
Keywords structural health monitoring, damage detection, fiber Bragg grating, Bayesian model updating, 
stochastic simulation 
 
1. Introduction 
The nonuniqueness of the results of damage identification is the one of the difficulties of the 
vibration-based damage identification methods. The different damage locations and severity may 
cause identical response signal. This problem is even more severe for the detection of the multiple 
damage. The reason is that, the number of the measured points in real application is limited and 
only the limited modes could be estimated. Furthermore, the modelling error and the measurement 
noise is usually inevitable, some erroneous modes could have modal parameters closer to the 
estimated modal parameters than the model with the correct damage locations and amount [1].   
By explicitly considering the modelling error and the measurement noise, Bayesian model updating 
approach is an excellent way to model prediction error and provide the uncertainty information of 
the damage identification results [2]. Based on the Bayesian formula, Bayesian model updating 
approach could incorporate the engineering judgments, the mathematical models and the measured 
data together to make robust identification for damage. The results of damage identification are 
expressed though the post probability density function (PDF), rather than pinpointing a single 
solution in the traditional deterministic approach. The post PDF quantifies the confidence level of 
the identified results, which usually provides an important reference for maintenance decision. 
The fiber Bragg grating (FBG), considered to be a promising technology, has been increasingly 
applied to the SHM process. FBG has several advantages, such as immunity to electromagnetic 
interference, high sensitivity, light weight, and so on. The excellent multiplexing capability of the 
FBG facilitates its use as a distributed sensor system, which not only monitors the local key parts of 
the structure but also captures the overall dynamic information. Panopoulou et al. [3] developed a 
complete damage detection system using FBGs. The dynamic strain response data from the FBG is 
first measured, then the feature indices are extracted by various signal processing methods, and 
finally an artificial neural network is utilized to detect and locate damage. This system has been 
demonstrated by a thin composite panel and a honeycomb structure and is planned for use in a 
future application of an antenna reflector. 
This paper uses the distributed FBG as the sensor network and proposes a new strategy for damage 
detection though two steps, which firstly estimate the approximate damage area from the dynamic 
strain signal using the statistical pattern recognition method, and then accurately evaluates the 
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damage based on Bayesian model updating method using experimental modal data. Lastly, the 
stochastic simulation method is used to solve the Bayesian computation issue and generate the 
samples of the damage parameters identified. 
The following paper is organized as follows. Section 2 summaries the new damage detection 
strategy. Section 3 is the experimental verification section: firstly describes the experimental 
apparatus and procedures, and then presents the detection results of Step 1 and Step 2, respectively. 
A few conclusions are discussed in Section 4. 
 
2. Theoretical Background 
 
2.1. New Damage Identification Strategy 
 
The traditional damage detection methods for SHM can be classified into model-based method and 
non-model-based method [4]. Here, the “model” refers as the physical model of the real mechanical 
or civil structure. The non-model method usually directly uses the signal processing or statistical 
method to determine whether the damage occurs. This method is simple and straightforward, but 
helpless for quantifying the damage, such as the size, orientation and trends of the crack. 
Alternatively, the model-based method requires an accurate physical model and could quantify the 
damage but on the cost of intensive computation. 
Absorbing both advantages of the non-model method and the model-based method, a new damage 
detection strategy is proposed based on FBG and Bayesian model updating method. This process 
consists of the following two phases. (1) Roughly estimate damage area based on the distributed 
dynamic strain signal with the recognition accuracy of the gage lengths of FBG without a detailed 
analytical model. (2) Accurately identify the size, direction and depth of the damage with the 
recognition accuracy of the accuracy of the physical model based on Bayesian model updating 
method. The details of the process are showed in Fig. 1. 
 

 
Figure 1. Detailed process of the new damage detection strategy 

 
Based on the strain measurement, the dynamic strain response of FBG is more sensitive to the local 
small damage than the traditional displacement or acceleration measurements. But the 
environmental and operational variations, such as the change of temperature, usually disguise the 
signal variation induced by damage and cause the false-positive indication. So in Step 1, the 
dynamic strain signal is decomposed into the damage-sensitive signal component using the 
Hilbert-Huang Transform (HHT) method, the autoregressive (AR) model is then used to exact 
damage sensitive features, and lastly the Mahalanobos distance-based method is used to determine 
the approximate damage area, named as the damage suspicious region. But the identification 
accuracy of this region is low, because that is mainly affected by the grating length of FBG and the 
layout density of the sensor network. 
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In Step 2, the Bayesian model updating method is further used to identify the detailed damage 
parameters. The damage parameters are identified only from the damage suspicious region of Step 
1.  
There are several advantages for this new damage identification strategy. First, the number of the 
parameters to be identified has been reduced, which make the cost of the computation greatly drop. 
Second, the search targets of the damage identification only focus to the damage suspicious area, 
rather other the entire structure. The “output-equivalent” issue in the damage mechanism modelling 
can be effectively relieved, which refer to the problem that different damage assumes may produce 
identical out parameters [1]. 
 
2.2. Bayesian Model Updating Framework 
 
Assume the damage could be expressed by the reduction of the element stiffness, but independent 
from the element mass. Therefore, introducing the parameter vector θ = [θ1, ..., θi, ..., θN], which 
represents the contribution of the element stiffness to the system stiffness matrix, the system 
stiffness matrix K can be written as: 

 0
1

( )
N

i i
i

Kθ
=

= +∑K θ K  (1) 

where N is the degrees of freedom (DOFs) of the linear discrete system, θi (0 < θi < 1) is 
non-dimensional, and the smaller the size of θi , the more serious the damage of element, other 
words, deeper the crack. The combination of adjacent damage element constitutes the shape and 
direction of the crack. Obviously, the accuracy of crack identification depends on the sizes of finite 
elements which can be controlled artificially but usually at the cost of the computation effort [5]. 
Based on Bayesian theorem, when given the measured data D and the probabilistic models M, the 
post PDF of θ can be expressed as: 
 ( | , ) ( | , ) ( | )p M cp M p M=θ D D θ θ  (2) 
 
where c is a normalizing constant, p(θ| M) is the prior PDF of θ, and p(D| θ, M) is the likehood 
function. Because that the measured modal frequency usually has the more precision than the other 
modal parameters. Moreover, the most algorithms including the mode shapes have to deal with the 
problems of the finite element (FE) model reduction or mode shape expansion to bridge the gap 
between the real structure and the simulated model. So the modal frequencies are used to construct 
the likelihood function, assume the Nm (≤ N) modes of natural frequency are considered here: 
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where ∑ is the variance matrix of the measured modal frequency, Ns is the number of the measured 
modal frequency sets, µψ is the measured modal frequency of the monitoring structure under 
unknown health status, and the ψ(θ) is computed modal frequency of the FE model. 
The computation of the high-dimensional integral in the Bayesian method is difficult and has 
attracted the attention of many researchers over the decades. Several improved stochastic simulation 
methods have been developed to solve the high-dimensional and complex posterior PDF, such as 
the adaptive Metropolis-Hastings (AMH) [6], the transitional Markov chain Monte Carlo (TMCMC) 
[7], the Hybrid Monte Carlo (HMC) [8], and so on. Inherited from the AMH that introduced a series 
of intermediate PDFs, the TMCMC can not only automatically select the intermediate PDFs but 
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also conveniently evaluate the evidence in the Bayesian model class selection. However, the 
proposal distribution of the TMCMC is the random walk of Gaussian distribution, which cannot 
explore the local properties of the posterior PDF well. So the slice sampling is used as the algorithm 
of the candidate value for TMCMC, which is named as TMCMC-slice.  
The improved TMCMC-slice algorithm, which has integrated the advantages of the TMCMC and 
slice sampling method, is used to generate the sample of the unknown parameters. Based on slice 
sampling, the generation of the candidate value can automatically adapt to the local features of the 
post PDF with fewer user-adjusted parameters. Though the gradually transitioning from the prior 
PDF to the post PDF, TMCMC can easier sample from the intermediate PDFs than other methods. 
And the ratio of Metropolis-Hasting in each iteration step could make the sample concentrate the 
region of high probability, which improves the convergence properties of the TMCMC-slice 
algorithm. 
 
3. Experimental verification 
 
3.1. Experimental apparatus and procedure 
 
A 304 stainless steel plate, which is attached by four bolts on a support, was used to simulate one 
part of the mechanical structure. The geometric parameters of the plate are 500 mm by 500 mm and 
3 mm thick. Twenty-nine gratings were bonded on the surface of the plate according to the 
symmetry of the structure. These gratings were assigned to four individual fibers in order to 
facilitate wiring, and then connected with the four channels of the optical demodulator produced by 
the Micron Optics Inc. The sampling rate of the FBGs was set to 2 kHz. There were also 15 
accelerometers to monitor the modal parameters of the structure. The sampling rate of the 
accelerometer was also set to 2 kHz. The arrangement of the FBGs and accelerometers sensor 
network is shown in Fig. 2. 
Providing the excitation for the plate structure, a vibration exciter was attached to the center of the 
plate using a screw with a 3mm diameter. This vibration exciter was controlled by the LMS modal 
testing system, which produced the 0~8 kHz broad-band stochastic excitation.  
 

 
Figure 2. Layout of the FBG and accelerometer sensor network 

 
The structural defect usually appears in most mechanical structures because of stress concentration, 
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fatigue, or corrosion. Therefore, the experiment here was mainly designed to identify this form of 
damage. The structural defect was simulated by a notch at different depths, which was directly 
machined on a milling machine, as shown in the upper left corner of Fig. 3. Based on the severity of 
the damage, there were four groups. The first group represents the baseline health state without any 
defect; the second group induces a defect whose size is 46 mm by 48 mm with a depth of 1.5 mm 
(50% thickness), as shown in the yellow region of Fig. 2. In the third group, the size of the defect 
remains the same, but the depth is increased to 2.4 mm (80% thickness). Finally, in the fourth group, 
the defect is completely though the plate (3 mm depth). The torque of the four bolts connecting the 
plate and the support was 80 Nm, which was strictly controlled by the torque wrench in each 
experimental group. The image of the experimental real objects can be observed in Fig. 3, and the 
details of the different health states simulated are summarized in Table 1. 

 

 
Figure 3. Picture of the experiment 

 
Table 1. Details of different health conditions 

State Label Description 
Health state State 1 Baseline state, no defects 

Damage state 1 State 2 Defect size: 46mm × 48mm × 1.5mm 
Damage state 2 State 3 Defect size: 46mm × 48mm × 2.4mm 
Damage state 3 State 4 Defect size: 46mm × 48mm × 3mm 

 
3.2. Detection Results of Step 1 
 
For each damage state, 50 sample records are collected as damage identification according to the 
periodicity characteristics of the response signal. In Step 1, the dynamic strain signal from FBG is 
first decomposed into several intrinsic mode functions (IMFs), then the AR-based model is applied 
on the second level IMF component to extract the damage sensitive features and Mahalanobis 
distance-based pattern classification method are used to detect and locate damage. Here the sample 
sets from State 1 (health state), State 2 (damage state 1), State 3 (damage state 2), and State 4 
(damage state 3), totally 200 samples, are used for damage identification. These samples are divided 
into two parts. One is the first 25 samples of State 1 as the training sample set. Another is the test 
sample set composed of the later 25 samples of State 1 and the remaining three damage states, 
totally 175 samples. The identification results of the channel 19, 26, 27, and 28 are shown in Fig. 4, 
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in which the blue bar indicates that no damage occurred, the red bar means the damage, and the 
green horizontal line is the threshold which is calculated assuming that the distribution of the square 
of the Mahalanobis distance is chi-square distribution with the DOFs equal to the AR model order. 
 

 
Figure 4. Results of damage detection and location in channel 19, 26, 27 and 28 

 
There is no damage occurred when the number of blue-bar is larger than the red-bar in each state, 
otherwise, the damage appears. Observing the amount of the red bars, the number of the red bars in 
the channel 19, 27, and 28 is large, so the conclusion is that the approximate location of the damage 
is near the position of the channel 19, 27, and 28, but lacking more detailed information, such as the 
direction, size and severity about the damage. So next the Bayesian model updating method is used 
to identify the specific parameters of the damage. 
 
3.3. Detection Results of Step 2  
 
In order to identify the damage parameters, the plate structure is divided into the 100 rectangular 
elements of 10 by 10. Then the non-dimensional parameter, representing the contributions of the 
element stiffness to the system stiffness matrix, is introduced to model the damage. Based on the 
detection results of Step 1, only the six parameters near the damage approximate area, θi (i = 1, 
2, …, 6), are updated in Bayesian model updating method of Step 2.  
 
3.3.1. FE Model Refinement 
 
A precise model is required before applying Bayesian model updating method for damage 
identification, so the FE model is refined to minimize the model error by conducting a series of 
parametric analysis. 
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The experimental modal frequency is firstly identified by the LMS modal analysis software using 
the acceleration signal. Here the results of State 1 (health state), State 2 (damage state 1), State 3 
(damage state 2), and State 4 (damage state 3) are shown in Table 2. 
 

Table 2. Modal frequency of the healthy and damage states 
Mode State 1 (Hz) State 2 (Hz) State 3 (Hz) State 4 (Hz) 

1 40.9330 42.4120 42.3030 41.9960 
2 137.4630 135.9660 135.6860 134.9330 
3 307.7550 304.8220 305.3790 301.6580 
4 436.2560 436.2100 432.7160 430.4220 
5 690.2900 683.8950 674.1470 679.2060 
6 806.7520 803.8900 802.2440 808.0970 

 
The geometric parameters of the plate are accurately measured as 515 mm by 515 mm and 2.95 mm 
thick. The density of the 304 stainless steel is 8150 kg/m3, the Modulus of Elasticity is 189 GPa, 
and the Poissons ratio is 0.285. The four-node rectangular element is used in the FE model, and the 
size of the grid element is 51.5 mm by 51.5 mm. The nodes of the elements located in four corners 
are fully constrained to simulate the bolt constraint. The comparison of the modal frequency 
between the FE model and the actual undamaged plate is shown in Table 3.  
 

Table 3. Comparison of the modal frequency between FE model and actual plate 
Mode Test(Hz) FEM(Hz) Diff(%)

1 40.9330 40.9361 0.0076
2 137.4630 140.5776 2.2658
3 307.7550 315.8144 2.6188
4 436.2560 427.5859 -1.9874
5 690.2900 703.1238 1.8592
6 806.7520 809.1443 0.2965

 
Although the refined FE model is close to the actual structure, the model error is modelled a 
Gaussian process. Then the post PDF is constructed according to the Bayesian theorem. The 
posterior samples of the damage parameters θi are generated using the stochastic simulation method 
based on TMCMC-slice sampling.  
 
3.3.2. Damage Identification 
 
The damage identification results of the TMCMC-slice algorithm are checked. The statistics of the 
sample are shown in Table 4, where column 1 is the actual values of the parameters, column 2 
shows the identified sample mean, column 3 shows the sample standard deviation (s.d.), and 
column 4 displays the coefficient of variance (c.o.v.). 
 

Table 4. Results of damage identification for plate structure based on TMCMC-slice 
 Actual Identified s.d. c.o.v.
θ1 1.0000 0.9950 0.7742 0.7781
θ2 0.5000 0.5181 0.2100 0.4053
θ3 1.0000 2.6051 1.5647 0.6006
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θ4 1.0000 0.9500 0.8905 0.9374
θ5 1.0000 0.6889 1.4918 2.1655
θ6 1.0000 0.9771 0.9996 1.0231

 
The result of the TMCMC-slice method is satisfactory, only the identified values of θ3 and θ5 are 
deviate from the actual values, but the corresponding standard deviation (s.d.) and coefficient of 
variance (c.o.v.) are also large, which denote that the results have lower credibility. 
Then the sample updated trajectory and probability density distribution are respectively used to 
further analysis the performance of TMCMC-slice, as shown in Fig. 5 and Fig. 6. 

 

 
Figure 5. Sample path of the damage identification results based on TMCMC-slice 

 

 
Figure 6. Probability density of the damage identification results based on TMCM-slice 

 
4. Conclusions 
 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-9- 
 

This paper proposes a new damage detection strategy which can successfully identify the damage of 
the plate structure. Inheriting the results of Step 1, the non-dimensional stiffness parameters, only 
from the suspicious damage region, are updated using the Bayesian model updating method in Step 
2. The significances of the method are that: when the identification of the detailed damage 
parameters focuses on the suspicious damage area, the number of the parameters needs to be 
identified has been greatly reduced, which can improve the convergence performance of the 
stochastic simulation method. The uncertainty of identification parameters will be reduced. More 
important, the nonuniqueness issue of the results of damage identification could be effectively 
relieved. 
The finite element model which introduces local stiffness reductions representing damage may be 
the simplest method among these damage modelling methods for SHM. But different from the 
traditional usage way as [1, 9, 10] in which a damage threshold must be pre-assumed, this paper 
uses the stochastic simulation method to obtain the samples of the stiffness parameters. The sample 
means are the identified values of the parameters, which represent actual severity of damage. The 
value of the θi is closer to 1, the more health structure; closer to 0, the more serious structure 
damage. The sample variance gives the credibility of the recognition results. The size and 
orientation of the damage can be observed by the combination of the different damage elements. 
The accuracy of damage identification depends on the sizes of the finite elements, which can be 
controlled artificially but usually on the cost of the computation effort. 
Although the experiment result has obtained encouraging results, how to improve the accuracy of 
the damage identification is the focus of the future work. 
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Abstract  Statistical theory of evolution of typical mesoscopic defects (microcracks, microshears) revealed 
specific type of criticality–structural-scaling transitions and allowed the development of phenomenology of 
damage-failure transition in solids with defects. The key results of statistically based phenomenology are the 
establishment of characteristic multiscale collective modes of defects responsible for damage-failure 
transitions under dynamic and fatigue loading. High resolution experiments and structural (SWFM and AFM) 
study in terms of scaling invariance supported the linkage of the evolution of these modes with material 
responses in large range of load intensity (dynamic crack propagation, fragmentation statistics, crack path 
under high cycle (HCF) and very high cycle (VHCF) fatigue)  
 
Keywords  multiscale damage kinetics, collective modes of defects 
 
1. Introduction 
The problem of fracture treated as a critical phenomenon represents one of the key problems of 
fundamental and applied physics of materials science. Experimental studies of material responses in a 
large range of loading rates show that the behavior of solids is intimately linked with the evolution of 
typical mesoscopic defects (microcracks, microshears). This characterizes generically solids under 
dynamic and fatigue loading, when the internal times of the evolution of ensemble of defects for 
different structural levels are approaching the characteristic loading times. Statistical theory of typical 
mesoscopic defects (microcracks, microshears) revealed specific type of criticality – the 
structural-scaling transitions and allowed the development of phenomenology of damage-failure 
transition based on the definition of non-equilibrium free energy of solid with defects. Multiscale 
aspects of damage-failure transition are analyzed to consider recent experiments on dynamic crack 
propagation, fragmentation statistics, scaling laws of fatigue.  

 

1. Structural-scaling transitions in solid with defects 
Statistical theory of the evolution of typical mesoscopic defects (microcracks, microshears) allowed 
us to establish specific type of critical phenomena in solid with defects – structural-scaling 
transitions and to propose the phenomenology of damage-failure transition [1]. The key results of 
the statistical theory and statistically based phenomenology are the establishment of two order 

parameters responsible for the structure evolution – the defect density tensor ikp  and the structural 

scaling parameter ( )3
0R rδ = , which represents the ratio of the spacing between defects and 

characteristic size of defects. Non-equilibrium free energy F  represents generalization of the 
Ginzburg-Landau expansion in terms of mentioned order parameters – the defect density tensor 
(defect induced deformation zzpp =  in uni-axial case) and structural scaling parameter δ : 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-2- 
 

( ) ( ) ( )2642
* ,6

1
4

1,2
1 ppDpCBppAF lc ∇+−−−= χσδδδδ ,                       (1) 

where zzσσ =  is the stress, χ  is the non-locality parameter, DCBA ,,, are the material 

parameters, *δ  and cδ  are characteristic values of structural-scaling parameter (bifurcation points) 

that define the areas of typical nonlinear material responses on the defect growth (quasi-brittle, 

ductile  and fine-grain state) in corresponding δ –ranges: 3.1,,1 ** ≈><<≈< δδδδδδδ cc . 

The damage kinetics is determined by the kinetic equations for the defect density p and scaling 
parameter δ  

,p
F Fp
p δδ

δ
Δ ∂

= − Γ = − Γ
Δ ∂

&& ,                                               (2) 

 where δΓΓ ,p  are the kinetic coefficients, (...) tΔ Δ is the variation derivative. Kinetic equations 

Eq.2 and the equation for the total deformation pC += σε ˆ ( Ĉ  is the component of the elastic 

compliance tensor) represent the constitutive equations of materials with mesodefects. Material 
responses on the loading realize as the generation of   characteristic collective modes – the 

solitary waves in the range of *δδδ <<c  and the “blow-up” dissipative structure in the range 

1≈< cδδ . The generation of these collective modes under the loading provides the change of the 

system symmetry and initiates specific mechanisms of the momentum transfer (plastic relaxation) 
and damage-failure transition on the scales of damage localization with the blow-up kinetics.  
The damage-failure scenario includes the “blow-up” kinetics of damage localization as the 
precursor of crack nucleation according to the self-similar solution: 

( ) ( )ξftgp = , Hx Lξ = , m
ctGtg −−= )1()( τ ,                                          (3) 

where cτ  is the so-called "peak time" ( ∞→p  at ct τ→  for the self-similar profile ( )ξf  

localized on the scale HL , 0,0 >> mG  are the parameters of non-linearity, which characterise the 

free energy release rate for  cδδ < . The self-similar solution Eq.3 describes the blow-up damage 

kinetics for ct τ→  on the set of spatial scales KkkLL cH ,...2,1, == , where cL  and 

HL corresponds to the so-called “simple” and “complex” blow-up dissipative structures. Generation 

of the complex blow-up dissipative structures appears when the distance SL between simple 
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structures approaches to the scale cL . Similar scenario of the “scaling transition” proceeds for the 

blow-up structures of different complexity to involve in the process of the final stage of damage 
localization the larger scales of material.  
The description of damage kinetics as the structural-scaling transition allowed the consideration of 
solid with defects as a dynamical system with spatial degrees of freedom (corresponding to the set 
of blow-up dissipative structures of different complexity). Stochastic behavior in this case can be 
linked with the dynamics of the critical state with the features of flicker noise, or 1 f - statistics. 
The systems reveal the so-called self-organized criticality (SOC) with universal behavior that is 
typical for the late state evolution of dynamic systems when the correlation will appear on all length 
of scales. The self-similar nature of mentioned collective modes associated with damage 
localization zones has the great importance in the case of dynamic loading, when the “excitation” of 
these modes can lead to the subjection of relaxation and failure to the dynamics of these modes. The 
examples for this situation are the transition from the steady-state to the branching regimes of crack 
propagation, qualitative change of the fragmentation statistics with the increase of the energy 
density imposed into the material. 

 

2. Nonlinear crack dynamics. Crack branching 
The understanding of self-similar scenario of damage-failure transition stimulated our experimental 
study of crack dynamics for the explanation of mechanisms of transition from the steady-state to the 
branching regime, fragmentation statistics and failure wave phenomenon [2]. The stress field in the 

area of crack tip in the preloaded (by external stress σ ) PMMA plate and the diagram “crack 

velocity V  versus applied stress σ ” are presented in Fig.1 according to the data of high speed 
framing with the usage REMIX REM 10-8 camera  (time lag between pictures sμ10 ). Three 
characteristic regimes of crack dynamics were established in the different ranges of crack velocity: 

steady-state СVV < , branching CVV >  and fragmenting BVV > , when the multiply branches of 

main crack have the autonomous behavior (Fig.1, 2). Steady-state regime of crack dynamics is the 
consequence of the subjection of damage kinetics to the self-similar solution of the stress 
distribution at the crack tip (mechanically speaking to the stress intensity factor). Bifurcation point 

СV  ( RС VV 4.0≈  where RV  is the Rayleigh wave speed) corresponds to the transition to the 

regime, when the “second attractor” (with the symmetry properties related to the number of the 
blow-up dissipative structures) disturbs the steady-state regime due to the excitation of numerous 
new failure hotspots (the daughter cracks having the image of mirror zones on the fracture surface). 
The change of the symmetry properties of nonlinear system were studied under the recording of 
dynamic stress signal (polarization of laser beam) at the front of propagating crack in the point 
deviated on 4 mm from the main crack path. The corresponding phase portraits σσ ~&  for 
steady-state and branching regimes of crack dynamics are presented in Fig. 3 and confirmed the 
existence of two “attractors”, which subject the crack dynamics. The first attractor is related to the 
intermediate asymptotic solution for the stress distribution at the crack tip. The second attractor has 
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degrees of freedom corresponding to the set of blow-up dissipative structures of different 
complexity that can be responsible for different scenario of fragmentation statistics and failure 
under dynamic and shock wave loading. 
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Figure 1: Stress pattern for steady-state СVV < , 
branching CVV >  and fragmenting BVV >

scenario of crack dynamics. 

Figure 2: Crack velocity V  versus 
stress σ . 
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Figure 3: Stress phase portraits: σσ ~& : a - smV /200= , b - smV /615=  

 

3. 1 f -fragmentation statistics 

Fundamental properties of failure are central in determining the temporal scenario of fragmentation 
statistics and fragment size distribution. Fragment size distributions can range from the relatively 
tight exponential functions to power-law relations spanning a number of decades in fragment size. 
Onset of fracture asymptotes to a range of length scales in which fragmentation is self-similar 
requiring that failure temporal sequences and the fragment size distributions exhibit a power-law 
dependence [3]. The linkage of scenario of crack propagation and symmetry properties of dynamic 
system “solid with defects” allowed us to propose the interpretation of temporal and spatial 
fragmentation statistics depending on the energy density imposed. A large number of the 
fragmentation statistics were proposed: log-normal, power-law, exponential, combination of 
exponential and power laws. These theories have focused on the prediction of mean fragment size 
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through energy and momentum balance principles, and on statistical issues of fragment size 

distribution. The energy density CEE <  ( CE  corresponds to the critical velocity CV  of the 

steady state – branching transition) provides the stress intensity controlled failure scenario. The 

transient densities )( BCCB VVVEEE <<>>  lead to the exponential fragmentation statistics 

that is sensitive to both self-similar solutions: the self-similar stress distribution at the crack tip and 
collective blow-up modes of damage localization. “In-situ” fracture-luminescence sequences in 
dynamically loaded fused quartz rods and fragmentation statistics in recovered samples were 
analyzed. The power law of fracture luminescence sequences and the fragment size distribution was 

observed [4,5] under the increase of the energy density BEE >  (Fig.4) when the multiscale 

damage localization occurs according to the set of blow-up dissipative structures that have the 
image of the stochastic “cloud” on the phase portrait (Fig. 3b). It was shown that the fragmentation 
time exceeds at least in two orders of magnitude the characteristic acoustic time on the sample 
length (100mm). The fracture luminescence signals represent the wave envelopes with the 
amplitudes revealing non-monotonic decay. 

  
 
 
 

Figure 4. Fracture luminescence and fragmentation experiments  
  

 
Figure 5. 1/f fracture luminescence spectrum in 
dynamically loaded fused quartz rod  
 

Figure 6. Fragment size cumulative 
distribution  

 
Analysis of «in-situ» fracture luminescence sequences and fragmentation size statistics in 
dynamically loaded fused quartz established the power laws for the temporal (1/f spectrum) and 
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spatial failure scenario that are characteristic for the multiscale collective modes (blow-up dissipative 
structures) associated with collective behavior of the set of damage localization hotspots. 
 
4. Resonance excitation of damage localization 
The solution (3) allowed us to link the self-similar features of damage localization kinetics and 
generation of blow-up dissipative structures. It was established the correspondence of failure 
hotspots nucleation having the image of mirror zones in experiments with numerous spall failure in 
shocked cylindrical rods of PMMA and ultraporcelain [5,6]. The multiple mirror zones with an 
equal size were excited on different spall cross sections in the shocked rod when the stress wave 
amplitude exceeded some critical value corresponding to the transition to the so-called “dynamic 

branch” under spalling (Fig. 7). Theoretically predicted low limit of damage localization scale CL  

shows the existence of critical energy density, which provides the limit size of fragmented structure 

close to CL  and the degeneration of the power low statistics into the mono-disperse distribution. 

Such fragmentation dynamics can be linked to the failure wave phenomenon [8]. The important 
feature of failure wave phenomenon is that the velocity of failure wave doesn’t depend on the 
velocity of propagation of the single crack. The stored elastic energy in material is the main factor, 
which provides the ability of brittle solid to the generation of failure wave. The failure waves 
represent the specific dissipative structures (the "blow-up" dissipative structures) in the microshear 
ensemble that could be excited due to the shock wave pass [9]. Experimental study of failure wave 
generation and propagation was realized for the symmetric Taylor test on fused-quartz rods [10]. 
Fig. 8a shows the processing of a high-speed photography (upper picture) for the flyer rod traveling 
at 534 m/s at impact. 

-6
-5

-4

3

4

2

5

4

0.30.20.1

1
2

V0

σ , GPa

lg τ ,

sec

a

c

6

 
 

Figure 7: Fracture time ct  for shocked rod of PMMA (1) and ultraporcelain (2) versus stress amplitude aσ . 

Insert: surface pattern with mirror zones in different spall cross sections [6]. 
 
Three dark zones correspond to the image of impact surface (green triangle), failure wave (red 
square) and (blue diamond) the shock wave. The initial slope for the failure wave gives the front 

velocity skmV fw /57.1≈  that is close to traditionally measured in the plate impact test [10]. 

However, the experiment revealed the increase of failure front velocity up to the value 
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skmV fw /4≈ . Approaching of failure wave front velocity to the shock front velocity supports 

theoretically based result concerning the failure wave nature as “delayed failure” with the limit of 
“delay time” corresponding to the “peak time” in the self-similar solution [10]. 
  

                 a                                 b 
Figure 8. a – The Taylor test data; b - Simulation of shock wave (S) and failure wave (F) propagation for 

different time [10]. 

Numerical simulation (Fig.8b) of damage kinetics describes the self-similar “blow-up” dynamics of 
damage-failure transition, supports the assumption concerning the failure wave mechanism as 
delayed failure with the delay time of the development of “peak regime” of “blow-up” dissipative 

structure. Time of the delay Dτ  represents generally the sum of the induction time Iτ , that is the 

time of the formation of damage spatial distribution close to the self-similar profile, and the “peak 

time” Сτ , that is the time of “blow-up” damage kinetics. Steady-state regime of failure wave front 

propagation can be linked to the successive „resonance” activation of “blow-up” dissipative 

structures with characteristic “delay time” that is close to the “peak time” Сτ . 

5. Scaling transitions and fatigue crack kinetics 
Damage kinetics according to Eq. 2 reveals the specific system behavior in the ranges of scaling 

parameter *δδδ <<C  and Cδδ <  when the defect density tensor ikp , influences on the 

correlation properties of defects on different spatial scales. The existence of two ranges of δ  
characterizes qualitative difference in relaxation mechanisms, which provide different dissipation 
ways: the orientation ordering and the formation of PSBs structures and the blow-up dissipative 
structures as the final stage of damage localization. The scenario of defect evolution in the range 

*δδδ <<C  leads to the anomaly of the relaxation properties and, as the consequence, the energy 

absorbing. The high level of the structural relaxation time in the orientation metastability area in 

respect of the loading time ( ) 1−≈ ετ &l  coupled with the self-similar features of structure 

rearrangement in the scaling transition regime explains the anomaly of the energy absorbing under 
cycle load starting from some characteristic level of strain. This stain corresponds to the saturation 
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stress Sσ  providing the start of the scaling transition and the saturation effect as the anomaly of 

energy absorbing. The microscopic mode of fatigue crack growth is strongly affected by the 
multiscale slip arrangement, applied stress level and the extent of near tip plasticity. In ductile solids, 
cyclic crack growth is observed as a process of intense localized deformation in slip bands near the 
crack tip which leads to the creating of new crack surfaces by shear decohesion. The important 
feature of cyclic loading conditions, when the onset of crack growth from pre-existing defects can 
occur, at stress intensity values that are well below the quasi-static fracture toughness. This 
observation was used as a physical basis for the Paris model, when small scale yielding assumption 
allowed the formulation of the crack kinetics as  
 

mKC
dN
da

Δ= ,                                                                  (4) 

in the term of the stress intensity factor range defined as minmax KKK −=Δ , where maxK  and 

minK  respectively are the maximum and minimum stress intensity factors, C  and m are 

empirical constants which a functions of material properties and microstructure. This formula 
predicted the Paris exponent of 4m ≈  in agreement with experiments for most metals [11]. Since 
the crack growth kinetics is linked to the temporal ability of material to the energy absorbing at the 
crack tip area the understanding of the saturation nature can be the key factor for the explanation of 
the 4th power universality. It was shown that the saturation nature can be considered as a 
consequence of the anomaly energy absorbing in the course of structural-scaling transition in 
dislocation system with the creation of PSBs and long-range interaction of dislocation substructures. 
Taking into account that the p - kinetics is given by the 4th order difference in the power in the 

metastability area the qualitative dependence of the damage rate reads 4~ SAp σ& , where Sσ is the 

saturation stress in the metastability area for *δδδ <<C . This result supports the 

phenomenological law proposed by Paris [11] for the HCF crack growth kinetics. It is interested to 
note that this channel is very powerful in the sense of the energy absorbing. For instance, similar to 

the Paris law, the 4th power law 4
AAσε ≈&  of the linkage of plastic strain rate pε& on the stress 

amplitude Aσ  was established at the steady-state plastic wave front for several materials 

experienced shock loading [9, 12].  
 
6. Defect induced scaling and scaling laws for fatigue crack path  
With the purpose of understanding of crack behavior near the fatigue crack threshold the replica 
technique was used to study the correlation between the scaling properties of defect induced 
roughness and scaling laws of fatigue crack. 3D New View high resolution data of defect induced 
roughness in the crack process zone (Fig.9a) under fatigue crack path revealed the existence of two 
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characteristic scales: the scale of the process zone PzL  and the correlation length scl  that is the 

scale when the correlated behavior of defect induced roughness has started [13].  
 
 
 
 
 
 
 
 
 
 
 
                    a                                   b                  
Figure 9: a –roughness scaling in the process zone; b – “fish eye” area of damage localization under VHCF 

(fine grain titanium) 

Assuming incomplete self-similarity in the variables ( ) 0scK E lΔ → , 0sc Pzl L →  and the 

definition of the effective stress intensity factor ( )eff sc PZK K l L
β
αΔ = Δ  the kinetics of fatigue crack 

path reads 

( )( )sc eff scdl dN l K E l
α

= Δ ,                                                        (5) 

where the exponent α  and β  are the parameters related to the intermediate asymptotic 
dependence of crack rate on the stress intensity range. There is important case of the fatigue crack 

advance near-fatigue threshold when the scale of the process zone has the limit Pz scL l→ , the 

effective stress intensity factor range effKΔ  is approaching to the value KΔ  and Eq.5 has the 

form ( )( )sc scdl dN l K E l
α

= Δ  This form is similar to the equation proposed by Hertzberg [14] for 

scl b→ , where b  is the Burgers vector. Generally, in the limit of small scales scl b≈  the 

application of stress intensity factor conception is problematic and numerous multiscale 
mesodefects interaction and corresponding scaling laws must be introduced [15]. This situation is 
characteristic for the fatigue of fine grain materials and especially for Very High Cycle Fatigue, 
when the stage of crack nucleation is dominated in the life time. The image of fracture surface of 
fine grain titanium (grain size ~300nm) in the condition of VHCF (number of cycles ~1010) is 
shown in Fig.9b and revealed the “fish eye” image and the large “process zone” occupying fracture 
surface area in the bulk of specimen.  
 
 

 

NNew View image of process 
zzone 
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Abstract  A model of dynamic tensile fracture is constructed, which is applicable for many metals 
in wide range of strain rate. It considers a stage of thermofluctuation nucleation of voids and stages 
of voids growth and aggregation. The model contains two fitted parameter for each substance: the 
first parameter is a specific free energy of metal surface; the second one is a distribution parameter 
for weakened zones of material. These parameters are found for copper, aluminum, iron, titanium, 
nickel and molybdenum by fitting with the experimental data and molecular-dynamics simulations. 
Calculations show that there are two regions with different slope in the strain rate dependence of 
strength: in the first one (at strain rate < 108 s–1) voids are nucleated in weakened zones, and 
strength grows up relatively fast with strain rate; in the second one (at strain rate > 108 s–1) number 
of weakened zones becomes insufficient, voids are nucleated predominantly in perfect material, and 
the strength growth is decelerated. Plasticity is not effect on voids nucleation and on the material 
strength at the strain rate > 107 s–1, but it becomes a dominant factor at the strain rate < 104 s–1. 
 
Keywords  Fracture, High-rate tension, Metal, Micro-cracks, Two-level approach 
 
1. Introduction 
 
Dynamical tensile strength is an important property of materials. A number of experimental works 
is devoted to its determination: a plate impact [1,2], a short-pulse laser irradiation [3-5] and a 
powerful ion irradiation [1] can be used to produce conditions of metal rupture. Very high strain 
rates (above 109 s–1) are available now in experiments on irradiation of thin foils by short laser 
pulses [3,5]. Molecular dynamics (MD) is also a useful method for the investigation of fracture at 
ultra-high strain rates [6-10]. The dynamical strength value substantially depends on the strain rate. 
Experiments and MD simulations can not cover all possible ranges of this parameter. Therefore, 
their data have to be supplemented by some approximation for using in simulations of dynamical 
processes in materials. For example, the strain rate dependence of the dynamic strength is 
commonly approximated by a simple power law [3,10]).  
 
Various physical models of fracture typically separate the stages of the voids nucleation and of the 
voids growth [11]. Nucleation of voids is strongly effected by the presence of inclusions, grain 
boundaries and other defects of the crystal structure [12]. 
 
A modification of the model [13] is presented here, which considers weakened zones of material 
with reduced threshold of the micro-voids generation. It allows describing the strain rate 
dependence of strength in the range of strain rates from 103 s–1 up to 1011 s–1. Kinetics of the 
dynamic fracture of metals is numerically investigated basing on the proposed model. 
 
2. Model of fracture 
 
The model uses two-level approach for fracture description. Micro-level of modeling deals with 
individual micro-cracks in crystalline material and describes their thermo-fluctuation nucleation, 
growth and aggregation. Macro-level deals with averaged values through a length scale much large 
the distance between the cracks. Micro-cracks growth is described with use of simplified dynamics 
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equation for its radius. Macro-level is described by continuum mechanics equations with additional 
terms, which takes the micro-cracks ensemble into account. 
 
2.1. Voids growth equation 
 
Let β

r
 to be a unit vector directed along the maximal tensile stress. Tensile stress ik i kβσ σ β β=  

can initiate formation and growth of the opening mode cracks perpendicular to β
r

 (see Fig. 1). Let 
us consider such a micro-crack, which is supposed to be isolated and axially-symmetrical. Radius of 
crack is R and its half-thickness is h; its volume fV  can be estimated as a volume of cylinder 

2
f 2V R hπ= ⋅ . Opening of crack creates non-uniform field of displacements in its vicinity. Created 

by a localized disturbance, the displacements have to decay with distance with on the scale R . 
Maximal displacements in β

r
 direction corresponds to the crack faces, and it is h+  and h−  for 

opposite faces. Therefore, the ratio /h R  can be used as an estimation of the strain value in the 
crack vicinity. Corresponding stress can be estimated as ( )/G h R . In the loaded medium this 
internal stress is superposed on the external macroscopic tensile stress βσ . And the total stress has 
zero normal components on the crack faces to maintain the constant form at the fixed radius R . 
Hence, we obtain an estimation /h R Gβσ=  for the crack half-thickness; than the crack volume is 

3
f 2 /V R Gβπ σ= . Usage of the last two formulas assumes that the crack thickness instantly adapts 

to variations of R  or βσ  (a quasi-static approximation), it is valid when the typical time of 

variations τ  ( /R Rτ ≈ & or 1/τ ε≈ &, where ε& is the strain rate) is much longer than the transient 
period / tR c . Therefore, conditions for the quasi-static approximation are the next: tR c<<&  and 

/tc Rε <<& ; these inequalities usually take place. 
 

 
Figure 1. A separate micro-crack; the real crack shape is approximated by cylinder. 

 
The crack grows due to separation of atoms along the plane of crack. The growth rate is restricted 
by inertia of the surrounding material. It is possible to formulate a Lagrange equation [14] for the 
micro-crack growth, using the radius R as a generalized coordinate. In this approach system is 
characterized by the Lagrange function S VL K U U= − − , where K  is the kinetic energy of the 
substance movement due to the growth of micro-crack; SU  is the surface energy of the crack faces; 

VU  is the potential energy of crack in the field of external stresses βσ , and by the dissipative 
function F , which is equal to the one half of the mechanical energy decrease rate due to plastic 
deformation in the micro-crack vicinity. Expression 2

fK V Rρ= &  is used as an estimation of the 
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kinetic energy, where ρ  is the density of substance. Work of the external stresses βσ  at the crack 
opening is equal to the work on the crack faces; its work on the bulk is zero because of symmetry. 
One can integrate the elementary work along faces and obtain the value fVβσ δ⋅ , where fVδ  is an 
increment of the crack volume. Therefore, the potential energy of crack in the external stress field 

βσ  can be written as 3 2
f 2 /VU V R Gβ βσ π σ= − = − ; negative sign here indicates that the 

micro-crack growth is energy-wise efficient in the tensile stress. Potential surface energy connected 
with two crack faces is equal to 22SU Rπ γ= . 
 
Estimation of the dissipative function is more complex. The crack size changing is accompanied by 
generation of non-uniform fields of deformations and stresses in the crack vicinity, and the shear part of 
these stresses undergoes plastic relaxation. Due to the plastic strain the mechanical energy of the 
growing or collapsing crack is conversed in heat. On the base of the Orowan equation for dislocation 
plasticity, one can write the maximal plastic strain rate D tw b cρ=& , where Dρ  is the scalar density of 
dislocations in the substance, b  is the modulus of the Burgers vector of dislocations, tc  is the 
limiting speed of the dislocations movement. Using the ratio / /h R Gβσ=  as a characteristic 
value of deformation in the crack vicinity, we obtain a characteristic time of the plastic relaxation 

( ) ( )/ / /D D th R w G b cβτ σ ρ= =& . This is a time interval sufficiently large for the plastic relaxation 
of excess shear stress in the crack vicinity if the form of crack is artificially frozen. Then the 
mechanical energy decrease rate can be estimated as / DK τ  (external stresses and, respectively, 

VU  are supposed to be fixed). Than the dissipative function is equal to 

( ) ( ) ( )231/ 2 / D D tF K b c R Rτ πρ ρ= = & . 
 
Substituting all obtained elements in the Lagrange equation, one can obtain the next equation for the 
crack radius: 
 

 ( ) ( )
2

22 3 4 ' 6
2

R R R R R
G G
β βσ σ

ρ γ γ⎛ ⎞+ = − + +⎜ ⎟
⎝ ⎠

&& & , (1) 

where ( )( ) 2' / 2 D tb c R Rγ ρ ρ= & is irreversible energy (per unit area of crack faces) spending on 
plastic deformations; this energy dissipates both at the growth and at the collapse of the crack. It 
follows from the Eq. (1), that the crack grows when its radius exceeds a critical value 

( ) ( )2
cr 2 / 3R G βσ γ γ− ′= + . Calculations show, that at high-rate deformation the value of γ ′  is 

negligible with respect to γ  for just formed cracks with critical radius. Therefore, initial crack 
growth occurs in a brittle mode, practically without energy dissipation on the plastic deformations. 
In particular, the next relation is valid with good accuracy ( ) 2

cr 2 / 3R G βγ σ −= . But at the 
micro-crack growth, the irreversible energy γ ′  increases and it can reach the value of the order of 

21000 J / cm:  for large cracks, which exceeds the value of γ  on the three orders of magnitude. 
 
2.2. Nucleation of cracks. Weakened zones of the material 
 
Let us consider a micro-cracks ensemble. We denote the number of micro-cracks in unit volume of 
substance as n . To find the micro-cracks production rate we assume, that all they are generated due 
to thermal fluctuations. We assume that main contribution in /dn dt  is provided by cracks with 
critical radius crR , because cracks with crR R<  are being healed, and generation of cracks with 
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crR R>  is the low-probability process. Formation work for critical crack is 

( ) ( )cr cr crV SA U R U R= +  (it is reversible process without plastic dissipation), and we obtain 

( ) 2
cr cr2 / 3A Rπ γ= ⋅ ⋅ . The probability of such fluctuations is ( )( )crexp / BP A k T= −  [16], where T  is 

the substance temperature, Bk  is the Boltzmann constant. 
 
Concentration of the fluctuating centers can be estimated as ( )3

g cr1/ 8n R= . Fluctuation frequency f  
can be estimated as the frequency of transverse phonon with wavelength equal to the critical crack 
diameter ( )cr/ 2tf c R= . As a result, the cracks nucleation rate is 

 
2
cr

g 4
cr

2exp
16 3

t

B

c Rdn P n f
dt R k T

π γ⎛ ⎞⋅ ⋅
= ⋅ ⋅ = −⎜ ⎟

⎝ ⎠
. (2) 

 
The Eq. (2) determines the nucleation rate in the pure, defect-free material. In the real solids there 
are structural defects, such as dislocations, grain boundaries in polycrystals, inclusions in alloys etc. 
Micro-crack formation in the defective (weakened) regions requires smaller work in comparison 
with the undefective one, since these regions already possess raised energy relative to the 
defect-free crystal material (atoms in it are weaker bounded with each other). Primary origination of 
voids near the defects is observed in MD simulations [7,10]. We have to consider an influence of 
defects on the micro-cracks formation. Faultiness of current region of the material can be 
characterized by a parameter *γ  in such a way, that difference ( )*γ γ−  defines the crack surface 

formation energy per unit area in this defective region, *γ γ< . Then the formation work of the 
critical crack is equal to ( ) ( ) ( )* * 2

cr cr2 / 3A Rγ π γ γ= − , where crR  is determined by γ  because 
the crack must grow further in the defect-free regions of crystal, hence, it should be stable at this 
value of surface tension. We suppose that the weakened zones are exponentially distributed on *γ : 

( ) ( )* *
0 exp /n nγ γ γ= ⋅ − Δ  where γΔ  is a distribution parameter. The product ( )* *n dγ γ  is the 

number of micro-cracks nucleation centers in unit volume of substance with the faultiness 
parameter belonging to *dγ  interval near the *γ . The constant 0n  is determined by the 

normalization condition: ( ) ( )( )* *
00

1 exp /gn n d n
γ

γ γ γ γ γ= = ⋅Δ ⋅ − − Δ∫ . Than the crack generation 

rate is defined by the following expression: 

 
( ) ( )( ) ( )

( ) ( ) ( )

2
cr

4 2
cr cr

exp 2 / 3 exp /

16 1 2 / 3 1 exp /

Bt

B

R k Tcdn
dt R R k T

π γ γ γ

π γ γ γ

⎡ ⎤− − − Δ⎣ ⎦=
⎡ ⎤− Δ ⋅ − − Δ⎡ ⎤⎣ ⎦⎣ ⎦

. (3) 

At 0γΔ =  (homogeneous material) this equation turns back to the Eq. (2). Thus, the proposed 
model of fracture contains two empirical parameters: γ  and γΔ . The first of them, γ , is of the 
order of surface tension, and the second one, γΔ , is defined by the degree of material faultiness. 
 
2.3. Continuous formulation 
 
Here and further we operate with macroscopic length scale, which is much larger than the 
micro-crack size and the distance between the micro-cracks. It means that each physically small 
volume of substance contains a set of micro-cracks. Therefore, we use macroscopic fields of 
substance density, velocity, stresses, deformations, et alia, which are averaged over such physically 
small volumes. Let us assume that in considered substance element all micro-cracks have identical 
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spatial orientation β
r

. For volume element V  it is possible to write: c SfV V V= + , where cV  is a 
part of volume occupied by solid, not cracked, material, and SfV  is a total volume of all 
micro-cracks in V . Let us introduce Sf /V Vη =  – the fraction of volume which is occupied by 
cracks. Growth of the total micro-cracks volume with rate SfV&  at the fixed total element volume 
V  leads to decrease of the solid material volume with the rate c SfV V V η= − = − ⋅& & &. If h R<< , than 
this change of solid material volume occurs predominantly due to solid material deformation in the 
β
r

 direction. Corresponding deformation of substance in auxiliary coordinate system is 
characterized by a sole strain component: 

 с

c

1
1

V const

dW V d
dt V dt

ββ η
η

=

= = −
−

&
,  

Transformation of this strain tensor into lab coordinates is the next: 

 1
1

ik
i k

dW d
dt dt

ηβ β
η

⎛ ⎞
= − ⎜ ⎟−⎝ ⎠

, (4) 

where ikW is symmetrical strain tensor. The use of ikW  as an additional strain of solid material 
allows considering of the tensile stresses relaxation caused by cracks nucleation and growth. 
Assuming that all micro-cracks in volume element have the same size, it is possible to write for the 
micro-cracks volume fraction fn Vη = ⋅ . 
 
The adjacent micro-cracks can coalesce forming a main crack or fractionized zone of material. We 
suppose that separate micro-cracks develop solitary until their diameter 2R  reaches the value of an 
average distance between the cracks, which is equal to 1/3n− . If the relation 1/32R n−≥  is satisfied in 
any volume element, then material of this element is assumed to be completely fractured, and all stress 
components are set equal to zero in it. 
 
In the present report a uniaxial deformation of substance along Oz-axis is considered with the 
constant macroscopic strain rate / constzzd dtε = . The maximal tensile stress operates along 

Oz-axis: zeβ =
r r , zzβσ σ= . The continuum mechanics equations in this case are reduced to the next 

set: 

 zz zzd dWd
dt dt dt

ερ ρ ⎛ ⎞= − +⎜ ⎟
⎝ ⎠

, (5) 

 zz zz zz
zz zz

d dW dwdU S
dt dt dt dt

ερ σ ⎛ ⎞= + +⎜ ⎟
⎝ ⎠

, (6) 

 ( , )zz zzP U Sσ ρ= − + , (7) 

 4 2
3

zz zz zz zzdS d dW dwG G
dt dt dt dt

ε⎛ ⎞= + −⎜ ⎟
⎝ ⎠

, (8) 

 
( )

1
1

zzdW d
dt dt

η
η

= −
−

, (9) 

 32 zzn R
G
ση π⎛ ⎞= ⋅ ⎜ ⎟

⎝ ⎠
, (10) 

where zzw  is the plastic distortion due to the dislocations movement; U  is the specific internal 
energy, P  is the pressure; zzS  is deviator of stresses. All variables here are averaged over 
physically small volumes. The Eqs (5)-(10) have to be completed by the Eq. (1) and Eq. (3) for the 
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micro-cracks nucleation and growth and by the equations for determination of the plastic distortion 
ikw  through the dislocations movement (see, for example, [17]). For determination of the pressure 

and temperature, the wide-range equations of state [18,19] were used in the forms of dependences 
( ),P P Uρ=  and ( ),T T Uρ= . All equations have been integrated in time by the explicit Euler 

scheme with variable time step, which has been selected from the stability condition 
{ }min 0.1 / , 0.001/ zzt R R εΔ ≤ & & . Parameters γ  and γΔ  had been chosen by fitting with the 

experimental data [1-4,20-26] and with the of molecular-dynamics (MD) simulation results [7,9,10] 
for the strain rate dependences of the material strength; the obtained values of these parameters are 
summarized in the Table 1. 
 

Table 1. Parameters of the fracture model. Abbreviations: m/c – monocrystalline, p/c – polycrystalline. 
Cu Al Ti Fe Zn Mo  

Substance m/c p/c m/c p/c p/c p/c m/c m/c p/c 
γ , J/m2 0.95 0.60 0.57 0.47 1 1 0.8 1.1 0.7 
γΔ , J/m2 0.029 0.029 0.016 0.016 0.027 0.036 0.029 0.034 0.034

 
3. Results and discussion 
 
Strain dependences of tensile stress have been obtained in calculations; the typical dependences are 
shown in Fig. 2(a). Stress grows up with strain at the initial stage. Then the tension reaches some 
critical level, an intensive nucleation and growth of the cracks begins. It leads to relaxation of 
tensile stresses; the increase of stresses is changed on the decrease. Non-zero level of tensile 
stresses is held till the complete destruction of substance. The moment of complete destruction 
corresponds to the slump of stresses down to zero. The maximal obtained value of tensile stresses 
has to be treated as the dynamic (spall) strength of the material spσ . Dynamic strength increases 
with the strain rate, because the growth rate of the total volume of cracks has to be proportional to 
the strain rate for effective relaxation of the tensile stresses. This total volume is determined by the 
number and size of cracks; therefore, nucleation and growth rates have to be increased for 
relaxation at the increased strain rate, these rates are obtained at higher level of the tensile stresses. 
 
Fig. 2(b) shows the strain dependences of the average radius R , the critical radius crR  and the 
concentration n  of the micro-cracks. Nucleation of cracks starts at the earliest stages of 
deformation, but its concentration is insignificant initially. At the low acting stresses, voids are 
nucleated only in weakened zones with a very high value of faultiness *γ γ≈ , concentration of 
which is negligibly small. The critical radius decreases with the increase of strains and of the tensile 
stresses; zones with lower faultiness begin to contribute in nucleation of cracks, and the 
concentration of cracks grows fast. When the concentration reaches some value, the relaxation on 
micro-cracks becomes a dominant process, and the tensile stresses begin to decrease (see Fig. 2 (a)). 
It initiates an increase of the critical radius and slump of the nucleation rate of new cracks, only the 
growth of the existing micro-cracks takes place. This growth continues up to the reaching of the 
complete destruction, after than, R  means a typical size of fragments in the destructed material. It 
is 30 μm and 7 μm for the strain rates 106 s-1 and 107 s-1 correspondently. 
 
The calculated strain rate dependencies of the dynamic strength for monocrystalline and 
polycrystalline copper and aluminum are presented in Fig. 3 in comparison with the experimental 
data and MD simulation results. The model parameters γ  and γΔ  (Table 1) have been chosen for 
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fitting our results with experiments and MD modeling. At the same time, the fracture model gives 
correct slopes of the curve ( )sp /d dtσ ε  in the both regimes of nucleation, and these slopes are not 
regulated by the model parameters. For unequivocal selecting of the parameters a simultaneous 
comparison with experimental data at the moderate strain rates (heterogeneous nucleation) and with 
results of MD simulations at very high strain rates (homogeneous nucleation) is optimal. 
 

 
Figure 2. The strain dependence of stresses at two constant strain rates in the monocrystalline copper (a). 
Strain dependences of the average micro-cracks radius (1), the critical radius (2) and the concentration of 

micro-cracks (3) at the constant strain rate и 107 s-1 (b). 
 

 
Figure 3. The strain rate dependences of the dynamic strength of copper (a) and aluminum (b). For copper (a): 
experimental data for monocrystals 1 – [2] and 3 – [20]; experimental data for polycrystals 2 – [2], 4 – [21], 
9 – [22], 10 – [4], 11 – [23]; markers 5 for monocrystal and 6 for polycrystal are the results of MD [7]; lines 
are predictions of the model for monocrystals 7 and polycrystals 8. For aluminum (b): experimental data, 1 - 
monocrystal [1], 2 - polycrystal of 99.9% purity [24], 3 – alloy AlMg6 [25], 4 - commercially pure aluminum 
AD1 [26], 8 – polycristals [3], 10 – [22], 11 – [4]; results of MD for monocrystals (5) - [10] and 9 - [9]; lines 

are predictions of the model for monocrystals 6 and polycrystals 7. 
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Experimental results at the strain rates 8 -110 s≤  correspond to the regime of heterogeneous 
nucleation then the formation of micro-cracks occurs on inhomogeneities (defects of the 
exponential spectrum). MD results and experiments [3,20] for the strain rates 8 -110 s>  correspond 
to the mode of homogeneous nucleation when the micro-cracks are typically formed in 
homogeneous parts of material (zones of perfect crystal or zones with a bundle of identical defects). 
The term «homogeneous nucleation» is conditional for polycrystals because in this case the fracture 
begins in the grain boundaries [7]. Therefore, we use here this term in the sense of presence of a 
quantity of identical uniformly distributed defects, for example, grain boundaries (in contrast with 
the defects of exponential spectrum). 
 
Calculations show, that plasticity is a dominant factor influencing on the voids growth and on the 
dynamic strength at the strain rates ≤ 104 s–1. On the contrary, at the strain rates ≥ 107 s–1, the 
plasticity is negligible in the dynamic strength calculations, but it can influences on the resulting 
form of voids and on the picture of destructed material. 
 
4. Conclusions 
 
The micro-cracks nucleation and growth have been analyzed for the purpose of the dynamical 
fracture description. The model was formulated, which agrees well with experimental and MD data 
on the strain rate dependence of the dynamic strength for a number of metals. This model can be 
practically used in the material dynamics simulations. The strain rate dependence of the dynamic 
strength has two different regions corresponding to regimes of the heterogeneous nucleation (at the 
strain rates < 108 s–1) and the homogeneous nucleation (at the strain rates > 108 s–1). In the first case, 
the weakened zones of the material play an important role in fracture. In the second mode, the 
number of weakened zones is insufficient, voids are nucleated in undefected material, and the 
strength growth is decelerated. It contradicts with the commonly used uniform power dependence of 

spσ  on /d dtε  [3,10] in the whole region of the strain rate, therefore, the ideal strength [3] can be 
achieved at the higher strain rates (above 1011–1012 s–1), than it follows from the power dependence. 
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Abstract  In this article, the onset conditions and evolvement path of the crack initiated from void 
edge in void material are investigated. For this end, the plane stress numerical simulation is 
implemented for a series of void embedded strip samples in Al-alloy. The stress and strain 
distribution for the whole plane sample is analyzed by elastic-plastic FEM. Based on the 
correspondence between equivalent strain distributions, the trend of equivalent strain gradient and 
the connected style of voids in experiment, a damage evolvement theory for the crack initiation and 
extension from vole edge is suggested. According to the suggested theory, as the loading increased, 
the crack is initiated from the edge of the void where the equivalent strain around the edge of the 
void reached its maximum; next, the initiated crack will propagated along the direction where the 
absolute gradient value of equivalent strain reached its maximum. It is indicated from the related 
experiments that the theory can reasonably explain the phenomena of the different linkage style of 
two holes. 
 
Keywords void material; path of the crack extension; equivalent strain grade; voids converge. 
 
 
1. Introduction 
 

 In practical structure, the damage or degradation of material is usually the fatal factor 
influencing the reliability of mechanical engineering structure. However, from microscopic view, 
the damage in macroscopic is always induced by the accumulation of a series of voids converge, i.e., 
the voids nucleation, expansion and convergence under loading.  

Although the crack problem has been paid great attention by mechanical scientists in fracture 
mechanics field near a century, a lot of fracture theory and criteria had been proposed to describe 
the mechanisms of crack initiation and extension. However, the void convergence problem has 
received fewer attentions relatively till today. Especially in the problem of convergence process of 
voids, much less for the theory. Only fewer studies related to the void convergence can be retrieved 
from the open literatures. Most of them are concentrated to the numerically simulation for the void 
expension and convergence and other factors such as size and direction of grain [1-4].    

 Thereby, thoroughly understanding the mechanism of the linkage of voids is the precondition 
for the processing of material and the reliability of structure during its operation. However, the 
process of the voids linkage under practical stress state is rather complicated considering the 
relation between relative location of voids and the stress direction. In this article, the problem is 
simplified to study the void linkage mechanism and control parameter for a multi-hole embedded 
plate under single loading condition. 
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2. Experiment  
 
2.1. Sample 
 
In order to investigate the damage and its evolution of the voids, a group of two-hole stripe sample 
is selected for the uniaxial tension fatigue test. The sample size is cut to 125mm length, 27mm 
width and 3mm thickness (Fig.1). The hole pair with the diameter 1mm and the hole center distance 
1.5mm are embedded in the center zone around the center point of the plate, and the holes are 
machined to through the whole thickness, i.e., through hole. The angle of the center line of two 
holes with the cross section α is selected as 0 and 15 degree. Considering the sample thickness is 
rather small contrasted to the other sizes, the plain stress condition is applied in this test. The 
material of specimen is selected as Al-alloy, with the Young’s module 56.36GPa, Poisson’s ratio 
0.33, Yield stress 308.6MPa and Ultimate strength 450.8MPa. 

 
2.2. Test 
 
The fatigue test is implemented using a testing machine MTS-858, with the loading amplitude 
0-16KN and loading frequency 1Hz (Fig.2). As the loading circle increased, the cracks will initiate 
from the edge of some hole early or late. Simultaneously, a CCD camera is used to record the 
process of the crack initiation and extension.  
 
2.3. Result 
 
It is widely believed that the first initiated crack should start from the inner edge of two holes, such 
as points B and C; owing to the circle stress in these points is larger than that in the outer points A 
and D. It is surprised that, for α equals 0, the first crack occurs from one point of the outer edge, the 
point A, see Fig.3. As the loading circle increases, the crack initiation has a little complicated. For 
example, in one sample, the second crack starts from the inner point of the other hole edge, the 
point C (see Fig.4), whereas, in another sample, we also find that the second crack starts form the 

Fig.1, The sample of the fatigue test 
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outer edge of the other hole, the point D. As the cracks started from the outer side of the hole pair 

 
propagate to a distance, such as 0.8mm in our experiment, the first two crack stop, meanwhile, the 
new crack initiated from the inner edge of the holes. It is the inner edge cracks link each other, the 
two holes connected (see Fig.5). Thus, as the loading circle increases continually, the outer edge 
cracks restart propagate till arrive to the edge of the sample. 

  
This phenomenon also occurs in the test of the sample with α equals 15 degree. As the loading 
circle increases, the first crack initiates from the outer edge of two holes, i.e., the point A or D. As 
the first two cracks propagate to some length, the crack driving force disappears, thus the cracks 
stop (Fig.6). Next, the inner edge cracks initiate (Fig.7) and propagate to each other till two holes 
connecte (Fig.8).  
It is obvious that this phenomenon (the crack initiates from the outer edge firstly and after it 
propagates to some length, the inner crack initiates and propagates.) cannot be explained by the 
theories proposed till today, such as the maximum tangential stress theory, the maximum tension 
stress theory, and so on. Thus, in the next section, the crack initiated feature and the stress field 
around the holes will be investigated in detail to describe the phenomena, and a new theory based 
on the equivalent plastic strain field will be proposed. 

 
Fig.2, The fatigue test using 

MTS 

Fig.3, The first crack initiated from the outer edge of the hole 
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3. Numerical analysis  
 
3.1. The model of the numerical simulation 
 
The stress strain field around the holes in the test sample is obtained by means of the elastic plastic 
finite element analysis. In this simulation, the numerical modal is the same as that in the fatigue test 
in shape and size. The mechanical properties of the material are the same as in the test. The stress 
strain curve of the material is shown in Figure 9. Different in the fatigue loading in the test, during 
the numerical simulation, a constant value of load is applied as the boundary condition for the 
numerical model. Thus the stress strain field obtained from the numerical simulation is the peak 
value stress strain field of the fatigue loading.  
 

 
Fig.4, the second crack initiates from the inner edge of the 

hole in one sample 

Fig.5, the inner edge cracks link each other and induce the two holes 
connected 
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Fig.8, the first crack initiates from the outer edge of the hole 

 
Fig.7, the inner crack initiates after the first crack stop to 

propagate. 

 
Fig.6, the first crack initiates from the outer edge of the hole 
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3.2. Stress strain field 
 
For α equals 0, the property of contour line of the principal stress and the equivalent stress around 
the holes are shown in Figure 10 and 11 respectively. It is found from the figures that the principal 
stress and the equivalent stress in the first crack initiated point and the extended line is reached its 
maximum, However, if we compare the stress value of the initiated point with the adjacent point on 
the edge of the hole, we can find that there does not exist an obvious up rush for these stress 
compared to the surrounding edge point.   
For α equals 15 degree, the contour line of the principal stress and the equivalent stress around the 
holes are shown in Figure 12 and 13 respectively. From these figures, we also find that there does 
not exist an obvious up rush for the principal stress and the equivalent stress in the initiated point 
from the fatigue test in the previous section compared with the surrounding edge point. Thus, it 
seems that the stress parameter is unsuitable to describe the crack initiation and propagation in this 
condition. 
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Fig.10, the principal stress distribution around the hole for 

α=0.

 
Fig.9, the stress strain curve of the material. 
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On the other hand, if we compare the equivalent strain distribution in the outer point, inner point 
and the adjacent point along the edge of the holes for the two sample (see Fig.14 and 15), we can 
find that there does exist an obvious up rush for the equivalent strain in the initiated point from the 
fatigue test in the previous section compared to the surrounding edge point. Thus, it seems that the 
parameter, equivalent strain, can be considered to describe the new phenomena we found in the test. 
Furthermore, comparing the first crack propagated direction with the equivalent strain field in the 
outer edge of the hole; it can be found that on this direction, the equivalent strain has a maximum 
decrease started from the outer edge point along the direction of the crack propagation, comparing 
with other direction. 
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Fig.12, the principal stress distribution around the hole for 

α=15. 
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Fig.11, the equivalent stress distribution around the hole for 

α=0. 
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4. The theory of equivalent strain gradient 
 
Based on the analysis in the previous section, a damage evolution theory based on the equivalent 
strain gradient is suggested in this article. The suggested criterion states that: the initiation of the 
crack is occurred when the equivalent strain reaches its critical value. The propagation direction of 
the initiated crack is coincided with the direction where the equivalent strain decrease gradient 
reaches its maximum.  
The gradient of equivalent strain decrease with respect to the radial coordinate originating from the 
center point of the hole can be expressed as: 
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Fig.14, the equivalent strain distribution around the hole for 
α=0. 
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Fig.13, the equivalent stress distribution around the hole for 

α=15. 
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Thus, the maximum gradient is determined by: 
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According to this theory, the crack initiated and propagated process on the void material can be 
described correctly.  
 
5. Discussion 
 
By means of the proposed theory, we can explain the new feature of the crack initiated and 
propagated in the fatigue test. Analyzing the equivalent strain decreasing from the outer edge point 
and the inner edge point in one hole (such as the left hole in the Fig.14 and 15) and along the path 
on the radial direction, it is obvious that the gradient of the equivalent strain decrease in the outer 
point is larger than that in the inner point, although the absolutely equivalent strain value in this two 
point is almost the same. It can be found that the inner part material between two holes has a larger 
elastic or plastic deformation than the other part of material. Here, the larger plastic deformation 
releases large part of the peak stress near the inner point, and postpones the crack initiated in this 
point. As the first initiated crack startes from the outer point and propagates to some length, the 
gradient of the equivalent strain decreased, while the deformation around the inner edge point 
increased to induce the gradient of the equivalent strain decreased in this point increased till larger 
than that in the outer propagated crack tip. Thus the outer propagated crack stops, and the inner 
edge crack initiates and propagates. Thereby, the two inner cracks links and the sample separates. 
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Fig.15, the equivalent strain distribution around the hole for 

α=15. 
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6. Conclusions 
 
According to the experimental and numerical research, it is concluded that: 
(1), the stress parameter, such as the principal stress or equivalent stress, can not appropriately 
describe the crack initiateand propagate from the edge of a void in porous material. Whereas, the 
strain parameter, such as the equivalent strain, can be used to describe this phenomena. 
(2), based on the detailed analysis, a theory of gradient ot the equivalent strain is suggested. 
According to this theory, the crack initiated point and the path of the crack from the void edge can 
be predicted appropriately. 
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Abstract This paper develops a super element that simulates the elastic behavior around an inclusion corner. 
The super inclusion corner element is finally incorporated with standard four-node hybrid-stress elements to 
constitute an ad hoc hybrid-stress finite element method for thermo-elastic stress analysis of an irregular 
inclusion in isotropic materials under thermal and mechanical loadings. In the numerical analysis, 
generalized stress intensity factors at the inclusion corner are systematically calculated for various material 
stiffness ratio and dimensions of the inclusion in a plate subjected to thermo-mechanical loadings. 
 
Keywords Thermo-mechanical stress, Hybrid finite element, Inclusion, Super inclusion corner element, 
Stress intensity factor 
 
1. Introduction 
 

 Much attention has been paid to inclusion problems by many researchers since Eshelby’s first 
solution to the ellipsoidal inclusion problems. The application background is found in 
microstructures, composite material structures and others. 

As the stress intensity at an inclusion corner is governed by the corner surrounding material 
properties, the corner geometry conditions and loading situations, great mathematical difficulties are 
usually encountered in analytical solutions. Therefore, most complicated engineering problems of 
inclusions have to resort to numerical methods such as the finite element method (FEM) and others. 
Chen [1] used the body force method to calculate stress intensity factors (SIFs). The SIFs for a 
dissimilar material wedge under mechanical and thermal loads were determined by using the least 
square method [2-4]. Path-independent conservative line integrals derived from Betti’s reciprocal 
principle were utilized to evaluate stress intensities at the interface [5-7]. The solutions from the 
aforementioned methods are strongly dependent on the number of element meshes. Furthermore, it 
is very difficult to obtain accurate numerical results for singular stress states near the apex in 
dissimilar materials using the conventional finite element method, even with the help of many finite 
elements.  

To improve the accuracy of numerical results for wedge or interface problems in the traditional 
finite element analysis, the analytical asymptotic solutions near the apex can be used as 
interpolation functions to construct a stiffness matrix for special elements containing a part or 
interface of a wedge. Chen [8] developed an enriched element with appropriate interpolation 
functions to account for the singular behavior at the junction of dissimilar materials subjected to 
mechanical load. Similar to Chen [8]’s work, enriched finite elements were further developed by 
Gadi et al. [9] and Pageau and Biggers [10]. However, numerical results with enriched finite 
elements are still dependent on the special element size, and the convergence of the results is not 
guaranteed. Therefore, more accurate numerical results require a lot of refined element meshes 
between the special element and standard elements. For a crack that either follows or is 
perpendicular to the interface, Tong et al. [11] constructed a special super element for the analysis 
of plane crack problems. Similarly, Tan and Meguid [12] developed a singular inclusion corner 
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element for dissimilar material wedge problems. Mote [13], Bradford et al. [14] and Madenci et al. 
[15] established a special global element based on asymptotical solutions around a dissimilar 
material junction edge. By using the eigenfunction expansion method, Barut et al. [16] derived a 
special hybrid global element on the basis of exact analytical solutions of stress displacement fields 
under mechanical and thermal loads. In addition to the leading singular order term, a few other 
higher order terms were also used in constructing the special elements in Ref. [11-13, 16], which 
leads to more accurate numerical results 

The hybrid-stress finite element method developed more than 40 years ago by Pian is now well 
recognized as a powerful and easy-to-use tool for solving a variety of two-dimensional linear 
elasticity problems containing a single or multiple singular points. To the best of the author’s 
knowledge, the studies related to singular thermo-mechanical fields of inclusions by the 
hybrid-stress finite element method are absent. Moreover, a numerical solution of even a single 
irregular inclusion by the method could not be found in the literature, either. To predict singular 
stress fields around an inclusion corner under thermo-mechanical loads, a new ad hoc super 
inclusion corner element based on the numerical asymptotic solutions developed is proposed in this 
paper to study inclusion problems shown in Fig. 1. The validity and applicability of present 
approach are established through available solutions 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
2. The hybrid variational functionals for thermo-elasticity involving an inclusion 
 

Let a super n-sided polygonal element centered at the inclusion corner is taken as the 
complementary region (C-region) which contains inclusion domain 2Ω with outer boundary 2Γ and 
its surrounding matrix domain 1Ω with outer boundary 1Γ , as shown in Fig.2. 

Under appropriate continuity conditions, the stiffness matrix for a super inclusion element of 
dissimilar material wedge subjected to thermo-mechanical loads is written as [16]: 
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Figure 2 A super n-sided polygonal inclusion corner 
element 

2α
θ

r

1α

α

2Ω1Ω

x

y

o

(2)u%

(1)u%

2Ω
1Ω

2Γ

1Γ



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-3- 
 

in which ( )( )m k
λ g  represent the unknown stress and displacement fields due to the mechanical load 

and ( )t k
cλ + u  are the known initial displacement components from the uniform temperature 

variation TΔ . The left subscripts cλ +  represent the summation of singular and non-singular 

components of the variables. 0Π  represents the total potential, given as an initial value, associated 

with the displacements and stresses under thermal load. Matrix n  contains 3 2×  components of 
the unit outward normal to boundary kΓ . ( )ku are displacements under thermo-mechanical loads. 

Introducing the coordinate system transformation matrices ( ) ( )= gg gZ and =u Uβ , σ Pβ= , 

( )
s

k =%u Lq , where matrix L  is the linear interpolation function, and vector sq  is the nodal 

displacement on the boundary segment kΓ of the super corner element, then we have 

s 0
1
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m T m m T t m TΠ Π= − − + +β H β β f β Gq   (2) 
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Setting 0δΠ =  and noting that 0 0δΠ = , we determine that: 

{ }1
s

m t−= −β H Rq f  (3) 

and thus 

1 1 1
s s s 0

1 1
2 2

T T T T t t T tΠ Π− − −= − + +q G H Gq q G H f f H f   (4) 

From Eq.(4), we have the following matrices:  

1T
s

−=K G H G , 1t T t−=F G H f  (5) 

where sK  is the stiffness matrix of the super corner element and tF  represents the nodal force 

due to thermal load on the boundary segment kΓ . This ad hoc element is used to model the 

near-field region and is combined with the conventional standard four-node hybrid-stress elements 

in the far-field region. 
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3. Definition of the stress intensity factor (SIF) 
 

The singular stress field around the inclusion corner apex under thermo-mechanical loads can 
usually be expressed in a form of singular terms as: 

t
c

1
( )n

N M
n

n
n

K r fλ
θθ θθ θθσ θ σ

+

=

= +∑  (6)  

t
c

1
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N M
n

r n r r
n

K r fλ
θ θ θσ θ σ

+

=

= +∑  (7) 

where ( , )r θ  is a local polar coordinate system centered at the inclusion corner apex, and the axis 
of 0θ =  is the bisector of the two wedge apexes shown in Fig.1; N represents the total number of 

complex singularity orders nλ  between -1 and 0, and M is the number of real singularity orders 

nλ ; ( )nfθθ θ and ( )n
rf θ θ  are the notch angular variation of normal stress fields and shear angular 

variations associated with nλ , respectively; t
c θθσ   and t

c rθσ   are regular stresses caused by a 

thermal load. 

According to Chen’s work [17], the singularity orders nλ  have only two roots, i.e., 1λ  and 2λ ; 

When Dundur’s composite parameters α  and β  [18] meet the condition ( ) 0β α β− > , 1λ  and 

2λ  are always real within the range of 1 21 Re( , ) 0λ λ− < < . On the moment, expressions (6) and (7) 

can be rewritten as: 

1 21 2 t
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θθ θθ θθ θθσ θ θ σ= + +  (8) 

1 21 2 t
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θ θ θ θσ θ θ σ= + +  (9) 

Defining 1 ( )fθθ θ  and 2 ( )rf θ θ  in such a way that 1
0( ) 1fθθ θ = and 2

0( ) 1rf θ θ = , where 0θ  can be 

chosen arbitrarily, then we have 
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Once the values of 1K  and 2K  are obtained, the singular stress fields at every θ  can be 

solved from Eqs.(8) and (9). 
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4. Numerical results and discussions 
 

The present method is used to analyze the singular stresses around the corner apex A of a 
rectangular inclusion subjected to uniform temperature change TΔ  as shown in Fig.Fig.3. Fig.4 
shows a configuration for a super 8-node quadrilateral inclusion corner element. For the solution of 
the singular stress fields, around the square inclusion corner apex A, defined in Eqs.(8) and(9), the 
stress intensity factors 1K  and 2K  should be first determined. Generally speaking, any 
component of the stresses at any angle θ  may be used as the compared object to determine the 
stress intensity factors. However, for simplicity, herein we only use the stresses at o0θ =  and 

o180θ = , that is, the stresses at points on the bisector of the vertex angle in region 2Ω (for o0θ = ) 
and 1Ω (for o180θ = ). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
   An example for a square inclusion ( l h= ) is given herein. In the numerical analysis, To model 
the infinite plate, its width and height are all set to be10l ; a quarter of plate is used for element 
divisions due to the symmetry of its geometry and loading, and 332 4-noded stress-based element 
and one 8-noded super elements are utilized. The material parameters of elastic 
modulus 1 2: 100E E =  and Poisson ratio 1 2 0.3ν ν= =  are employed. The singular stresses away 
from the apex A along the boundaries of the inclusion are analyzed with different the unknown 
parameters sβ . They are plotted in Fig. 5. In the Figures, for the sake of comparison, the numerical 
results from the commercial software ANSYS package are also shown. It is shown that the singular 
stresses θθσ  and rθσ  rapidly increase with the decrease of the distance away from the inclusion 
corner apex A along the boundary ( o135θ = − ) of the square inclusion, which is well recognized; 
When the number of sβ  meets the LBB condition: greater than equal to the number of freedom 
degrees of nodes in the super element minus the rigid modes (=3 in plane deformation), the present 
numerical results are in good agreement with the solutions of the ANSYS. Fig.6 tells us a fact that 
the influence of thermal expansion coefficient 2α on the dimensionless stress factor 1F  is limited 
to very small the range of 6

2 20 10α −< × . Figs.7 and 8 give the relationships between the 
dimensionless stress factor 1F  and material parameters. From Fig.7, it can be seen that 1F  
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Fig.4 Configuration of a super 8-node  
quadrilateral inclusion corner element 

Fig.3 A rectangular inclusion in a infinite  
matrix under thermal loading 
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decreases more and more rapidly with increasing Poisson ratio 2ν . However, it is shown in Fig.8 
that the influence of modulus ratio out of range of 1 210 / 10E E− < <  on the dimensionless stress 
factor 1F  is so small that it can be neglected. In Figs.6-8, the dimensionless expression of 1F  is 
defined as 

1

1
1

2 2

KF
E T l λα π −

=
Δ

      (9) 

 
5. Concluding remarks 
 

A new finite element method was developed to analyze irregular-shaped inclusion problems 
under thermo-mechanical loads. The method consists of a super polygonal inclusion corner element 
in conjunction with standard four-node hybrid-stress elements. A benchmark example of a square 
inclusion problem was discussed. The present results is validated by comparison with the numerical 
results obtained using the conventional finite element commercial software ANSYS package. The 
present numerical solutions show that our method provides satisfactory results with coarse meshes 
and is effective and applicable to thermo-mechanical problems with multiple singular points. In 
addition, for square inclusion problems, the following useful conclusions are drawn: 
(1) The dimensionless stress intensity factor  1F  decreases more and more rapidly with increasing 

Poisson ratio 2ν ; 
(2) The influence of modulus ratio out of range of 1 210 / 10E E− < <  on the dimensionless stress 

factor 1F  is so small that it can be neglected. 
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Abstract  Ductile fracture in metallic alloys often follows a multi-step failure process involving void 
nucleation, growth and coalescence. Because of the difference in orders of magnitude between the size of the 
finite element needed to resolve the microscopic details and the size of the engineering structures, 
homogenized material models, which exhibits strain softening, are often used to simulate the crack 
propagation process. Various forms of porous plasticity models have been developed for this purpose. 
Calibration of these models requires the predicted macroscopic stress-strain response and void growth 
behavior of the representative material volume to match the results obtained from detailed finite element 
models with explicit void representation. A series of carefully designed experiments combined with finite 
element analyses of these specimens can also be used to calibrate the model parameters. As an example, a 
numerical procedure is proposed to predict ductile crack growth in thin panels of a 2024-T3 aluminum alloy. 
The calibrated computational model is applied to simulate crack extension in specimens having various 
initial crack configurations and the numerical predictions agree very well with experimental measurements. 
 
Keywords  Ductile fracture, Unit cell analysis, Porous plasticity model, Stress triaxiality, Lode angle 
 
1. Introduction 
 
It is well-known that ductile fracture in metallic alloys is a process of void nucleation, growth and 
coalescence and this process is strongly affected by the stress state imposed on the material. Based 
on the fracture mechanism, a straight-forward approach to simulate ductile failure process is to 
model individual voids explicitly using refined finite elements [1-3]. A distinct advantage of this 
approach is the exact implementation of void growth behavior. It provides an effective method to 
study the mechanisms of ductile fracture and to analyze the trend of fracture toughness. However, 
due to sizeable difference between the characteristic length scales involved in the material failure 
process and the dimensions of the actual structural component, it is impractical to model every void 
in detail in structure failure analysis, especially for situations involving extensive crack propagation. 
For this reason, various forms of porous material models have been developed to describe void 
growth and the associated macroscopic softening during the fracture process. The 
Gurson-Tvergaard-Needleman porous plasticity model [4-6], which assumes voids are spherical in 
materials and remain spherical in the growth process, has been widely used in modeling ductile 
failure process and ductile crack extension. Gologanu, Leblond and Devaux [7, 8] extended the 
GTN model and derived a yield function for materials containing non-spherical voids. The GLD 
model can be applied to predict crack propagation in many processed materials, such as rolled 
plates. 
 
In literature, the stress triaxiality ratio, defined as the ratio of the mean stress to the equivalent stress, 
is often used as the sole parameter to characterize the effect of the triaxial stress state on ductile 
fracture. However, recent studies show that the Lode parameter must be introduced to distinguish 
the stress states having the same triaxiality ratio [3, 9-11]. In this study, we describe a procedure to 
calibrate the material specific porous plasticity model so that it can accurately capture the material 
behavior in the fracture process zone with the influence of the stress state. A numerical approach is 
proposed to predict ductile crack growth in thin panels of a 2024-T3 aluminum alloy, where the 
GLD model is used to describe the void growth process and the material failure criterion is 
calibrated using experimental data. Model predictions are compared with experimental data for 
fracture specimens having various initial crack configurations. 
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2. Modeling the Material Behavior in the Fracture Process Zone 
 
Ductile alloys used in engineering structures often contain impurities such as second-phase particles. 
Cavities often nucleate at relatively low stress levels due to fracture or decohesion of the large 
inclusions. For the purpose of analysis, voids are assumed to be present in the material at the outset 
of loading. These voids enlarge with increased plastic deformation and eventually coalesce with the 
assistance of the nucleation and growth of secondary microscopic voids. Therefore, material in the 
fracture process zone can be considered as an array of unit cells. Each cell is a representative 
material volume (RMV) containing a void nucleated from the inclusion. 
 
2.1. Unit Cell Analysis 
  
A straight-forward approach to study the ductile fracture mechanism as well as the effects of 
material properties and stress state on the material failure process is to conduct the unit cell analysis 
of a representative material volume (RMV). As an example, Figure 1(a) shows a 1/8-symmetric 
finite element model for a cubic RMV containing a spherical void and Fig. 1(b) shows the 
three-dimensional stress state applied on the RMV. The material is assumed to obey a power-law 
hardening, true stress-strain relation with Young’s modulus E=70.4 GPa, Poisson’s ratio ν=0.3, 
yield stress σ0=345 MPa and strain hardening exponent N=0.14. The initial void volume fraction 
(volume of the spherical void / volume of the RMV) is taken as f0 = 0.02. The initial size of the 

RMV is defined as 000 XXX ×× and the deformed lengths in the x-, y- and z-directions are 

represented by X, Y and Z respectively.  
 

 

 

 

 

 

 

 

Figure 1. (a) A one-eighth symmetric finite element mesh for the RMV containing a centered, 
spherical void. (b) The stress state applied on the RMV. 

 
The stress state subjected by the RMV is characterized by two parameters, the stress triaxiality ratio 
(T) and the Lode angle (θ ) 
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using the finite element program ABAQUS [12], which employs a finite strain, J2 plasticity theory 
within an updated Lagrangian formulation. The displacement boundary conditions on the outer 
surfaces of the RMV are prescribed such that the macroscopic parameters T and θ are kept constant 
during the entire deformation history. Faleskog et al. [13] and Kim et al. [9] provide the details of 
how to prescribe the boundary conditions. 
 

A case of axisymmetric loading is considered first, where 312 Σ=Σ≥Σ  ( o03−=θ ). Figure 2(a) 

shows the variation of X with the macroscopic effective strain (Ee) of the RMV. As loading 
continues, X gradually decreases. But when the deformation reaches a certain level, X stops 
decreasing and remains at a constant value. This implies that further deformation takes place in a 
uniaxial straining mode, which corresponds to flow localization in the ligament between adjacent 
voids. The shift to a macroscopic uniaxial strain state indicates the onset of void coalescence. 
Detailed explanation of the uniaxial straining mode can be found in references Koplik and 
Needleman [14] and Kim et al. [9]. Here we use Ec to denote the macroscopic effective strain at the 
onset of void coalescence.  
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Figure 2. (a) Variation of the deformed cell width in x-direction with the macroscopic true effective 
strain of the cell revealing the shift to uniaxial straining. (b) Macroscopic true effective stress versus 

true effective strain of the void-containing RMV displaying the macroscopic softening. 
 

The macroscopic effective stress versus effective strain curve, Figure 2(b), provides an overview of 
the competition between matrix material strain hardening and porosity induced softening. As 
deformation progresses, a maximum effective stress is reached (indicated by the filled circle), and 
then Σe decreases as strain-hardening of matrix material is insufficient to compensate for the 
reduction in ligament area caused by void growth. As the macroscopic effective strain reaches Ec 
(indicated by the open circle), a rapid drop in macroscopic effective stress occurs. As expected, both 
the peak stress value and the value of Ec decrease with the stress triaxiality ratio T, reflecting the 
decease of ductility. 

(a) (b) 
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In the later stage of the material failure process, secondary voids often nucleate in the ligament 
between enlarged primary voids and rapid growth and coalescence of these secondary voids 
accelerates the final ligament separation. In our analyses, it is assumed that void nucleation is 
plastic strain controlled and follows a normal distribution proposed by Chu and Needleman [15]. 
The nucleated voids are regarded to be smeared in the material and the material behavior is 
governed by the GTN model. Figure 3(a) compares the macroscopic effective stress versus effective 
strain curves between models including and not including the secondary voids. Here several values 
of stress triaxiality ratio, T = 1/3, 2/3, 1, 1.5 and 2, are considered. The open circles denote the onset 
of coalescence for models where secondary voids are not taken into account. The filled circles 
represent the onset of coalescence for models where nucleation, growth and coalescence of 
secondary voids are accounted for. It is clear that secondary voids significantly accelerate the void 
coalescence process.  

To demonstrate the Lode angle effect on ductile failure, let the stress triaxiality ratio T be fixed and 
consider a series of stress states corresponding to different θ-values. Figure 3(b) shows the variation 
of Ec with θ as T taking a fixed value of 2/3. Clearly the Lode angle has an important effect on Ec. 
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Now consider an array of T and θ values and perform unit cell analysis for each case. The variation 
of Ec with T and θ can be expressed by a function Ec(T,θ). Therefore, a ductile failure criterion for a 
given material can be established as 

),( θTEE ce =                (2) 

where Ee denote the macroscopic effective strain of the RMV. The RMV fails when Ee reaches a 
critical value dependent of its stress state characterized by T andθ . 
 

Figure 3.  (a) Comparison of the macroscopic effective stress versus effective strain curves 
between models including and not including secondary voids. The parameters for nucleation of 
secondary voids are fN = 0.04, εN = 0.1 and sN = 0.05 [15]. (b) Variation of Ec with θ as T taking 

a fixed value of 2/3. 

0

0.4

0.8

1.2

1.6

-30 -20 -10 0 10 20 30

no secondary voids 

with secondary voids 

Θ (degree) 

Ec 

T = 2/3

(a) (b) 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-5- 
 

Using explicit void representation, the void growth and coalescence mechanisms and the effects of 
the initial relative void spacing, void pattern, void shape and void volume fraction on ductile 
fracture toughness can also be studied directly [16]. 
 
2.2. Porous Plasticity Models 
 
Various forms of porous plasticity models have been developed to describe void growth in ductile 
solids and the associated macroscopic softening, among which the most famous model is due to 
Gurson [4] with the modification by Tvergaard and Needleman [5, 6]. The yield function of the 
GTN model has the form 

01
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                                    (3) 

where Σe denotes the macroscopic Mises effective stress, Σh represents the macroscopic hydrostatic 
stress, σ  is the current flow stress of the matrix material, and f defines the current void volume 
fraction. The evolution law for void volume fraction is determined by requiring the matrix material 
to be plastically incompressible 

( ) p
kkE f-f && 1=                                                            (4) 

where p
kkE& is the trace of the macroscopic plastic strain rate tensor. 

 
The GTN model was derived for growth of spherical voids, but voids are often non-spherical in 
actual materials. The GLD model [7, 8], with the yield function given by Eq. (5), was derived to 
describe the macroscopic plastic response of ductile solids containing spheroidal voids   

( )( ) ( ) ( ) 01cosh12 222'
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⎠
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⎜
⎝
⎛++++= fgqg

Σ
fggqΣCΦ h

h σ
κη
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XΣ        (5) 

where S is the shape parameter,  denotes the von Mises norm, 'Σ is the deviatoric stress tensor, 

hΣ is the generalized hydrostatic stress defined by ( ) ( ) yyzzxxh ΣΣΣΣ 22 1 αα −++= ,  X is a tensor 

defined as ( ) ( ) ( ) zzxxyy eeeeee ⊗−⊗−⊗= 3/13/13/2X , and (ex, ey, ez) is an orthogonal basis 

with ey parallel to the axisymmetric axis of the void, and⊗ denotes tensor product. The evolution 
equation for f is the same as Eq. (4) and derivations of the evolution equation for S can be found in 
Gologanu et al. [7, 8].  
 
In order to simulate ductile fracture process, these porous plasticity models must be calibrated such 
that the material behavior in the fracture process zone is accurately captured. Calibration of these 
models requires the predicted macroscopic stress-strain response and void growth behavior of the 
representative material volume to match the results obtained from detailed finite element models 
with explicit void representation obtained from the unit cell analysis outlined in Section 2.1. 
Faleskog et al. [13], Kim et al. [9] and Pardoen and Hutchinson [17] describe the procedures to 
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determine the heuristic parameters in the GTN and GLD models as functions of material flow 
properties, void parameters and the stress triaxiality. 
 
The porous plasticity models described above governs the behavior of the RMV during the void 
growth process. As the macroscopic effective strain (Ee) reaches Ec, void coalescence occurs and 

the RMV quickly loses its stress carrying capacity. We adopt the *f  function, introduced by 

Tvergaard and Needleman [6], to account for the effects of rapid void coalescence at failure. After 

Ee reaches Ec, f is replaced by *f in the GLD model, where 

⎩
⎨
⎧

>−+
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=
ccc

c

ffffKf
fff

f
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,*                                      (6) 

In Eq. (6), fc is the void volume fraction at Ee = Ec, ccu fffK /)( −= , and uf is the *f value at zero 

stress. Since AQAQUS/Standard does not provide an element removal procedure, Eq. (6) is 

employed until uff 99.0* = , after which an exponential function is used such that *f gradually 

approaches to uf (but can never reach uf ) to improve numerical stability. 

 
3. Simulation of Crack Growth in Thin Panels of a 2024-T3 Aluminum Alloy 
 
Dawicke and Newman performed extensive fracture tests on thin panels of a 2024-T3 aluminum 
alloy, including tests of C(T), M(T), and multi-site damage (MSD) specimens [18, 19]. Figure 4 
show the sketches of the fracture specimens. The test data of our interest are from LT specimens 
with a sheet thickness of 2.3 mm. The specimens have very stiff guide plates (coated with Teflon 
tape) to constrain out-of-plane (buckling) displacements. In the L orientation, the 2024-T3 sheet 
material used in the experiments has a yield stress of 345 MPa, Young’s Modulus of 71.3 GPa, and 
Poisson’s ratio of 0.3. Quantitative metallographic analyses were performed to determine the 
inclusion volume fraction, shape and average spacing. It is found that the inclusion volume fraction 
(f0) is approximately 0.002, the average spacing between inclusions in the LT plane is about 50 μm, 
and in LT specimens, the inclusions can be approximated as prolate spheroids with the aspect ratio 
≈ 4. 
 

To predict crack growth, the function ),( θTEc needs to be determined. The results presented in 

Section 2.1 suggest that Ec is not sensitive to θ when θ is in the range oo 030- ≤≤ θ . We perform 
finite element analyses of the fracture specimens considered in this study and find the θ-values of 
the representative material volumes ahead of the crack front are in the range of oo 015- ≤≤ θ . 
Therefore, we neglect the θ-dependence for these specimens and assume Ec has the following 
function form 
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T
c eE βα=               (7) 

where α and β are two parameters need to be calibrated using experimental data. Two data points 
are needed to determine α and β. The tensile test provides one point. Figure 5(a) shows the 1/4 
model for the tensile specimen and Figure 5(b) shows its experimental load-displacement curve. A 
sudden drop of the load-displacement curve suggests the onset of crack initiation. The stress and 
strain states for the critical element (at the geometry center of the specimen) at crack initiation are 
obtained through finite element analysis. The triaxiality T and strain εf are calculated as 0.45 and 0.5 
respectively. Substitution of these values into Eq. (7) yields a relationship between α and β, 
0.45=αe0.5β. The next step of the calibration process seeks to match the model predicted load versus 
crack propagation curve with the experimental measurements for the C(T) specimen. This step 
entails several finite element crack growth analyses of the C(T) specimen using different values of 
β. 
 
                                   
             
          
 
 
 
 
 
 
 
 
 
 
      
                                         
 
 
 
 
 
Figure 4. Fracture specimens: (a) C(T) specimen, (b) M(T) specimen, (c) MSD specimen containing 

two cracks, (d) MSD specimen containing three cracks. 
 
The C(T) specimen has a width of 150 mm with a/W = 0.33, where a represents the initial crack 
length and W represents the specimen width. The quarter-symmetric finite element mesh has 27,400 
eight-node, isoparametric solid elements (with reduced integration). The mesh near the crack front 
has six layers with varying thickness to capture the stress gradient in the thickness direction, where 
the thickest elements are at the symmetry plane. The elements directly ahead of the crack front have 
uniform in-plane dimensions (Le = 50 μm) and are governed by the GLD model. All other elements 
follow J2 flow plasticity. Loading of the C(T) specimen is controlled by prescribing a displacement 
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on a rigid pin through the hole. 
 

 

 

 

 

 
 
 
 

Figure 5. (a) Finite element mesh for the tensile specimen. (b) Comparison of the predicted and 
experimental load-displacement curves. 

 
Figure 6 shows the comparison between the model predicted load versus crack growth curve with 
the experimental measurements (two sets of experimental data) for different choices of α and β, 
where the lines represent model predictions and the symbols denote experimental measurements. 
Here aΔ represent the amount of crack growth measured at the free surface. In the numerical model, 
the propagating crack front is defined by the elements which have reached the failure strain Ec. 
From Figure 6, it can be seen that the choice of α = 0.93 and β  = -1.45 (solid line) results in a best 
fit to the experimental data. Therefore, these values are the calibrated values for α and β and will be 
used to predict crack growth in other fracture specimens. 
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Figure 6. Comparison of the model predicted load versus crack growth curve with the experimental 

measured data (symbols) showing the choice of α = 0.93 and β = -1.45 (solid line) results in a 
best fit to the experimental data. 
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The calibrated computational model is now employed to predict the crack extension behavior of 
M(T) and MSD specimens. Three M(T) specimens with W = 300 mm and a/W ratios of 0.33, 0.42 
and 0.5 are analyzed. The element size and arrangement in the region near the crack front are kept 
the same as used in the C(T) specimen. The nominal remote stress, Rσ , characterizes the loading for 
these specimens. Figure 7(a) compares the computed load versus crack extension responses with 
experimental measurements, showing very good agreement for all three cases. Figure 7(b) compares 
the computed load versus crack extension responses with experimental measurements for a MSD 
specimen containing three cracks as shown in Figure 4(d). This specimen has the same width as the 
M(T) specimens. The center-crack length is 2a2 = 100 mm. The two lead cracks have the same 
length of a1 = 12.5 mm. The tip-to-tip distance between the lead crack and the center crack is b = 
12.5 mm. The model prediction captures accurately the load versus crack extension curve. The cusp 
on the predicted load versus crack extension curve corresponds to the point when the lead crack and 
the center crack link up. 
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Figure 7. Comparison of the model predicted load versus crack extension responses (lines) with 
experimental measurements (symbols): (a) M(T) specimens, (b) MSD specimen containing three 

cracks. 
 
4. Concluding Remarks 
 
Based on the mechanism of ductile fracture in metallic alloys, this paper describes a method to 
predict crack growth in engineering structures. To model extensive crack extension, homogenized 
porous plasticity models need to be adopted to describe the material behavior in the fracture process 
zone and these models must be calibrated such that the material behavior is accurately captured. 
Unit cell analysis of the representative material volume reveals the strong effect of the stress state 
on the void growth and coalescence. Calibration of the porous plasticity models requires the 
predicted macroscopic stress-strain response and void growth behavior of the representative 
material volume to match the results obtained from detailed unit cell analysis. As an application, a 
numerical procedure is proposed to predict ductile crack growth in thin panels of a 2024-T3 
aluminum alloy. The material specific GLD porous plasticity model is used to describe the void 
growth process and the failure criterion is calibrated using experimental data. The calibrated 
computational model is then applied to predict crack extension in fracture specimens having various 
initial crack configurations. The numerical predictions show good agreement with experimental 

(a) (b) 
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measurements. 
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Abstract  The displacement instability of the thermally grown oxide (TGO) layer in thermal barrier coating 
systems is a critical factor inducing the failure of the system by causing large scale delamination and 
spallation. In this paper, the effect of pre-existing microcracks within the ceramic top-coat (TC) on the cyclic 
displacement instability under thermal cycling is investigated by a finite element analysis. Stress and the 
interface morphology are obtained after thermal cycling when the microcracks pre-exist within the TC. The 
influence of various parameters including crack location, crack length and crack direction on the interface 
morphology are discussed in detail. It is demonstrated that the existing of microcracks within TC can 
aggravate the displacement instability and affect the stress state in TC significantly. However, when the crack 
is perpendicular to the flat interface, the aggravation of it on the instability is weakest. 
 
Keywords  Microcracks, Displacement instability, Thermal cycling , Thermal barrier coating 
 
1. Introduction 
 
Thermal barrier coating (TBC) system is widely used in the blades of gas turbines or aircraft 
engines as the thermal insulation component, which can protect the base material against the 
extreme temperature due to its low heat conductivity. Usually, a typical TBC system consists of the 
following multilayer (Fig. 1a): (i) a thick superalloy substrate, (ii) a bond-coat (BC) next to the 
substrate protecting the substrate from oxidation, (iii) a ceramic top-coat (TC) for providing thermal 
insulation, and (iv) a thermally grown oxide (TGO) layer forming between TC and BC due to the 
high temperature oxidation[1-4].   
The durability of TBC focuses world attentions in recent years. The coating performance usually 
begins to degrade associated with the large scale delamination and spallation of TC. Studies have 
confirmed that the displacement instability of TGO (Fig. 1) under cyclic oxidation is a critical factor 
inducing the fracture and delamination in TBC made by electron bean-physical vapor deposition 
(EB-PVD) [2, 5-9]. The most vivid manifestation of the instability is the downward displacement of 
TGO into soft BC (Fig. 1a), which is motivated by the large residual compressive stress caused by 
thermal expansion misfit and the thermal growth of TGO [6, 10, 11]. The instability usually initiates 
at the region near the imperfection of BC-TGO interface and the amplitude of it extends as the 
extensive thermal cycling. Following factors have confirmed to have a strong influence on the 
instability [2, 3, 5, 6, 12-19]. (i) The thermal cycling: It is a necessary condition to cause large 
instability; (ii) The growth strain resulting from the volume increase in the process of BC 
transforming to new TGO by high temperature oxidation; (iii) The initial morphology imperfection 
in the BC-TGO interface; (iv) The accumulation of plastic strain in BC near the initial imperfection, 
which is the most relevant factor controlling the evolution of displacement instability, and (v) The 
creep behavior of component materials.  
Due to the need of enhancing the strain tolerance of the ceramic coating, the microcracks are widely 
introduced in the process of coating deposition [20, 21]. Many experimental and analytical results 
have confirmed that pre-existing vertical surface cracks in TC can enhance the resistance to the 
initiation of interface crack [22-26]. Therefore, when these cracks exist at the surface of the TC, 
they can provide an additional capability to prevent the interface cracks developing besides 
enhancing the coating strain tolerance. However, as shown in Fig. 1a, these introduced microcracks 
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also widely exist within the TC. Experimental investigations have shown that when these 
microcracks appear in the region near the site of displacement instability, they would nucleate and 
extend as thermal cycling under the large tensile stress [5], and finally cause large scale 
delamination and spallation at the interface of TC-TGO [3, 4]. Based on Mumm's experiment 
results, Karlsson [14] modeled these cracks as traction-free internal planes and found that these 
cracks also can significantly promote the extending of the instability. Therefore, the existing of 
microcracks near the instability site would affect the durability of the system. Similarly to the 
surface cracks, there would be an optimal direction for the internal cracks, in which the effect of 
these cracks on the instability extending is weakest. 
However, in all of the previous studies focusing on the displacement instability, the effect of the 
geometric parameters of pre-existing cracks within the TC on the instability was not considered [2, 
5-7, 13-15, 19, 27] and the optimal direction is still not obtained. Hence, the objective of this paper 
is to explore the effect of pre-existing cracks within TC of varying length, location and direction on 
the displacement instability of TGO under thermal cycling and try to obtain the optimal crack 
direction, in which the instability development is weakest. The results may be helpful in controlling 
the instability and providing the probability to design a longer life TBC.   
 

        
      

  Figure 1. Schematic for (a) the multi-layer TBC system with TGO displacement instability, 
 and (b) the microcracks within TC above the instability site. 

 
2. Statement of the problem 
 
Due to the microcracks appearing in the region near the site of TGO displacement instability can 
significantly promote the extending of instability and induce the final failure of TBC system, we 
only consider the case where the initial crack exists above the instability site in this problem. As 
shown in Fig. 1b, two different cracks are introduced in this problem: crack “a”, which is at a 
distance h  away from the base of instability region extending from the symmetry axis to the 
inward of TC, and crack “b”, which is at a distance h2  from the base with the same morphology 
as crack a. Each of these two cracks is defined by the included angle 1  and 2  (Fig. 1b), 
respectively. It must be noted that these two cracks are not considered in this problem together and 
only a single static crack problem is solved. In this problem, all materials are assumed to be 
isotropic (the detailed material properties are described below) and the plane strain condition exists.  
In order to investigate the extending of instability zone under thermal cycling when the crack exists 
above the instability site, cyclic thermal load is applied. In each thermal cycle, the system is cooled 
to ambient temperature from an initial peak temperature firstly and a thermal stress analysis is 
carried out associated with this temperature change. Then, the temperature rises to the initial state 
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with a new stress state being obtained, and this peak temperature would hold a long time, where the 
thermal growth of TGO layer would occur. After that, the system is cooled to ambient again. The 
cyclic thermal load is obtained by repeating this sequence many times.  
 
3. The simulation scheme 
 
3.1. Description of model 
 
Due to the complexity of the morphology of interface and crack, the finite element method (FEM) 
is used to solve the problem. A conventional FEM model for the displacement instability is adapted 
in the calculations (Fig. 2) [13, 14]. The analysis is carried out by employing the computer program 
ABAQUS with the four-node, bi-liner plane strain elements. Geometric dimension of each layer is 
shown in the model and an initial instability zone with a depth 2 7.5h m  and radii of curvature 

1 2 11.25R R m   is introduced. All the nodes at the right sides of the model are allowed to move 
with a limit of keeping an equal displacement in the X direction for them and a symmetric boundary 
condition is applied to the left side. The nodes on the bottom side are fixed in the Y direction to 
avoid rigid body motion. 
In the analysis, the initial static crack is not allowed to propagate, and the length L  and the angle 
  for both cracks are changed as variables. The crack behavior is achieved by using the extended 
finite element method (XFEM) [28-31], which can simulate the crack behavior without the crack tip 
conforming to any node point of the finite element mesh. In addition, in all calculations, only the 
case of single crack within the TC is simulated and the case of multi-crack is not considered in this 
paper.  

 
Figure 2. Finite element method model for the crack within the TC above the instability site. 
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3.2. Material properties 
 
All materials used in the calculations are assumed to be isotropic and all material properties are 
temperature-dependent, which are summarized in [32]. Both TC and substrate are linear elastic and 
BC is considered as elastic-perfectly plastic with a temperature-dependent yield strength. The user 
subroutine, uexpan, in ABAQUS is employed to simulate the thermal growth of TGO, which was 
introduced by Karlsson and Evans in [13]. The growth behavior is achieved by imposing a thermal 
strain at the holding time of high temperature. The thermal strain consists of two components: g , 
which is a lateral growth strain parallel to the TGO-BC interface, and t , which is a thickening 
strain. In this paper, a ratio of lateral growth strain to thickening strain, / 0.5g t   , is used with 

31 10g
  . Also, the TGO is allowed to yield at the peak temperature with a yield strength tgo

Y  
=1 GPa and it is elastic in other temperature [13]. The sequence of thermal load is repeated 24 times 
with 3 hours hold time at peak temperature (1100℃) for each sequence [6, 13, 14].  
 
4. Results and discussions 
 
4.1. General response 
 
Initial results are generated for an intact TC, a TC within a crack at location “a” and a TC within a 
crack at location “b” (Fig. 1b), respectively. Cracks in both cases have an initial length, 4L m  
and 1 = 2 =90o in this section. A synopsis of the major findings is presented in Figs. 3-5.  

 
  Figure 3. The distortions of BC interface after 24 thermal cycles. 

 
Fig. 3 shows the morphology of BC-TGO interface after 24 thermal cycles. It can be seen that the 
interface is distorted significantly with large upward displacements around the periphery of the 
instability zone and large downward displacements at the base. This phenomenon is in accordance 
with the previous results found by experiments and simulations [5, 6]. The shape distortions at the 
interface are induced by the plastic deformation in BC directly, and thermal misfit stresses and 
thermal growth stresses are two main resources to cause the plastic deformation. From Fig. 3, we 
can see that all these distortions at BC-TGO interface can be represented by the change of R1 ( 1R ) 
and R2 ( 2R ). Therefore, in following discussions, we mainly focus on the parameters 1R  and 

2R . Fig. 3 also presents the change of R1 ( 1R ) and R2 ( 2R ) when an initial crack exists within 
TC. It clearly shows that the distortion of the interface is more significant when the microcrack 
exists within TC, especially the downward displacement 1R . In addition, the crack location also 
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can affect the interface distortions. Compared to the crack “b”, the crack “a”, which is more close to 
the base of the instability zone, results in a more significant distortion. Therefore, the existing of 
crack, especially the crack close to the base of instability site, can induce larger "up" and "down" 
displacements. 
The distribution of out-of-plane stress ( 22 ) in the intact TC presents in Fig. 4b. The tensile stresses 
mainly concentrate on the region above the instability site. When the tensile stress develop to a 
sufficient level, it can induce the cracks within the TC above the instability site and the 
delamination at the interface[5, 16]. The compressive stresses mainly appear in a relatively small 
zone near the periphery of instability zone and this compressed zone can prevent the crack initiation. 
Fig. 5A demonstrates the distribution of out-of-plane stress in TC along TC-TGO interface when a 
crack exists within TC. It can be seen clearly that the tensile stress level near the instability region 
would increase when the crack exists at location “a” and this increase recedes when the crack is far 
away from the instability region (location “b”). In other regions, the effect of crack on 22  is small 
and can be ignored. 
 

    
 Figure 4. Stress distribution within TC when the TC is intact. (a) in-plane stress ( 11 ) and (b) out-of-plane 

stress ( 22 ). 

      

Figure 5. Stress distribution in TC along TC-TGO interface. (A) The out-of-plane stress ( 22 ). 

 (B) The in-plane stress ( 11 ). 
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The distribution of in-plane stress ( 11 ) in the intact TC is depicted in Fig. 4a. The compressive 
in-plane stress can induce the failure of the system by resulting in large-scale buckling [14]. Fig. 4a 
shows that the compressive 11  mainly occurs in the zones above the instability site and the tensile 
part distributes around the periphery of the instability zone. Fig. 5B presents the distribution of 
in-plane stress in TC along the TC-TGO interface under the case a crack existing within TC. The 
existing of crack within TC makes the stress state in the region above the instability site become 
tensile from compressive. Especially, when the crack is close to the base of instability site (crack 
“a”), the tensile stress is significant. Compared to the compressive state of  in-plane stress, this 
tensile state may reduce the probability of buckling occurring. Therefore, the existing of the crack 
can partly prevent the failure mode caused by buckling. 
 
4.2. The effect of crack length 
 
The influence of the normalized crack length max/L L  on the instability amplitude defined by 

0
1 1/R R   and 0

2 2/R R   is shown in Fig. 6, where maxL  is the maximum crack length used in 
the calculations, and 0

1R  and 0
2R  are the instability amplitudes when there is no crack within 

TC. It can be seen that both the magnitudes of the downward displacement 1R  and the upward 
displacement 2R  increase as the increase of crack length under both cracks case, and the increase 
rate also increase as the increase of crack length. It indicates that the crack extending would 
aggravate the instability and make the interface distortion be more significant. Inversely, the large 
interface distortion also can enhance the capacity of crack extending [3] and finally induce the 
failure of system. Note that the amplitude change of the displacement instability for the crack “a”, 
which is more close to the base of instability site, is always greater than that for crack “b”. This 
result shows that the crack close to the base of instability site has a greater enhancement on the 
instability. In addition, as the increase of crack length, the amplification of downward displacement 

1R  is always greater than that of upward displacement 2R . From max/ 0.5L L   to 

max/ 1.0L L  , the normalized amplification of 0
1 1/R R   is increased by more than 5 times, which 

can result in a markedly distortion at the interface. Therefore, the propagation of crack can 
significantly enhance the interface distortions as thermal cycling, especially that of the crack close 
to the base of instability site. 
 
4.3. The effect of crack angle 
 
The effect of the crack angle ( 1  and 2 ) on the normalized instability amplitude 0

1 1/R R   and 
0

2 2/R R   is shown in Fig. 7. Six different crack angles of 15o, 30o, 45o, 60o, 75o and 90o are used 
in the calculations for both 1  and 2 . It is demonstrated that the upward displacement 2R  is 
insensitive to the crack angle. However, the crack angle has a great influence on the downward 
displacement 1R . When the angle is relatively small, the 1R  increases as the increase of the 
crack angle. But when the crack angle makes the crack trend to be parallel the flat interface, 1R  
begins to decrease as the increase of the crack angle. From the previous analysis we can see that the 
propagation of crack within TC is preferential along the direction which is parallel to flat interface 
[33]. Therefore, when the crack direction is close to the preferential propagation direction, the crack 
propagation would play a dominant role and the instability of TGO can be restrained. 
However, even the extending of displacement amplitude begins to slow down when the crack trends 
to parallel to flat interface, the effect of the crack in this direction on the displacement instability is 
much greater than that of the crack in the direction which is perpendicular to the flat interface. 
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Therefore, when the pre-existing crack is introduced within TC, the crack in the direction which is 
perpendicular to the flat interface is the optimal choice for preventing the large instability. 
 

 
  Figure 6. Normalized 1R  and 2R  vs. normalized crack length (L/Lmax). 

 

 
Figure 7. Normalized 1R  and 2R  vs. the crack angle ( ). 

 
5. conclusions 
 
The effect of pre-existing microcrack within TC on the displacement instability of TGO in thermal 
barrier systems is studied by a finite element model with the thermal growth behavior of TGO layer. 
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The influence of variational crack locations, length and direction on the development of stress and 
the instability amplitude is discussed. The main results from the calculations suggest: 
(1) The crack within TC would promote the TGO displacement instability significantly, especially 
the crack close to the instability site. 
(2) The tensile part of the out-of-plane stress, which is responsible for the delamination, mainly 
concentrates on the zone near the instability site and it can be promoted by the crack existing within 
TC. However, the compressed part of in-plane stress, which is responsible for the buckling, is 
restrained by this crack. 
(3) The crack length and direction are two key factors affecting the displacement instability, 
especially the crack length. As the increase of the crack length, the amplitude of displacement 
instability increases significantly, which results in a serious interface distortion. The effect of crack 
direction mainly focuses on the downward displacement instability. The crack in the direction 
perpendicular to the flat interface is the optimal choice for prevent the large instability. 
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