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Abstract  Heterogeneous materials present a mechanical response strongly dependent on the static and 
kinematic phenomena occurring in the constituents and at their joints. In order to analyze this kind of 
materials it is a common practice to distinguish a macroscopic length scale of interest from a mesoscopic one, 
where the mesoscopic length scale is of the order of the typical dimensions of the constituents. At the 
mesoscopic level the interaction between the units is simulated by mean of apposite mechanical devices. 
Among these devices is popular the zero thickness interface model where contact tractions and displacement 
discontinuities are the primary static and kinematic variables respectively. However, in heterogeneous 
materials the response also depends on joint internal stresses as much as on contact stresses. The introduction 
of internal stresses brings to the interphase model or an enhancement of the classical zero-thickness interface. 
With the term ‘interphase’ we shall mean a layer separated by two physical interfaces from the bulk material 
or a multilayer structure with varying properties and several interfaces. Different failure conditions can be 
introduced for the physical interfaces and for the joint material. The interphase model has been implemented 
in an open-source research-oriented finite element analysis program for 2D applications. Numerical 
simulations are provided to show the main features of the model. 
 
Keywords  Interphase element, Damage, Elastoplasticity, Finite element 
 

1. Introduction 
 
The mechanical response of all those structures that are constituted by heterogeneous materials is 
dependent by different static and kinematic phenomena occurring in each constituent and at their 
joints. Material degradation due to nucleation, growth and coalescence of microvoids and 
microcracks is usually accompanied by plastic deformations as decohesion and sliding that cause 
strain softening and induced anisotropy. 
The mesoscopic approach is by now the most diffused technique to understand this kind of 
materials, because it overcomes the problems associated with the strong simplifications that have to 
be introduced when the macroscopic approach is applied. In particular, with the mesoscopic 
approach all the material constituents are modelled individually and their interactions are regulated 
by using appropriate devices able to reproduce the inelastic phenomena that usually occur at the 
physical interfaces. In literature, these mechanical devices are generally called contact elements, 
normally distinguished between link elements, thin layer elements and zero-thickness interface 
elements (ZTI). In the last decades interface elements have been applied in several engineering 
applications due to their simple formulation and to their easiness to be implemented in finite 
element codes [1-10]. 
The interface constitutive laws are expressed in terms of contact tractions and displacement 
discontinuities which are considered as generalized joints strains. In order to model the nonlinear 
behaviour caused by plastic deformations and damage evolution the constitutive laws of the 
interface elements are formulated making use of concepts borrowed by theory of Plasticity and 
Continuum Damage Mechanics.  
In many cases the structural response depends also on internal stresses and strains within the joint. 
It is sufficient to think to the fracture that appears in the middle of masonry blocks caused by the 
horizontal tangential contact stresses between the mortar and the block when a masonry assembly is 
subjected to a pure compressive load. These tangential stresses cannot be captured by the classical 
ZTI model. Therefore, the usual assumption used in zero-thickness interface elements, where the 
response is governed by contact stress components, may require a correction by introducing the 
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effect of the internal stresses into the analysis. This enhancement of the ZTI is known as interphase 
model, for the first time proposed by Giambanco and Mròz [11]. 
The interphase element has been formulated by authors as a new contact element and introduced in 
a scientific oriented finite element code. Patch tests have been carried out in elasticity to investigate 
the numerical performance and convergence of the element. All the results are shown in the paper 
written by Giambanco el al. [12]. In particular, in that paper is shown how strategies such as the 
Reduced Selective Integration or the Enhanced Assumed Strain methods are necessary to avoid 
shear locking effects of the element. 
In this work the interphase element is implemented for nonlinear applications by introducing 
separate limit conditions for the joint bulk material and for the physical interfaces. In particular the 
damage mechanics theory is used to simulate the formation and propagation of fractures in the bulk 
material. The elastoplastic limit condition of Mohr-Coulomb type with a tensile cut-off is adopted to 
describe the decohesion process of the interfaces. The contact strains are subdivided in an elastic 
and a plastic part. The overall model is thermodynamically consistent and the flow rules are derived 
by applying the Lagrangian method. With the aim to show the effectiveness of the model the 
interphase constitutive laws have been implemented in an open-source research-oriented finite 
element analysis program for 2D applications and by using the Selective Reduced Integration. 
The paper is organized as follows. In Section 2 the general assumptions of the model are reported 
and the expression of the Helmholtz free energy is furnished. In Section 3 the state equations and 
the flow rules are determined on the base of the thermodynamically consistent theory. Section 4 is 
finally dedicated to numerical applications in order to show the effectiveness of the proposed 
model. 
 
2. General assumptions and Thermodynamics. 
 
Let us consider, in the Euclidean space 3ℜ  referred to the orthonormal frame ( ), , ,O 1 2 3i i i , a 

structure formed by two adherents +Ω , −Ω  connected by a third material Ω  in contact with the 
two bodies by means of the two physical interfaces +Σ  and −Σ  respectively, as in Fig. 1. 
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Figure 1. (a) Mechanical scheme of a third body interposed between two adherents;  

(b) Interphase mechanical scheme. 
 

It is assumed that the thickness h  of the joint is small if compared with the characteristic 
dimensions of the bonded assembly. 
The boundary of the two adherents is divided in the two parts u

±Γ  and t
±Γ , where kinematic and 

loading conditions are specified respectively.  
The joint interacts with the two adherents through the following traction components: 

 1 1 2 2 3 3t t t± ± ± ±= + +t e e e  (1) 

which can be considered as the external surface loads for the joint. 
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In Eq. (1) 1e , 2e  and 3e  are the unit vectors of the local reference system, with 3e  oriented 

along the normal to the middle surface Σ  and directed towards the adherent +Ω . 
The joint can be regarded as an interphase model. It is assumed that the fibers inside the interphase 
and directed along 3e  are maintained rectilinear during the deformation process. In view of this 

hypothesis the interphase displacement field u  can be easily obtained from the displacement +u  
and −u  of the interfaces +Σ  and −Σ , thus 

 ( ) ( )3 3
1 2 3 1 2 1 2

1 1
( , , ) , ,

2 2

x x
x x x x x x x

h h
+ −   = + + −   

   
u u u  (2) 

with 1x , 2x  and 3x  the Cartesian coordinates in the orthonormal frame ( )1 2 3, , ,O e e e . 

Since the thickness of the joint is generally small if compared to the characteristic dimensions of the 
adherents, we can assume the strain state ε  uniform along the 3e  direction and given by: 

 ( )
2

1 2 1 2 3 3

2

1
( , ) , ,

h

s

h

x x x x x dx
h

−

= ∇∫ε u  (3)  

Substituting the Eq. (2) we have: 

 [ ] [ ]( ) ( )1 2

1 1
( , )

2 2
sx x

h
+ −= ⊗ + ⊗ + ∇ +ε u n n u u u  (4) 

where [ ] + −= −u u u , n  is the unit normal vector to the interphase plane and s∇  is the symmetric 

gradient operator defined as ( )1

2
s T∇ = ∇ + ∇ . 

Let us note that in the interphase model the joint curvatures generated by displacement field (2) and 
the related flexural effect are neglected. 
Equilibrium equations are derived by applying the principle of virtual displacements (PVD) that 
asserts that the external work produced by the contact tractions equals the internal work developed 
in the joint. According to the hypothesis of a constant strain state, by applying the divergence 
theorem and assuming that + −Σ = Σ = Σ , the PVD leads to the following local equilibrium relations 
of the interphase model: 

 ; ,
2 2

h h
div div on+ −− ⋅ + = + ⋅ + = Σt σ n σ 0 t σ n σ 0  (5) 

 on⋅ = Γm σ 0 . (6) 

The basic kinematical hypotheses are the additive decomposition of total strain in the internal (i) 
and contact (c) parts and, for the contact strain only, a further decomposition in elastic (e) and 
inelastic (p) parts: 

 i c= +ε ε ε  (7) 
 c ce cp= +ε ε ε  (8) 
with 

 i =ε AεA  (9) 
being = − ⊗A I n n  the unit second order tensor. 
In order to comply with thermodynamic requirements, the interphase Helmholtz free energy is 
introduced in the following form: 

 ( ) ( ) ( ) ( ),, , , , , , , , , , , ,i c cp i i c c cp i c i c cp
d p d pξ ξ ξ ξΨ = Ψ + Ψ + Ψε ε ε ω ε ω ε ε ε ε ε ω ; (10) 
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where iΨ  and cΨ  represent the free energies related to the internal and contact parts of the strain 
state respectively and icΨ  is the mixed term of the free energy which takes into account the 
co-presence of the contact and internal strains. ξd and ξp are the damage and plastic internal 
variables, respectively. 
The principle considered for developing the constitutive laws is that damage occurs in the bulk 
material, therefore the damage tensor ω  appears in the two terms of the total free energy that are 
functions of the internal strains also. In this way the constitutive model takes into account the onset 
of microvoids and fractures along the thickness of the joint. On the other hand, debonding of the 
joint from the adherents, sliding and fractures developing on surfaces parallel to the middle plane of 

the interphase are modelled using elastoplasticity and the inelastic contact strains cp
ε  are the 

related internal variables. 
In this work a single scalar damage variable ω  governs the loss of stiffness of the bulk material. It 
ranges from 0 to 1, with the inferior and superior limits having the meaning of a pristine and a fully 
damaged bulk material, respectively.  
The explicit expression of the components of the free energy is given below: 

 ( ) ( ) ( )21
1 tr 2 : ln 1

2
i i i i

d d dhω λ µ ξ ξ Ψ = − + − + −   ε ε ε  (11) 

 ( ) ( ) ( )2 21 1
tr 2 :

2 2
c c cp c cp c cp

p phλ µ ξ Ψ = − + − − + ε ε ε ε ε ε  (12) 

 ( ) ( ) ( ), i c cp1 tr tri c ω λΨ = − −ε ε ε  (13)  

where λ  and µ  are the Lamè’s constants, hd is a material parameter which governs the softening 

response associated to the damage onset and growth, and hp is a material parameter specifying 
isotropic hardening/softening interface response. 
 
3. State equations and flow rules. 
 
In order to derive the interphase constitutive equations, the second principle of thermodynamics, 
taking into account also the balance equation (first principle) can be applied in the form of the 
Clausius-Duhem inequality. This inequality for isothermal purely mechanical evolutive process 
reads as 
 : 0D = − Ψ ≥σ ε ɺɺ  (14) 
where D is the interphase dissipation (for unit surface) or net entropy production. 
From the assumed form of the Helmholtz free energy (Eq. 10) its general rate has the following 
expression: 

 

, , ,

,

: : :

:

i i c c i c c i c
i c cp

i i c c cp cp

i i c i c

d p
d p

ω ξ ξ
ω ω ξ ξ

     ∂Ψ ∂Ψ ∂Ψ ∂Ψ ∂Ψ ∂ΨΨ = + + + + + +     ∂ ∂ ∂ ∂ ∂ ∂     

 ∂Ψ ∂Ψ ∂Ψ ∂Ψ+ + + + ∂ ∂ ∂ ∂ 

ε ε ε
ε ε ε ε ε ε

ɺ ɺ ɺ ɺ

ɺ ɺɺ

 (15) 

Particularizing Eq. (14) for a purely elastic incremental deformation process 
( , 0cp

d pω ξ ξ= = = =ε 0 ɺ ɺɺɺ ), assuming the decomposition of the stress state similar to that used for the 

strain state 
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 , beingi c i= + =σ σ σ σ AσA  (16) 

and considering the adopted expressions of the free energy parts (Eq. 11-13), the elastic stress-strain 
equations can be derived, thus 

 ( ) ( ) ( ){ }1 tr tr 2i i c cp iσ ω λ µ = − + − + ε ε ε A ε  (17) 

 ( ) ( ) ( ) ( ) ( )1- tr tr 2c i c cp c cpσ λ ω µ = + − − + − ε ε ε I A ε ε  (18) 

 p p phχ ξ=  (19) 

 
1

d
d d

d

h
ξχ

ξ
=

−
 (20) 

 ( ) ( ) ( )21
tr 2 : tr tr

2
i i i i c cpζ λ µ λ = + + − ε ε ε ε ε ε  (21) 

where χp and χd are the static variables conjugate of the internal variables ξp and ξd respectively, 
and ζ  the thermodynamic force conjugate of the damage variable ω . 
Making use of the elastic strain-stress equation and of the previous positions, the final expression of 
the instantaneous dissipation is obtained: 

 : 0c cp
p p d dD χ ξ χ ξ ζω= − − + ≥σ ε ɺ ɺ ɺɺ . (22) 

In order to regulate the activation of each dissipative mechanism, two different yield functions are 
defined in the space of the proper static variables, namely: 

 ( ) ( ), 0, , 0c
p p d dχ ζ χΦ ≤ Φ ≤σ  (23) 

where Φp is the classical plastic yield function specifying the elastic contact domain assumed 
convex and Φd is the damage activation function also assumed convex. 
The activation of each dissipation mechanism can be effectively described by a variational 
formulation which is represented by the generalized principle of maximum intrinsic dissipation: 

 ( )
, , ,
max :

c
p d

c cp
p p d d

χ χ ζ
χ ξ χ ξ ζω− − +

σ

σ ε ɺ ɺ ɺɺ  (24) 

subject to the constraints (Eq. 23). The Kuhn-Tucker conditions of the maximum constrained 
problem provide the plastic and damage evolution laws of the interphase: 

 ;pcp d
p dc

λ ω λ
ζ

∂Φ ∂Φ= =
∂ ∂

ε
σ

ɺ ɺɺɺ  (25) 

 ;p d
p p d d

p d

ξ λ ξ λ
χ χ

∂Φ ∂Φ− = − =
∂ ∂

ɺ ɺ ɺ ɺ  (26)  

 ( ) ( ), 0, 0, , 0c c
p p p p p pχ λ λ χΦ ≤ ≥ Φ =σ σɺ ɺ  (27) 

 ( ) ( ), 0, 0, , 0d d d d d dζ χ λ λ ζ χΦ ≤ ≥ Φ =ɺ ɺ  (28) 

being pλɺ and dλɺ  the plastic and damage multiplier, respectively. 
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In the present study the elasto-plastic convex domain is defined by the intersection of the classical 
Mohr-Coulomb bilinear function with a tension cut-off: 

 ( ) ( )1 0, tan 1c c c
p p pcχ σ ϕ χΦ = + − −σ τ  (29) 

 ( ) ( )2 0, 1c c
p p pχ σ σ χΦ = − −σ  (30) 

where c
τ  and cσ  are the tangential stress vector and the normal stress component of the contact 

stresses, ϕ  is the friction angle, c0 and σ0 the cohesion and tensile strength of the virgin interfaces. 

The two yield functions are depicted in Fig. 2. The following four zones can be distinguished: 

 I elastic zone: 1 20, 0p pΦ < Φ <  

 II plastic activation in shear: 1 20, 0p pΦ = Φ <   

 III plastic activation in tension: 1 20, 0p pΦ < Φ =   

 IV plastic activation in tension and shear (corner): 1 20, 0p pΦ = Φ = . 

The damage activation function is linear and the first activation occurs when the thermodynamic 
force reaches the relative threshold value ζ0: 

 ( ) ( )0, 1d d dζ χ ζ ζ χΦ = − −  (31) 

 

 
Figure 2. Plastic yield conditions represented in the stress space. 

 
4. Numerical applications. 
 
The interphase model presented in Sections 2 and 3 has been implemented in an open-source 
research-oriented finite element analysis program for 2D applications. With the aim to run a 
step-by-step integration, flow rules given in rate form were rewritten as discrete laws. The implicit 
backward-Euler difference method was applied to obtain results within the time step 
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[ ] [ ]1, 0,n nt t T+ ⊂ . In particular the nonlinear solution at time 1nt +  has been calculated by means 

of an elastic prediction – plastic and/or damaging correction procedure. The interphase element has 
four nodes and zero-thickness. The integration of the stiffness matrix has been solved by applying 
the Reduced Selective Integration method, that is two Gauss are used for the integration in the 
direction normal to the interphase plane while one Gauss point is used in the tangential one. 
The numerical applications presented in this work regard uniaxial compression and diagonal 
compression tests on masonry specimens. All numerical examples have been carried out under the 
hypothesis of plane stress state. 
 
4.1. Uniaxial compression tests on masonry. 
 
Uniaxial compression tests have been carried out to assess the performance of the interphase 
element. A brick-mortar-brick system uniformly compressed (Fig. 3) has been considered with the 
aim to show the formation of damage in the bulk material when the stiffness of the bricks is lower 
than that one of mortar. In this case, in fact, the bricks tend to expand more than the mortar in the 
horizontal direction because of the Poisson effect, but the higher stiffness of the mortar opposes to 
this displacement. The bricks are therefore subjected to compressive stresses while the mortar to 
tensile ones along the x-axis.   
 

 
Figure 3. Uniaxial compression test on a masonry block. 

 
The parameters used for tests are reported in Table 1, while the results are shown in Fig. 4. The 
numerical test has been performed under displacement control. In this paper the results obtained 
with a load multiplier equal to 3 and for a FE model with 80 interphase elements are reported in 
terms of stresses along the mortar layer.   
 

Table 1. Parameters used for compression test. 

Ebrick 500 MPa vbrick 0.3 
Emortar 15000 MPa vmortar 0.2 

c0 4.5 MPa ϕ 30° 
σ0 1.0 MPa hp 1 
ζ0 0.001 MPa hd 0.0025 MPa 
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The diagrams depicted in Fig. 4 clearly show the points were the damage nucleation takes place. 
The first fracture forms in the middle of the layer and grows during the following steps. As a 
consequence, a redistribution of stresses takes place in the two parts on sides of the fracture. When 
the thermodynamic force in another Gauss point or group of Gauss points overcomes the threshold 
value a new fracture appears symmetrically with respect to the middle of the mortar joint. On the 
other hand, while σx stresses suddenly fall down and tend to zero, the σz values are little influenced 
by fracture. This is due to the fact that damage affects only internal and mixed terms of the free 
energy.     
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Figure 4. Uniaxial compression test on a masonry block: results at a load multiplier equal to 3. (a) normal 

stresses along x-axis; (b) vertical stresses; (c) tangential stresses. 
 
4.2. Diagonal compression tests on masonry. 
 
Diagonal compression numerical tests have been carried out on a masonry panel and compared with 
the experimental results obtained in laboratory. With reference to Fig. 5, the specimen is made up of 
four courses of sandstone blocks with calcium-cement mortar. It has a squared shape with a length 
of 67 cm for each side. A single block is 33 cm long and 16 cm high. The mortar layer has a 
thickness of 1 cm. A total number of 256 plane stress 2D solid elements and 72 interphase elements 
has been used to create the finite element model. 
 

hinge

hydraulic jack

Load cell

  
Figure 5. Diagonal compression test on a masonry panel. Experimental setup and finite element model. 

 
The mechanical variables for blocks and mortar and the parameters used for the finite element 
model are reported in Table 2. 
 

(a) (b) (c) 
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Table 2. Parameters used for diagonal compression test. 

Ebrick 11141.67 MPa vbrick 0.25 
Emortar 37000 MPa vmortar 0.14 

c0 5.0 MPa ϕ 35° 
σ0 1.0 MPa hp 0.04 
ζ0 1·10-5 MPa hd 0.001 MPa 

 
The test has been run with 400 steps under displacement control. At each step the values of the total 
vertical load F and the displacement discontinuities h h hδ δ δ+ −= +  and v v vδ δ δ+ −= + , in 
horizontal and vertical direction respectively, have been evaluated and reported in the 
load-displacement curves of Fig. 6. A good agreement has been obtained with experimental results. 
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Figure 6. Load-displacement curves: comparison between numerical and experimental results. 

 
Fig. 7 finally shows a comparison between the collapse experimental and numerical configurations. 
A very good agreement can be observed, even if the numerical model is not able to simulate the 
fracture inside the blocks because an elastic behavior was chosen for bricks.  
 

 
Figure 7. Comparison between numerical and experimental collapse configurations. 

 
5. Conclusions. 
 
The present paper deals with the mesomodelling of heterogeneous structures by means of interphase 
elements, that can be considered as an enhancement of the common interface elements. The 
possibility to distinguish internal and external contact stresses and strains permits to introduce 
separate failure conditions for the bulk material and for contact tractions. In particular an isotropic 
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damage model has been used to model the nonlinear response of the bulk material, while an 
elastoplastic bilinear domain governs the evolution of plasticity for contact tractions. The interphase 
model has been written in the framework of a thermodynamically consistent theory. State equations 
and flow rules have been derived and rewritten in a discrete form to be suitable to be used for finite 
element implementation. Two numerical applications on masonry structural elements have been 
conducted. In particular a compression test and a diagonal test have been carried out.  
Ongoing and future efforts are devoted to the introduction of plastic activation functions on the 
physical interfaces between mortar and block, and to the possibility to introduce a new damage 
model to catch horizontal fractures also. 
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Abstract  A meso-numerical model is set up to investigate the damage evolution of 2D woven C/SiC based 

on RVE(representative volume element) because the woven composite has a periodic in-plane structure. 

Periodic boundary conditions are imposed to the model. Three material models for the fibers, the matrix, and 

the yarn/matrix interface are considered. Basic damage modes and their evolutions are observed in the 

simulation. Firstly, the matrix is damaged at the global applied stress around 50Mpa, which agrees well with 

the tests. The stress/strain relation obtained from the meso-numerical model can represent the behavior of the 

2D woven C/SiC under tension loading. Secondly, the void in the matrix plays an important role. The 

bundle/matrix interface is essential to investigate the interface debonding. 

Keywords  2D-C/SiC composites, RVE, damage mechanisms 

1. Introduction 

C/SiC, as one of the most promising high temperature structural materials for its performance, such 

as low coefficient of thermal expansion, excellent thermal shock resistance, abrasion resistance, and 

high specific strength/modulus, has been applied in structures such as air-breathing engines, hot-gas 

valves and aerospace thermal structures. Consequently, the mechanical properties of the C/SiC has 

been an active research field for several decades. Both experimental studies and macro- or 

micromechanical methods have been used to obtain the mechanical properties of the C/SiC
[1-13,20]

. 

In experimental studies, the mechanical characterization of the C/SiC were studied by classical 

strain measurements, ultrasonic method, AE(acoustic emission) technique
 
, infrared thermography 

and microstructural observations under the load of uniaxial tension
[1-6]

, compression
[1,5]

, in-plane 

shear
[7]

, tension fatigue
[8,9]

, thermal fatigue
[10,11]

 and low-velocity impact
[12]

. Based on the expensive 

experiments, the damage modes found by microstructural observations are: matrix cracking, 

transverse bundle cracking, bundle/matrix and inter-bundle debonding, fiber cracking, ply 

delamination, bundle splitting and matrix wear. The damage evolution or development mention in 

the former studies are all deduced from the possible damage modes, which can only reflect the 

overall damage event and the detailed mechanical behavior of the constituents identification is 

beyond the detection. Fortunately, it is possible to identify detailed mechanical behavior of the 

constituents in FEM. However, there is not so much study on C/SiC with simulation method as 

experiment method. The prediction of the stiffness tensor has been carried out with FEM
[13]

. While, 

little work was done on the prediction of damage evolution and the strength
[4]

. 

Recently, simulation of plain woven fabrics based on photomicrograph measurement and idealized 

sinusoidal representation of the weave structure has been successfully applied to determine their 

mechanical properties by taking the advantages of their inherent periodicity of woven fabric 

architecture
[14-19]

 at mesoscale in-plane. Both elastic moduli 
[14,15]

, damage
[16]

 and fracture
[18]

 

behavior of the woven fabrics have been successfully predicted for the case of two-phase 

heterogeneous materials without considering the fiber-matrix interface using FEM by RVE 

(representative volume elements). While, it has been confirmed that interface obviously has great 
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influence on the macroscopic behavior, the toughness and strength of CMCs
[20]

. Interfaces are very 

narrow regions between matrix and fibers and are responsible for a variety of key properties, 

because of its significance role of stress transfer between fibers and matrix
[20-23]

. Recently, 

CZM(cohesive zone model) is being increasingly used in describing interfacial debonding and 

separation
[23]

. It was first proposed to analyze brittle fracture, and developed to model debonding of 

inclusions, crack growth processes in elastic-plastic solids, delamination process in composites 

subjected to low velocity impacts and so on. It is not so easy to simulate the bundle/matrix interface, 

because the mechanical properties of the interface is very difficult to obtain and the geometry of the 

interface in woven fabrics is curved surface. 

The aim of the present contribution is to introduce the interface into the RVE model in terms of 

CZM, and to analyze the damage evolution in 2D woven C/SiC with the damage behavior of 

different constituents identified clearly. This paper is organized as follows: firstly, the geometry 

model and boundary conditions are presented. Next, the meso-model was outlined with the 

description of material models of matrix, fiber yarns and interface-matrix interface. Then, the 

damage of different constituents was predicted based on elastic model. In the last but one section, 

the damage initiation and evolution are described with different damage modes identified. Finally, 

conclusions are summarized in the final sections. 

2. RVE and periodic boundary conditions 

2D woven C/SiC is plain weave fabrics, which are formed by weaving of yarns, as shown in Fig. 1. 

The black yarn are in X(longitudinal) direction and the grey yarn are in Z(transverse) direction. 

     
Figure 1. Sketch of 2D plain weave single lamina(left) and its RVE without matrix(right) 

 

In order to modeling the fabric-reinforced laminates using FEM, the representative volume 

elements (RVE) of the respective configurations are chosen. The RVE is the repeated element that 

can represent the whole composite fabric structure by a periodical array. Then characteristics of the 

macrostructure composites can be represented by the RVE with a certain proper boundary 

conditions. And the data points are fit to a sinusoidal function of the form
[15]

: 

                           
where, a, the amplitude of the yarn curve is 0.125mm; b=2π /1.8≈3.49, and 1.8 is the pitch of the 

yarn path curve in millimeters; d, the offset depicted is ±0.125mm; c is the phase adjusting factor.  

 

 
Figure 2. The photomicrograph of the 2D plain weave C/SiC 
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Fig. 2. is the photomicrograph of the 2D plain weave C/SiC by SEM. According to the micrograph 

the geometry of the fiber yarns is determined, AB=0.25mm, AE=AD=1.8mm, with the woven hole 

in the square of 0.2mm×0.2mm.  

The periodic boundary conditions meets the requirement of displacement periodicity and continuity 

of the proper boundary conditions, which implies that no separation or overlap will be found 

between neighboring of RVEs. Each RVE in the composites has the same deformation mode. As 

stated by Z.Xia
[18]

, the periodic conditions on the boundary V  is 

                              
where, 

ik are the average strains, 
iu
 is the periodic part of the displacement components on the 

boundary surfaces and it is related to the applied global loads. Aboudi has developed a unified 

micromechanical theory based on the study of interacting periodic cells, and its boundary conditions, 

plane-remains-plane, were applied to the RVE models in the normal traction loading conditions.  

Now based on these the proper boundary conditions are the planes ABFE and CDGH keeps plane 

during the loading in x direction on EFHG plane. The ABCD plane keeps zero displacement in X 

direction. And to avoid the rigid motion, the displacement components of the center point of the 

ABCD plane are assumed to be zero. 

3. The meso-model 

In the model, RVE that used to investigate the 2D woven C/SiC under tension loading, is shown in 

Fig. 3. The matrix, fiber and the yarn/matrix interface are taken into account with their specific 

damage behavior.  

 

   
(a) Matrix (b) Interface (c) Fiber bundles 

Figure 3. The RVE model and its constituents 

3.1. Matrix 

The elastic constants for the matrix material SiC: Young's modulus E, Poisson's ratio v are found to 

be E=430Gpa, v=0.3. The brittle cracking material constitutive in ABAQUS is chosen to describe 

the damage and failure behavior of the isotropic brittle matrix. The failure stress and displacement 

are 200Mpa and 0.02mm, respectively. In order to consider void in matrix, the elastic constants is 

assumed to reduced to 10% of the original matrix, and the model with void is shown in Fig. 3(a), 

the small squares in the RVE is the void region. 

3.2. Fiber yarns 

The fiber bundles in C/SiC is regarded as transverse isotropic materials. And the properties are 

listed in Table 1. 

 
Table 1. The mechanical properties of the fiber yarns 

E1(Gpa) E2(Gpa) v12 v23 G12(Gpa) G23(Gpa) f(Mpa) f

220 13.8 0.2 0.18 9 4.8 800 1.5% 
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Figure 4. The flow chart for the VUMAT 

To study the damage process, the damage model is introduced to the fiber yarns with VUMAT by 

Fortran, and the flow chart is shown in Fig. 4. Here the maximum stress criterion and linear 

stiffness degradation are chosen as the damage initiation criterion and damage evolution law of the 

fiber yarns. 

3.3. Yarn/matrix interface 

The interface zone plays a key role in the mechanical behavior of composite materials. Its properties 

can be influenced by different fiber coatings such as PyC, BN or SiC and its thickness. And the 

most important mechanism for improving the toughness of CMCs is the crack deflection along the 

interface after the initiation of the matrix cracking. In this meso-level FEM model, the inner-yarn 

interface is not considered, and fiber bundles is simplified as transversely isotropy. 

In this work, bilinear models both for normal and tangential separation is used to simulate the 

response of the yarn/matrix interfacial zone. The curve of normal and tangential tractions with 

respect to n andt are shown in Fig.5, where max and max are the interface normal and tangential 

strength, are 200Mpa and 150Mpa respectively;max is the interface characteristic length parameter; 

n andt denote the non-dimensional normal and tangential displacement respectively. 

 

 
   Figure 5. The curve of normal(left) and tangential(right) tractions with respect to n and t  

In the FE model, CZM was realized by either cohesive element or cohesive behavior and maximum 

stress criterion was used to predict the damage initiation in Abaqus/explicit, and detailed 

constitutive model for the CZM can be found in the help documentation
[24]

. 

4. The result analysis 
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4.1. The mesh sensibility and validation 

Firstly, in order to get accurate results, the mesh sensibility was studied with mesh size 10um, 30um 

and 50um in the quarter model. The result of the overall force-displacement response and the mises 

contour are shown in Fig.6. The overall force-displacement response shows very small difference. 

The mises contour pictures corresponding to the loading of 1.12×10
-3

mm for 10um, 30um and 

50um are listed from left to right(white means 0Mpa, and black grey means 200Mpa, and black 

means exceeding 200Mpa), the maximum stress in matrix is between 203.3Mpa and 208.7Mpa, 

while it is 250.8Mpa and 273.1Mpa for the yarns, which shows little difference. So, 50um was 

accepted for its time-efficiency. 

 

 

   

   

(a) Overall force-displacement (b) The mises contour 

Figure 6. The effect of mesh size 

The prediction of the elastic modulus is about 75Gpa. And the elastic modulus from experiments is 

almost between 70Gpa
[10,11]

 and 81.2Gpa
[3]

. Furthermore, the damage in RVE initiates at the stress 

about 53Mpa in the matrix, which agrees well with the initial proportional limit of the composites
[3]

, 

around 50Mpa. 

4.2. The damage prediction 

White-Black 0-200Mpa 0-150Mpa 0-800Mpa 

 
   

 
   

 

Figure 7. The mises contour of matrix(5th step)/interface/fibers(37th step) 

From the elastic RVE model, the matrix is probably damaged first at the thinnest region that close to 

the yarns, the damage of the yarns will initiate at the woven point, and the interface is easy to get 

damaged at the region of woven edge, shown in black in Fig. 7.  

When the stress in matrix reaches the strength, the average stress in the RVE is about 53Mpa. When 

the stress in the yarns reaches the strength, the average stress in the RVE is about 330Mpa, 
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corresponding to strain about 0.005 in Fig. 8 of the grey curve, higher than the failure stress of the 

composites, which indicates the limitation of the elastic model. So the damage models are 

introduced to the constituents of the C/SiC, and the corresponding stress-strain curve compared with 

no damage model is shown in Fig .8. The detailed damage process of the three constituents are 

shown in subsequent sections. 

 

 
Figure 8. The stress-strain curve 

4.3. The matrix damage evolution 

The brittle cracking was introduced to matrix for its brittleness in fracture process. Fig. 9 shows the 

damage initiation and propagation process of the matrix in terms of STATUS, which represents the 

state of the element (1.0 means the element is active, shown in white; and 0.0 means the element is 

inactive, shown in black). It is found that the damage first occurs at the thinnest region close to the 

yarns in loading directions as predicted in the elastic model. In the upper(Y+) matrix, the damage 

initiates at the edge center of the RVE, while in the lower(Y-) matrix, it initiates at the center of the 

RVE. Then, the damage propagates in Z direction, vertical to loading. And the damage first runs 

through the Z direction in the lower matrix at the strain of 2200, while it happens to the upper 

matrix at the strain of 2600. The damage has already run through the cross section of the RVE at 

the strain of 2600. 

 

 800 900 1100 2200 2600 3500 10000 

 

   

 

   

 

    

 

   

Figure 9. The damage process of the matrix 

4.4. The fiber damage evolution 

The simulation of fiber damage was introduced by VUMAT in Abaqus, which aims at investigating 

the possible damage process of fiber bundle damage. Fig. 10 shows the damage initiation and 

propagation process of the matrix in terms of STATUS. It is found that the damage first occurs at 

the weaving center of the yarns in loading directions as predicted in the elastic model. Then, the 

damage propagates in Z direction, vertical to loading. And the damage first runs through the Z 

direction in longitudinal yarns at the strain of 5800, while it happens to the center yarns in 

app:ds:brittleness
app:ds:cross
app:ds:section
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longitudinal at the strain of 6000. 

 

 5700 5800 5900 6000 6500 10000 

y+ 

 

      

 

      

y- 

 
Figure 10. The damage process of the fiber bundle 

4.4. The yarn/matrix interface damage evolution 

The CZM was introduced to the RVE by cohesive element in Abaqus, which aims at investigating 

the possible damage process of yarn/matrix interface. 

 

 500 1000 2000 4000 6000 8000 10000 

 

       

 

        
Figure 11. The damage process of the interface 

 

Fig. 11 shows the damage initiation and propagation process of the interface in terms of 

MAXSCRT(0.0 means no damage occurs, shown in white grey; and 1.0 corresponding to failure, 

shown in black grey). It is found that the damage initiates at the weaving edge of the interface 

around the yarns in longitudinal direction as shown in the MAXSCRT contour of 6000, then it 

spread to the weaving point of the RVE in longitudinal(X) direction, marked with circles and arrows. 

The interface around yarns in transverse(Z) direction get damaged at the strain of 10000, later 

than it in longitudinal direction. 

4.6. The effect of the void in matrix 

The porosity in C/SiC may have great influence on the damage initiation, evolution. So, the RVE 

with void in matrix is investigated. From the photomicrograph of the 2D plain weave C/SiC, it can 

be found that the void in matrix is mainly around the weaving gap between yarns, so the mechanical 

properties of the matrix in this region, showing as four small rectangles in the matrix (the volume is 

about 6% of the whole volume of the RVE) is reduced to 10%. The result of the matrix damage 

evolution is shown below in Fig. 12. The damage of the matrix initiates around the void, which 

differs from the damage evolution in matrix without void compared with Fig. 8. And it is also found 

that the through damage in the model with void comes earlier than that without void. So the void in 
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matrix plays an important role in the damage evolution. 

 

 

1200 1400 2000 2500 5000 5900 10000 

       
Figure 12. The damage process of the matrix with void 

5. Conclusions 

This paper focuses on the 2D plain woven C/SiC, and the conclusions are as follows: 

1) The geometry model of RVE is established based on the photomicrograph of the 2D plain weave 

C/SiC by SEM with the yarn/matrix interface successfully introduced. And the damage models for 

the matrix, yarn/matrix interface and yarns are considered. 

2) The established meso-level FEM is able to describe mechanical behavior of different constituents 

in the plain-woven C/SiC. Especially, the damage initiates in the matrix at the overall stress about 

50Mpa, which agrees well with the experiments. 

3) The damage of the matrix initiates near the void and spreads in transverse directions, and spreads 

through the section of the RVE; the damage of the fiber begins at the very region of the weaving 

point in longitudinal yarns and spreads in transverse direction; the damage of the yarn/matrix occurs 

near the weaving edge and spreads both in transverse and longitudinal directions. 

4) The void in the matrix has great influence on the damage initiation and evolution of the matrix in 

the RVE model. It is found that the damage of the matrix without void initiates near the yarn in Z 

direction at the thin region of the matrix, while the damage of the matrix with void initiates around 

the void.  
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Abstract  Tensile behaviour of concrete is controlled by the generation and growth of micro-cracks. A 3D 
lattice model is used in this work for generating micro-crack populations. In the model, lattice sites signify 
solid-phase grains and lattice bonds transmit forces and moments between adjacent sites. The meso-scale 
features generating micro-cracks are pores located at the interfaces between solid-phase grains. In the model 
these are allocated to the lattice bonds with sizes dictated by an experimentally determined pore size 
distribution. Micro-cracks are generated by removal of bonds when a criterion based on local forces and pore 
size is met. The growing population of micro-cracks results in a non-linear stress-strain response, which can 
be characterised by a standard damage parameter. This population is analysed using a graph-theoretical 
approach, where graph nodes represent failed bonds and graph edges connect neighbouring failed bonds, i.e. 
coalesced micro-cracks. The evolving structure of the graph components is presented and linked to the 
emergent non-linear behaviour and damage. The results provide new insights into the relation between the 
topological structure of the population of micro-cracks and the macroscopic response of concrete. They are 
applicable to a range of quasi-brittle materials with similar dominant damage mechanisms. 
 
Keywords  Concrete porosity; Lattice model; Cracking graphs; Macroscopic damage 
 
1. Introduction 
 
The mechanical behaviour of quasi-brittle materials, such as concrete, graphite, ceramics, or rock, 
emerges from underlying microstructure changes. At the engineering length scale it can be 
described with continuum constitutive laws of increasing complexity combining damage, plasticity 
and time-dependent effects [1-4]. In these phenomenological approaches the damage represents 
reduction of the material elastic constants. From the microstructure length scale perspective damage 
is introduced by the nucleation and evolution of micro-cracks. While the population of micro-cracks 
formed under loading could be sufficiently well captured by various continuum damage models, the 
latter cannot help to understand the effects of the population on other important physical properties 
of the material. In many applications the quasi-brittle materials have additional functions as barriers 
to fluid transport via convection/advection and/or diffusion. It is therefore important to take a 
mechanistic view on the development of damage by modelling the evolution of micro-crack 
population, which can inform us about changes in the transport properties. Such a mechanistic 
approach needs to account for the material microstructure in a way corresponding to the mechanism 
of micro-crack formation [5]. Micro-cracks typically emerge from pores in the interfacial transition 
zone between cement paste and aggregate in cement-based materials [6].      
 
Discrete lattice representation of the material microstructure seems to offer the most appropriate 
modelling strategy for analysis of micro-crack populations. This is a meso-scale approach, where 
the material is appropriately subdivided into cells and lattice sites are placed at the centres of the 
cells. Discrete lattices allow for studies of distributed damage without constitutive assumptions 
about crack paths and coalescences that would be needed in a continuum finite element modelling. 
The deformation of the represented continuum arises from the interactions between the lattice sites. 
These involve forces resisting relative displacements and moments resisting relative rotations 
between sites. Two conceptually similar approaches have been proposed to link local interactions to 
continuum response. In the first one, the local forces are related to the stresses in the continuum cell, 
e.g. [7, 8]. In the second one, the interactions are represented by structural beam elements, the 
stiffness coefficients of which are determined by equating the strain energy in the discrete and the 
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continuum cell, e.g. [9, 10]. In both cases explicit relations between local and continuum parameters 
can be established for regular lattices [11], but the only isotropic material that can be represented in 
3D is a material with zero Poisson’s ratio. A bi-regular lattice that can represent all materials of 
practical interest has been proposed recently [12]. This lattice, currently formed by beams clamped 
at sites, is used in the current work together with microstructure data for concrete obtained with 
X-ray computed tomography. Failure models based on microstructure data and the new lattice have 
been previously used for modelling tensile and compressive behaviour of cement [13] and the 
compressive behaviour of concrete under various complex loading conditions [14]. This work 
makes a step into developing our understanding of the micro-crack population and its relation to 
macroscopic damage. 
 
Most of the work relating micro-crack populations to elastic moduli follows the fundamental paper 
[15], where analytical statistical derivation of the relation was provided. We follow the 
interpretation given in [16], in which the damage is measured as a relative change of the elastic 
modulus and related to micro-crack population via 

( ) ( )∑
≥

=−=
1

3

0
1

cT

cNc
NE

ED β ,         (1) 

where c is some measure of micro-crack size, N(c) is the number of micro-cracks of size c, NT is the 
total number of sites capable of nucleating micro-cracks, and β is a scaling parameter reported as 
0.47π for cracks in a 2D medium. Eq. (1) is our point of comparison for the simulations performed 
with the lattice model for various tensile loading cases. In the current work we are interested in 
testing the range of applicability of Eq. (1) and understanding the reasons for deviation from this 
rule, should such occur, by explicitly analysing the micro-crack population growth. 
 
2. Model and method 
 
2.1. The site-bond model 
 
The lattice model used in this work is illustrated in Fig. 1. The unit cell, shown in Fig. 1(a) is a 
truncated octahedron – a solid with six square and eight regular hexagonal boundaries. The 3D 
space can be compactly tessellated using such cells, with each cell representing a material 
meso-scale feature, e.g. grain, in an average sense. This representation is supported by physical and 
statistical arguments [12]. A discrete lattice is formed by placing sites at the centres of the cells and 
connecting each site to its 14 nearest neighbours; example is shown in Fig. 4(b). The lattice contains 
two types of bonds. Bonds denoted by B1 are normal to square boundaries and form orthogonal set. 
For convenience this set is coincident with the global coordinate system and B1 are referred to as 
principal bonds. Bonds denoted by B2 are normal to hexagonal boundaries. The hexagons lie on the 
octahedral planes with respect to the selected system, hence B2 are referred to as octahedral bonds. 
 

           
Figure 1. Lattice illustration: (a) Unit cell showing the site with 14 coordinating bonds: six principal, B1, and 

eight octahedral, B2; (b) Discrete lattice of beam elements. 
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If the spacing between sites in the principal directions is denoted by L, bonds B1 have length L1 = L, 
and bonds B2 have length L2 = √3 L / 2. Presently, the bonds are represented by structural beam 
elements of circular cross sections, with R1 and R2 denoting the radii of beams B1 and B2, 
respectively. The beams are clamped at the lattice sites. The two types of beams have identical 
modulus of elasticity, Eb, and Poisson’s ratio, νb. With this setup, it has been previously shown that 
by calibrating four parameters: R1 / L, R2 / L, Eb, and νb, the lattice can produce a large class of 
isotropic elastic materials with Poisson’s ratios of practical interest [12]. The reference material in 
this work is a concrete with E = 46 GPa and ν = 0.27, for which the calibration, assuming isotropic 
elasticity, yields R1 / L = 0.2; R2 / L = 0.32; Eb = 90 GPa; and νb = 0.4 [14]. The commercial 
software Abaqus [17] with Euler-Bernoulli beam formulation has been used for the calibration and 
the analyses reported in this work. The behaviour of the beams is linear elastic. 
 
2.2. Pore distribution and failure criterion 
 
Microstructure data for the reference material was obtained using X-ray Computed Tomography as 
reported in [14]. The pore size distribution was obtained by segmentation of reconstructed 3D 
images. The studied regions of interest had dimensions of 1700 x 1200 x 1200 voxels with a voxel 
size of ca. 15 μm, allowing for a minimum detectable pore radius of ca. 15 μm. The number of 
pores measured experimentally was n ≈ 41500. The measured pore radii, ci, were used to construct a 
cumulative probability distribution (CPD) with standard median ranking, where for pore radii 
ordered as c1 ≤ c2 ≤…≤ cn, the cumulative probability for pores with radii less than ci is given by F(c 
< ci) = (i - 0.3) / (n + 0.4). The CPD for the reference material is shown in Fig. 2(a), where the 
minimum and maximum pore radii are also depicted. The CPD is used to assign pore sizes to the 
lattice bonds. For each bond a uniformly distributed random number 0 ≤ r < 1 is generated and the 
assigned pore radius is calculated from c = F-1(r). This ensures that the distribution of pore sizes in 
the model comes from the same population as in the experiment. A fragment of the model with 
distributed pores is given in Fig. 2(b). The cell size, L, is calculated such that the volume of all 
distributed pores divided by the volume of the cellular structure equals the material porosity, which 
is ca. 5% for the reference material. The pore sizes shown are to scale with the sketched cellular 
structure. With respect to the cellular structure pores reside at cell boundaries, i.e. interfaces 
between grains. The lattice bonds are also depicted (diameters not to scale) in order to show that 
pores reside at bond centres. 
 

           
Figure 2. Pore distribution: (a) Cumulative probability of pore radii in the concrete; (b) Segment of model 
illustrating pores distributed to cell boundaries and corresponding. Pore sizes are to scale with the cell size. 

 
Damage in the lattice model is introduced by removal of bonds. Propensity for bond failure is 
measured by the parameter 
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where N and S are the normal and shear forces in the beam; T and M are the twisting and bending 
moments; Nf, Sf, Tf, and Mf are critical values. N is positive for tension and negative for compression. 
S and M are obtained from the values in the two directions normal to the beam axis using the square 
root of squares rule. Eq. (2) provides an interaction between the different forces that allows for 
failure when Π ≥ 1 under the combined action of normal and shear stresses [18, 14]. Taking only 
the first and fourth term was previously used in criteria with no account for shear, e.g. [19]. The 
second and third term allow for shear failure similarly to [10]. The failure parameters Nf, Sf, Tf, and 
Mf can be related [18]. For a beam of circular cross section of radius R, the tensile failure stress is σf 
= Nf / (π R2). The maximum bending stress is σmax = 4M / (π R3), which equals σf when Mf = Nf R / 4. 
Similarly, the shear failure stress is τf = Sf / (π R2). The maximum torsion stress is τmax = 2T / (π R3), 
which equals τf when Tf = Sf R / 2. Thus Π requires two material parameters: σf and τf. Noting that 
for quasi-brittle materials typically 1 ≤ τf /σf ≤ 2 [18], in this work τf = 2σf is used, representing 
more brittle materials. 
 
The tensile failure strength of a bond, σf, is related to the size of the pore assigned to the bond. The 
relation used here is simpler than in the previous work [14] and based on the assumption that σf is 
the beam remote stress for which the average stress in the beam ligament outside the pore attains a 
critical value σ0. Thus 
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where c and R are the pore and beam radii, respectively, and σ0 can be interpreted as the tensile 
strength of the material without a defect. With this setup and the choice τf = 2σf the failure model 
requires a calibration of a single parameter, σ0, against experimental stress-strain curve. However, 
since the beams behaviour is linear elastic, the choice of σ0 would affect only the calculated 
macroscopic stresses but not the order in which damage (beam failures) would evolve in the system. 
Because the interest here is investigating the evolution of damage, σ0 = 1 MPa is used for the 
calculations, noting that macroscopic stress response can be simply scaled by another value of σ0. 
 
2.3. Load cases and solution 
 
A model of size (20L, 20L, 20L) was used. The lattice contained 17261 sites and 113260 bonds: 
49260 B1 and 64000 B2. The coordinate system (X1, X2, X3) was coincident with B1, so that the 
boundary planes X1 = 0, X1 = 20L, X2 = 0, X2 = 20L, X3 = 0, X3 = 20L contained 21×21 sites (nodes). 
Boundary conditions normal to each plane were only applied. Thus Ui and Fi denote displacements 
and forces of nodes on plane with normal Xi, while other displacements and rotations on this plane 
were unconstrained. Table 1 shows the conditions on planes X1 = 20L, X2 = 20L, and X3 = 20L for 
the analysed cases. Additionally, U1 = 0 on X1 = 0; U2 = 0 on X2 = 0; U3 = 0 on X3 = 0, apply to all.  
 

Table 1. Boundary conditions for loading cases.  
Values given in bold denote applied conditions. A stands for values obtained from finite element analyses. 

Case U1 U2 U3 F1 F2 F3 Note
C1 d1 A A A 0 0 Uniaxial unconfined extension
C2 d2 d2 A A A 0 Plane stress
C3 d3 d3 0 A A A Plane strain
C4 d4 0 0 A A A Uniaxial confined extension

 
For cases where nodal reaction forces were determined from analysis, the macroscopic stress in the 
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respective direction was calculated as the ratio between the total reaction force and the boundary 
area, i.e. σi = ΣFi / 400L2. For the cases where nodal displacements were determined from analysis, 
the macroscopic strain in the respective direction was calculated as the ratio between the average 
displacement and the model length, i.e. εi = ΣUi / (212×20L). 
 
The evolution of damage was simulated by failure of bonds, controlled by an in-house code, and 
repetitive solution for equilibrium performed by Abaqus with constant applied displacements. The 
values of di were selected so that the strain energy density in the system prior to damage was one for 
the four cases for the purpose of comparison. At each step the in-house code obtains the forces and 
moments in all bonds and calculates the propensity for failure, Π, for each bond. The bond with 
maximum Π is then removed and the updated lattice is solved for equilibrium. This leads to 
redistribution of forces for the continuous damage evolution. The magnitudes of Π at which 
consecutive failures occurred can be used to cut-back the applied strain and resulting stress and 
obtain a macroscopic stress-strain response. The focus of this work is not on determining the 
stress-strain response, but on the relation between damage and crack population. To this end we 
define four damage parameters, measuring the relative changes of the hydrostatic stress and the 
three components of the stress deviator by: 

( ) ( ) 3,2,1,,
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Note that for isotropic deformation and damage these parameters must be equal and equivalent to 
the damage parameter defined via relative reduction of Young’s modulus or shear modulus. 
 
2.4. Crack population analysis 
 
A bond failure is thought of as a micro-crack nucleation, specifically as a separation between the 
adjacent cells in the cellular structure along their common face. Initially, the micro-cracks may be 
dispersed in the model reflecting the random distribution of pore sizes and the low level of 
interaction due to force redistribution. Interaction and coalescence may follow as the population of 
micro-cracks increases. The structure of the failed surface can be represented with a mathematical 
graph, where graph nodes represent failed faces and graph edges exist between failed faces with 
common triple line in the cellular structure, i.e. where two micro-cracks formed a continuous larger 
crack. Generally, the graph of a failed surface is a disconnected set of sub-graphs or components, 
some of which could be single nodes as at the start of damage evolution, while others could be 
connected sets representing larger micro-cracks as the coalescence develops. For the analysis, nodes 
are equipped with weights equal to the failed face areas. Edges are equipped with weights equal to 
the shortest path along connected faces between their centres.  
 
The components of a failed surface graph are sorted into sets according to their areas A1 < A2 … < 
Ak, so that each set contains Ni disconnected components of area Ai. The linear size of a component 
is approximated with the square root of its area so that the moment of the crack population is 
formed using (compare to Eq. (1)) 
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where AT is the total area of the faces in the cellular structure. This can in principle be replaced with 
a linear measure to conform to Eq. (1). A realistic choice is to use the component diameter which is 
the maximal shortest path between component’s nodes calculated with the weighted edges. The 
process, however, is computationally expensive and does not lead to noticeable changes in the 
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results for the cases analysed here. Eq. (5) is used after each failure event to calculate the evolution 
of the moment with damage. In addition, the maximal component is monitored. This is the largest 
connected cracked surface. 
 
3. Results and discussion 
 
Figure 3 shows the results of the evolution of the damage parameters defined by Eq. (4) as functions 
of the moment of crack population defined by Eq. (5). Recall that a damage parameter, based on the 
relative change of the Young’s modulus equals the damage parameters based on the individual stress 
components, deviatoric and hydrostatic, when the material remains macroscopically isotropic. In 
this case the same damage parameter describes the relative change of the shear modulus. The results 
for the cases of uniaxial extension, unconfined (a) and confined (d), show equality of the four 
damage parameters (approximate in case 4). This suggests that microscopic isotropy is maintained 
during damage evolution and the results reproduce very closely the linear relation predicted by the 
theory and given by Eq. (1). Interestingly, an estimate for the slope of the linear function from the 
figures is about 1.5, which is very close to the value of β reported in relation to Eq. (1). 
 

      

      
Figure 3. Damage parameters relation to crack population moment. 

 
In the cases of plane stress (b) and plain strain (c), however, the development of damage is radically 
different, illustrating the development of damage-induced anisotropy. In this case the damage 
parameter Di represents the relative reduction of the longitudinal shear modulus in direction Xi. 
Note that this is not the shear modulus relating shear stress to shear strain. In both plane cases, the 
evolution of D1 suggest that the system undergoes transition into negative longitudinal shear 
resistance, quite more pronounces in the plane strain case (c), while the shear resistance in direction 
X2 increases from its initial value. This behaviour may seem unusual, but it is not impossible for 
anisotropic materials. The bounds for Poisson’s ratios in such materials calculated in [20, 21] allow 
for negative longitudinal shear moduli with the values recorded here. The results merely show that 
extreme anisotropy has been developed in the material with the evolution of micro-crack population 
under the two plane cases. The development of the hydrostatic damage is also affected in these 
cases, as it cannot be described as a linear function of the cracked area moment. 
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To understand what causes the anisotropy in the plane cases the structure of the crack population 
needs to be studied in more detail. This requires a single damage parameter; an appropriate choice 
is the relative reduction of the strain energy density in the system, D = 1 – W / W(0), which is found 
to be approximately equal to the damage parameter defined via the relative reduction of the 
hydrostatic stress in all cases, see Fig. 4(a). The development of the maximal graph component, i.e. 
the main crack, with damage is shown in Fig. 4(b) with the ratio between the area of the maximal 
component, Am, to the total cracked area, A. It is clear that the main crack becomes dominant very 
early in the development of damage (at damage less than 1%) and its relative area grows nearly 
exponentially for all cases. It seems therefore sufficient to examine the structure of the maximal 
component as the damage develops. 
 

      
Figure 4. Hydrostatic damage (a) and relative area of main crack (b) development with damage defined as 

relative reduction of strain energy density. 
 
Figure 5 shows the development of the maximal component area, split into the areas of surfaces 
normal to the three principal axes, A1, A2, A3, and the surfaces formed on octahedral planes, A4. All 
areas are normalised with the total areas of the corresponding boundaries in the cellular structure. In 
the cases of uniaxial extension, unconfined (a) and confined (d), the development of the main crack 
involves creation of surfaces normal to the applied load and on octahedral planes. Although there is 
a difference between the two cases in the rates of creation of normal and octahedral surfaces, the 
overall balance results in isotropic damage, see Fig. 3(a),(d). 
 

      

      
Figure 5. Structure of maximal graph component with damage. 
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In the plane stress (b) and plane strain (c) cases, the development of the main crack follows very 
different patterns. The parallel increase of normal to the first loading axis and octahedral surfaces in 
plane stress, Fig. 5(b), seems to be responsible for the immediate development of damage-induced 
anisotropy, which after that appears to be moderated by the development of surfaces normal to the 
second loading axis. The constraint in plane strain, Fig. 5(c), leads to a delayed but rapid increase of 
surfaces normal to the first loading axis together with a lower rate of creation of octahedral surfaces. 
This appears to delay substantially the development of cracked surfaces normal to the second 
loading axis and results in significantly higher anisotropy.  
 
It should be noted that the structure-damage relations reported here were found qualitatively 
independent of the random assignment of pores in the lattice model as well as of the shape 
parameter of the pore distribution. This has been confirmed by a number of simulations with 
different shape of distribution and random assignments. One parameter that may affect the 
outcomes is the shear to normal strength ratio; this is a subject of ongoing work. It is further 
understood that the outcomes reported here are principally related to the selected lattice connectivity. 
However, the detail to which the surface topography can be studied is higher than the detail allowed 
by models based on cubic lattices. One unknown in the analysis is whether the crack development 
in the lattice is energetically equivalent to the development of continuum cracks. This question 
remains to be addressed in a future work. The current observations suggest that a common, 
constraint independent, damage evolution law might not be feasible to achieve. In such case it 
seems that a lattice-based analysis might be necessary as a sub-modelling approach to inform the 
behaviour of finite elements in a continuum model. 
 
The last question of interest in this work is related to the use of the weakest-link statistics for global 
failure predictions. It was suggested in [16] that weakest-link should be applied to the population of 
micro-cracks in the system. However, from the simulations performed here it is evident that a single 
crack, the maximal connected component of the cracked surface, becomes rapidly dominating the 
behaviour, Fig. 4(b), with few much smaller components disconnected from the main crack. This 
does not allow for invoking the weakest-link as a descriptor of final failure.  
 

      

      
Figure 6. Probability density of pore sizes in the lattice (a) and in the maximal component at failure for three 

loading cases (b)-(d). Results obtain with the same distribution given by (a). 
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Another approach would be to base the weakest-link statistics on the microstructure information, in 
this case the size distribution of crack-initiation features, the pores. This is similar to the approach 
used in the modelling of cleavage fracture, where second-phase particles are considered to be 
cleavage initiators. In order to show whether this is a realistic approach, a comparison is made 
between the probability density of pore sizes distributed in the lattice and pore sizes contained in the 
maximal component at failure. The results are shown in Fig. 6 for the pores in the entire lattice (a) 
and three of the loading cases as depicted. The results shown correspond to one and the same 
random assignment of pore sizes. Evidently, the probability density of the pores belonging to the 
final fracture surface is different from the lattice distribution and depends on the loading mode. 
While the initial damage may start at one and the same location in the system, the nature of loading 
develops the main crack in different ways and the final failure cannot be described as a weakest-link 
event using the statistics of the sizes of the failure initiation sites. This makes it difficult to derive a 
load-independent, purely micro-structure based relation between the macroscopic damage and the 
probability of failure. The outcome supports further the suggestion that macroscopic failure analysis 
needs to be performed with an underlying lattice-based analysis of local micro-crack propagation. 
 
4. Conclusions 
 

• A microstructure-informed strategy for analysis of damage evolution in quasi-brittle 
materials was presented, whereas damage results from the formation, growth and interaction 
of a population of micro-cracks. 

• It was demonstrated that in cases of non-uniaxial extension, such as plane stress or plane 
strain found ahead of a main crack, the micro-crack population development was 
responsible for elastic anisotropy with extreme variations of longitudinal shear moduli. 

• It was shown that the damage-induced anisotropy was a complex function of the crack 
population structure. A load-independent damage evolution law might not be achievable and 
explicit analysis of crack population development, e.g. using a lattice model, might be 
necessary to complement continuum finite element analysis of failure. 

• It was shown that the maximal connected component of the crack population, i.e. the largest 
crack, became dominant very early in the process of macroscopic damage and controlled the 
ultimate failure. The analysis if this component suggested that the global failure could not be 
treated as a weakest-link event. 

• The graph-theoretical approach to the analysis of micro-crack populations showed 
significant potential to reveal the underlying topological structure of the cracked surface. 
Further work is required to link the topological structure to a measure for global probability 
of failure.  
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Abstract  Generalized continuum theories such as couple stress theory have the potential to improve our 

understanding of material deformation and fracture behaviour in areas where classical continuum theory 

breaks down at, for example, the length scale of meso-scale features within the fracture process zone. The 

couple stress theory considers not only relative displacements between these features but also relative 

rotations, introducing a natural length scale. A model has been developed of a low stiffness matrix containing 

suitably situated high stiffness particles to simulate the presence of defects at the meso-scale. This has been 

used to assess the descriptive potential of a novel consistent couple stress theory. The model has been 

subjected to a set of displacement fields selected to produce strain energies with varying contributions from 

the coupled stresses. The results demonstrate the effect of particle size to spacing ratio on the elastic energies. 

These can be used to evaluate the couple stress constant as well as validate the constant experimentally for 

specific materials.  
 
Keywords: generalized continuum; meso-scale defects; FE analysis; strain-curvature energy; size effect 
 

1. Introduction 
 
Analysis of materials at engineering length scales is based upon assumptions of classical continuum 
behaviour. This is adequate for most macro-scale analyses but, when considering smaller length 
scales where cracks, notches and defects introduce stress concentrations, the material microstructure 
is known to have a significant impact on material behaviour [1]. Local approaches, which 
incorporate mechanistic understanding of material failure behaviour at the length scale of their 
relevant features, are beneficial for linking microstructures to macroscopic responses [2]. However, 
the widely used weakest link (WL) assumption has been challenged as a realistic method of 
modelling size effects in cleavage [3] and quasi-brittle fracture [4] as a result of failing to account 
for the interaction processes during failure. 
 
Discrete methods have shown promise for modelling materials undergoing such fracture. Lattice 
models consist of nodes connected into a lattice via springs [5], beams [6] or other discrete elements 
with the properties of these connections allowing a micro structurally informed response. Lattice 
modelling differs in principle from previous local approach models by using a statistically parallel 
system, where loads are redistributed upon the breaking of a single bond, rather than the ultimate 
failure seen in WL systems. This is considered to be a closer representation of the interaction and 
coalescence of micro-cracks and flaws, which characterize quasi-brittle materials such as graphite 
[7] and cement-based materials [8]. The work presented here explores aspects of the site-bond 
model developed by Jivkov and Yates [9] and used for studies of damage evolution from distributed 
porosity in cements [10]. Work on this model has shown that evaluating the stiffness coefficients of 
the bonds using strain energy equivalence between the discrete model and a classical continuum 
creates an indeterminate problem. Use of a generalized continuum theory, such as couple stress 
theory, offers a possible solution to this indeterminacy.  



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-2- 
 

In couple stress theory (CST) each point within the continuum has three additional degrees of 
freedom, point rotations. These are associated with couple stresses as the classical (force) stresses 
are associated with strains. A general CST was proposed early in the 20th century by the Cosserat 
brothers [11]. It went largely unnoticed until the 1960s when a desire to understand the mechanisms 
behind micro-crack growth for more accurate crack assessment rejuvenated interest. One branch of 
CSTs considers point micro-rotations to be independent of the macro-rotations; the rotations derived 
from the displacement gradient [12, 13]. These are known as micropolar theories or Cosserat 
models with free rotations [14]. While such a view appears to be well suited for use with discrete 
lattice methods, it is difficult to establish a link between a continuum and a discrete representation 
of a material containing features that are following the deformations of the bulk. For such situations 
it is more plausible to assume that the micro-rotations are equal to the macro-rotation. This 
assumption led to a branch of CSTs known as Cosserat models with constrained rotations [14, 15]. 
Initially, these were based on couple stresses work-conjugate to the macro-rotation gradient. As a 
consequence, the spherical part of the couple stress tensor remained undetermined. Recently, 
Hadjesfandiari and Dargush [16] proposed a consistent CST using true kinematic quantities to 
remove the indeterminacy of the couple stress tensor. 
 
The consistent CST [16] naturally introduces a length parameter. This is of key importance for the 
local material behaviour. But the calibration of the CST requires that the length parameter is 
physically related to the material microstructure; the sizes and distances between characteristic 
features that disturb the symmetry of the stresses. We report on work in progress investigating 
whether a medium with features can be used to calculate bond responses to bending and torsion in 
the discrete model [9] and if this can be used to calibrate the consistent CST. 
 
2. Theory and model 
 
2.1 Generalised continuum 
 
The kinematics of a material point under small deformation is given by the displacement gradient, 
Eq. (1), where comma denotes differentiation, rounded parenthesis denotes symmetric part and 
square parenthesis denotes skew symmetric part of the tensor. The symmetric (strain tensor eij) and 
the skew symmetric (rotation tensor ωij) parts are given by Eq. (2) and Eq. (3), respectively. The 
right hand side of Eq. Error! Reference source not found. gives the rotation tensor as a vector 
using the permutation tensor. 

, 	 , 	 ,             (1) 

, 	 	 , 	 ,           (2) 

, 	 	 	 , 	 ,        (3) 

In classical continuum mechanics, the elastic potential depends solely on the strain tensor. In 
generalised continuum, additional potential is carried by the gradient of the rotation vector, Eq. (4). 
The symmetric part of this gradient, χij in Eq. (5), represent “pure” twists, and the skew symmetric 
part, κij in Eq. (6), represent “pure” curvatures, which can be given by a vector as shown with the 
right-hand size. 

, 	 , 	 ,             (4) 

, 	 	 	 , 	 ,          (5) 
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, 	 	 	 , 	 ,        (6) 

Generally, the energy potential of the rotation gradient leads to a non-symmetric force stress tensor, 
σji, Eq. (7), and the introduction of a couple stress tensor, μji, Eq. (8). When the force stress is taken 
as work conjugate to the strain tensor, and the couple stress is taken as work conjugate to the 
gradient of the rotation, the symmetric part of the couple stress tensor becomes indeterminate. 

	 	             (7) 
	 	             (8) 

Hadjesfandiari and Dargush [16] suggested a solution to this problem by demonstrating that the 
entire rotation gradient does not have energy potential, only the curvature tensor, Eq. (6). Thus the 
deformation energy consists of the work done by the force stress on the strain and the work done by 
the couple stress on the pure curvature. The symmetric part of the rotation gradient, Eq. (5), has no 
forces associated with it, which solves the problem of the indeterminate spherical part of the 
rotation gradient. For an isotropic material, the elastic potential is given by [16]: 

, 	 	 	 	 	 	8 	       (9) 

where λ and μ are Lamé parameters and η is a material couple stress constant.  
 
According to this theory, a homogeneous displacement field, such as hydrostatic compression Eq. 
(10), does not introduce rotations and hence curvatures. 

	 								 						 	                             (10) 
A displacement field producing pure twist, Eq. (11), introduces rotations, Eq. (12), but no true 
curvatures[16]:  

	 								 	 								 	0                    (11) 

	 								 	 								 	                 (12) 

A displacement field corresponding to pure bending of a beam, Eq.    (13), introduces non-zero 
rotations, Eq.                                    (14), that result in a single non-zero 
curvature, Eq.               (15) , [16]: 

	 								 	 							 	    (13) 

	 								 	                                    (14) 

	                                       (15)  

where  is Poisson’s ratio and R is the radius of curvature of the beam central axis. 
 
2.2 Discrete site-bond model 
 
The site-bond model [9] uses a discrete lattice, based on a regular tessellation of material space into 
truncated octahedral cells, Fig. 1(a). The lattice derives from the cellular structure when material 
particles, attached to cell centres, interact via deformable bonds. The bond properties relate to their 
ability to transfer shear and axial forces as well as torsion and bending moments to satisfy the six 
degrees of freedom of each site. A site requires 14 bonds to connect it to its neighbours, Fig. 1(b): 
six bonds of length 2L (2L is the cell size) in principal directions (through square faces), and eight 

bonds of length √3L in octahedral directions (through hexagonal faces). Development of this 
model involves bond representations with six independent elastic springs resisting three relative 
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displacements and three relative rotations between sites. This yields four spring types with axial, Kn, 
shear, Ks, twisting, Kt, and bending, Kb, stiffness  [17], which could, in general, be different for 
principal and octahedral directions. 

     
Figure 1. Cellular representation of material (a); and unit cell with bonds (b). 

 
2.3 FE model of elastic continuum with rigid particles 
 
For our investigation, we use a finite element model of a cube of an elastic material surrounding a 
truncated octahedral cell of size 2L. The material has a unit modulus of elasticity and Poisson’s ratio 
= 0.375. Rigid cubic particles are introduced in the cube, so that one particle, P0, is positioned in 
the centre of the cell, while others are positioned outside the cell in the principal and octahedral 
directions as shown in Fig. 2. Three different loading conditions are used: (H) hydrostatic 
compression; (T) pure twist; and (B) pure bending. These are applied via displacement fields on the 
cube surfaces; examples for pure twist and pure bending are given in Fig. 3. In all cases we 
calculate elastic energies, , within the unit cell surrounding the central particle. With no particles 
present, the cell elastic energy is given by the classical continuum solution, since no features exist 
to disturb stress symmetry. The displacement magnitudes for the three loading cases are selected so 
that  without particles is the same, 0. 
 

   
Figure 2. Particle additions in the principal (left) and octahedral (right) directions. 

 

     
Figure 3. Displacement maps for the loading cases of pure twist (left) and pure bending (right). 
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To link the cell energies to kinematic quantities we calculate particle translations and rotations using 
three unit vectors, n1, n2 and n3 normal to three orthogonal faces of a particle, see Fig. 4. After 
deformation these vectors remain orthogonal as the particles are rigid, given with t1, t2 and t3 in 
Fig. 4. The coordinates of these, arranged in columns, form the transformation matrix, T, for the 
particle. The particle motion can be represented by a single rotation, θ given by Eq. (16), around a 
normalized axis, α given by Eq. (17). The components of the rotation vector for a particle are 
calculated by Eq. (18). The relative rotations between central and any other particle are expressed in 
the coordinate system defined by the particular pair using the corresponding transformation. 

	 	
           (16) 

	
	 	

	 	           (17) 

	 	 	 ,					 1, 2, 3          (18) 
 

 

Figure 4. Orthogonal vectors, (n1, n2, n3) and (t1, t2, t3) describing the orientation of P0 before and after 

deformation respectively. 

 

3. Results and Discussion 
 
For the particle arrangement used (a central particle and all 14 particles of the site-bond model) we 
have used four different particle sizes relative to the cell size in order to investigate the effect of cell 

to particle size ratio, . The ratios are 3 (large particles), 4, 6, and 12 (small particles). 
 
In the case of hydrostatic loading no rotations of particles were observed and the relative 
displacements between P0 and any principal or octahedral particle were only axial, conforming to 
Eq. (10). In the site-bond model these relative displacements should be resisted by axial springs 
with stiffness coefficients Kn

p and Kn
o, respectively. The relative axial displacements were found 

independent of , scaling with the applied displacements. The cell energies were found to be 
dependent on , as shown in Figure . For small particles,  = 12, the cell energy approached 0; the 
presence of particles has negligible effect. The cell energy and displacements from this case can be 
used to calibrate a linear combination of Kn

p and Kn
o. Note, that in general this case is not sufficient 

for calibrating stiffness coefficients separately. However, the particle size effect appears to be very 
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small, suggesting that the two stiffness coefficients could be assumed equal and given from the 
continuum solution, following [17] for example.  
 

 
Figure 5. Normalised cell energy vs size ratio under hydrostatic compression. 

 

In the case of pure twist the cell energies were found to be dependent on , Fig. 6. While this is 
similar to the case of hydrostatic compression the effect of particle size is substantially larger. All 
relative displacements between P0 and the principal particles were zero, conforming to Eq. (11). 
The relative displacements between P0 and octahedral particles were zero axial and non-zero 
transversal, again conforming to Eq. (11). This means that the only activated linear springs in the 
site-bond model are the shear springs in octahedral direction with stiffness Ks

o.  
 

 
Figure 6. Normalised cell energy vs size ratio under pure twist 

 
The calculated relative rotations between P0 and the particles in the two directions are shown in Fig. 
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7. The non-zero relative rotations between P0 and principal particles were twists as expected from 
Eq. (12) and the magnitude shown in Fig. 7 is the twist of the particle in direction X1. It is seen that 
this is 3-4 orders of magnitude smaller that the relative rotations between P0 and octahedral 
particles. The latter were found to be bend-type rotations only, conforming to Eq. (12), and 
suggesting that the only moment springs activated are the bending springs in the octahedral 
direction with stiffness Kb

o. The magnitudes of the bend-rotations of octahedral particles were found 
nearly independent of particle size. These results suggest that for the case of pure twist, the elastic 
strain energy is accumulated in the shear and bending springs in the octahedral direction only, and 
one can calibrate a linear combination of Ks

o and Kb
o, which should depend on the cell to particle 

size ratio. From this perspective the results support the analytical derivations in [16], where pure 
twists do not contribute to the elastic energy. From here, it can be speculated that the torsion springs 
in the principal directions could be omitted from the site-bond model, i.e. Kt

p = 0. This should be 
supported by considering other cases with curvature-free displacement fields which introduce twists 
of principal particles according to the theory. 
 

 
Figure 7. Relative rotation vs size ratio under pure twist 

 

The cell energy dependence on  for the case of pure bending is shown in Fig. 8. The effect of 
particle size is smaller than in the case of pure twist, but not negligible. The relative displacements 
between P0 and the octahedral particles were non-zero axial and tangential, conforming to Eq. (13). 
The relative displacements between P0 and the principal particles also conform to theory with 
non-zero axial for particles in X2, non-zero tangential for particles in X1 and zero displacements of 
particles in X3. This means that the activated linear springs in the site-bond model would be axial 
and shear springs in all octahedral directions with stiffness coefficients Kn

o and Ks
o, and axial and 

shear springs in two principal directions with stiffness coefficients Kn
p and Ks

p.  
 
The calculated relative rotations of the particles are shown in Fig. 9. The only non-zero relative 
rotation of principal particles was found to be the bend-type rotation of the particles in X1, 
conforming to Eq. (14). However, this relative rotation was found at least an order of magnitude 
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smaller than the magnitude of the relative rotation between P0 and octahedral particles. The latter 
contains twist and bend components, suggesting an activation of both the torsion and bending 
springs in the octahedral direction with stiffness coefficients Kt

o and Kb
o. The much smaller rotation 

of the principal particles can be used to approximate the kinematics and assume zero rotation of 
principal particles. Thus the elastic energy is taken by the linear springs in all directions and the 
torsion and bending spring in the octahedral direction, allowing for calibration of a linear 
combination of Kn

o, Ks
p, Kn

o, Ks
o, Kt

o and Kb
o, which should depend on the cell to particle size ratio. 

As in the case of pure twist it can be speculated that the bending springs in the principal direction 
can be omitted, i.e. Kb

p = 0, but this needs to be supported by considering other displacement fields 
introducing bend-type rotations of principal particles. It can be further speculated, that the torsion 
stiffness in the octahedral direction should be zero, i.e. Kt

o = 0. This could be deduced from the 
theoretical requirement that pure twists have no energy potential, but requires further investigation. 
If these were shown to be true, the bending case would provide a calibration for the linear 
combination of Kn

o, Ks
p, Kn

o, Ks
o, Kb

o. 
 

  
Figure 8 . Normalised cell energy vs size ratio under pure bending 
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Figure 9. Relative rotation vs size ratio under pure bending 

From the three cases considered in this work, it is clear that a separation between all required 
stiffness coefficients is not possible. However, there is a good indication that the site-bond model 
should not contain torsion springs and possibly bending springs in the principal directions. One way 
to check this is pure twist along the octahedral axis, which theoretically should provide twist and 
bend rotations of all particles. If this proves to be the case, the elastic energy of the continuum with 
features should be taken by the deformations of the remaining springs. Additional loading cases are 
necessary to determine the stiffness coefficients of these springs. If these are determined from 
curvature-free loading cases alone, a good strategy for the calculation of the coupled-stress constant 
can be proposed. The site-bond model with constants calibrated from curvature-free loading cases 
can be subjected to a case introducing curvature energy according to theory, for example pure 
bending, and any excess of energy between the site-bond model and classical continuum should be 
attributed to curvature energy.  
 

4. Conclusions 
 

 We have proposed a methodology for calibrating the spring constants of a special lattice 
model using a micromechanical model of a material containing features. 

 The comparison of the results with the consistent couple-stress theory suggests that some of 
the possible moment springs in the lattice could be omitted, reducing the complexity and 
increasing the correspondence between continuum couple-stress theory and discrete 
representation. 

 We have demonstrated that in all loading cases considered there is an effect of the distance 
to size ratio of the features, which must be taken into account when calibrating the constants. 
This suggests that actual microstructure data needs to be used for calibrating the site-bond 
model. 

 The loading cases considered were not sufficient for complete determination of the spring 
constants of the discrete model. Further work is necessary with loading cases that provide 
different linear combinations of activated springs’ kinematics. 
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 There is the potential that the lattice model, if fully calibrated with curvature-free loading 
cases, can provide a means of determining the couple-stress constant for a material with 
given microstructure properties such as average particle size and distance. 
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Abstract  The virtual crack closure technique is applied to the calculation of stress intensity factor (SIF) in 
the framework of meshless Shepard interpolation method (MSIM). In the MSIM interpolation, the Shepard 
shape functions are used for the partition of unity and the local cover functions are separately constructed for 
the nodes on the boundary and inside the domain. There are three desirable properties in the MSIM including 
the completeness property, the delta property which lead to easy boundary treat and the low computational 
expense of the shape function. In the virtual crack closure technique, the assistant finite element mesh is 
added beside the crack tips, and the SIFs are calculated naturally and effectively near the tips by using the 
MSIM. Numerical result for a star-shaped crack in a square plate is reported to demonstrate the correctness 
and robust of the present method. 
Keywords  Meshless Shepard interpolation method, Partition of unity method, Virtual crack closure 
technique, Stress intensity factor 
 

1. Introduction 

Calculating of parameters such as stress intensity factor, J integral and strain energy release rate are 
always highly important but not well addressed in fracture mechanics, and lots of efforts have been 
devoted by the researchers and engineers in recent years. Analytic solutions for some particular 
structural components have been proposed and expressed as functions, line graft or tables, which 
can be referred in some handbooks compiled for the engineers [1-3]. However, the limited number 
of analytic solutions is far from the satisfaction of the need in the real world. The numerical 
calculations for the parameters in fracture mechanics become necessary in term of the realistic when 
considering the dramatically development of the hardware and software of computers [4-9]. 
J integral was proposed by Rice in 1969 and was introduced into the element free Galerkin method 
by Brighenti [7]. This method is attractive for the calculation of SIF because of its completeness of 
theory, high accuracy and path-independent integration. But the inappropriate determination of the 
radius of the integration circle may degrade the accuracy of J integral when dealing with problems 
involving short crack segment such as broken cracks and crack tips near the boundaries. 
Virtual crack closure technique (VCCT) requires only 2 parameters (the nodal force and 
displacement near the crack tip) which can be obtained naturally in the FEM method to evaluate the 
SIF and, besides, the calculation results are often reliable and not effected by the small length of 
crack tips. Consequently, it is paid increasingly more attention by the researchers. However, at 
present, the VCCT is always carried out in the framework of the FEM, which is unavoidably 
encountered with the mesh refinement. More details about VCCT can refer to [10]. 
To alleviate this drawback, the meshless Shepard interpolation method (MSIM) [11] is used to 
model the discontinuous stress field near the crack and stress singularity near the crack tips and then, 
the stress and displacement results are used by the VCCT to evaluate the SIF. The time consuming 
remeshing process is unnecessary in this method and makes the simulation much more reliable and 
possessing high accuracy. Details of meshless simulation of discontinuous model and the 
determination of the SIF are provided. In the end, the method described here is used to analyze a 
square plate with a star-shape crack. The results obtained by the present method are compared with 
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reference solutions available showing the implementation effectively to model the discontinuous 
and to evaluate the SIF. 

uΓ

Node i

mir

Node j

Neighboring of
point x

C i

C j

 

Figure 1. Discrete model of domain  
 

2. The PU-based meshless Shepard interpolation 

Consider a two-dimensional domain ，and let   be discretized by N  scattered nodes as 
shown in Fig. 1. For each node i , a circle cover (subdomain) 

}:{ mii rC  ixxx ,		 	 	 	 	 	 	 	 	 	 	 	 	 （1） 

is attached. Here, mir  is the radius of the cover iC . The displacements associated with the node i  
are denoted by ),( 00 ii vu .  
For a given point		X ∈ Ω 	, based on the PU concept, a new interpolation		 	at X can be 
defined by 

∑ ∅                                   （2） 
where n  is the total number of neighboring nodes where the position of point x  located in the 
cover support. )(xl

iu  are the cover interpolations defined on the cover of node i . 
In MSIM, the interpolations are constructed separately for the nodes on the essential boundary or in 
the domain..  x0

i is the Shepard function or zeroth-order function 
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where  xiw  is the weight function associated with node i . 
The Shepard function  x0

i  in Eq. (3) satisfies the delta property if weight function is singular at

ixx  . The weight function[12] adopted here is  
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where iid xx is the Euclidian distance between the point x and node ix , and  is a small number 
to avoid the numerical difficulty resulting from the singularity at nodes.  
On each cover iC , a local approximation is first expressed as 





m

k
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l

i apu
1

T )()()()( xxaxPx                          （5） 

where m is the number of terms in the basis,    ......,,,1T xyyxxp are the nominal basis functions, ia  

is their coefficients. Here, the bilinear basis   ],,,1[T xyyxxp  is used as an example to introduce 

the construction of the MSIM interpolation.  
 

2.1 Cover interpolation for the nodes not located on the essential boundary 
 
For the typical node i not located on the essential boundary, the local cover approximation is directly 
taken as 

xyayaxaauu iiiii

l

i 4321

ln )()(  xx                               （6） 

Let the cover function at the node i  satisfy the condition 

04321

ln )( iiiiiiiiiii uyxayaxaaxu                            （7） 

Hence, 

iiiiiiiii yxayaxaua 43201                                      （8） 

Substituting Eq. (8) into Eq. (3) leads to 

)()()()( 4320
ln

iiiiiiiii yxxyayyaxxauu x i
x

i
ΤΨ                    （9）	

where 
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Similarly, the y-displacement interpolation )(ln
ii xv is given by 

)()()()( 4320
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i
ΤΨ                        （12） 

where 
T

iiii
i
y bbbv ][ 4320Τ                                      （13） 

Eq. (9) and (12) can be rewritten in the form 
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 Tiiiiiiii
i bababavu 44332200Τ                                 （16） 

),( 00 ii vu are the nodal displacement of node i , ),,,,,( 443322 iiiiii bababa are the extra freedoms of cover iC . 
From Eq. (14), we observe that 
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It means that the cover function of the node i is interpolated in terms of nodal displacements ),( 00 ii vu . 

2.2 Cover interpolation for the nodes located on the essential boundary 

For a typical node j located on the essential boundary, suppose that there M nodes in the support of 
cover 

jC (Fig. 1). At the local cover
jC , a discrete error norm is defined as 
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jx is the coordinate of node j . 

Similarly, the y-displacement interpolation )(xlb
jv is given by  
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where 
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Eq. (18) and (20) can be rewritten in the form 
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Substituting Eq. (14) and (22) into Eq. (2) leads to 

     



n

i

l
ii

h uu
1

0 xxx          
 













21

1 1

0

1

ln0

n

j

M

k

k
j

kj

n

i

ii uΦu xxxx                    （25） 

where 21 nnn  is the total number of neighboring nodes where the position point x located in the 
cover support, 1n denotes the node set not on the essential boundary, 2n denotes the node set 
located on the essential boundary. The MSIM possesses the delta property and preserves the 
completeness of the field up to the order of the basis. The proof of these properties can be referred 
to [11]. 

3. The application of virtual crack closure technique in MSIM  

Virtual crack closure technique (VCCT) is proposed by Rybicki and Kanninen [10] mainly dealing 
with two dimensional problems. In this method, the strain energy release rate for the crack 
propagation is always calculated based on the FEM analysis results. Here, taking a finite crack body 
as an example, the basic concept of virtual crack closure technique will be briefly introduced. 
The length of crack is a, and the propagation length is	∆ . When the quadrangle mesh is employed, 
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the stain energy release rate of the crack could be calculated by 

aB

vF
G y

I 



2

4,31
                                                （26a） 

aB

uF
G x
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2

4,31                                                  （26b） 

where, 1xF  and 1yF  are the node forces (X direction, Y direction, respectively) belonging to node 

1. 4,3v  and 4,3u  are the Y direction displacement and X direction displacement between node 

3 and 4, respectively. 

 

Figure 2. Illustration of calculating the strain energy release rate by the VCCT 

Due to the fact that the virtual crack closure technique is always implemented in the framework of 
FEM, the remeshing during the simulation of crack propagation are unavoidably encountered. To 
solve this problem, the virtual crack closure technique will be introduced into MSIM in this section. 
Both the advantages of the two methods will be maintained to make the evaluation of the SIFs 
much more efficient. The progress will be carried out mainly in the following steps:  
1) Construction of meshless numerical model; 
2) Calculation of the displacement of the nodes based on the MSIM; 
3) Setting the assistant mesh near the crack tip in order to calculate the nodal force 
4) Constructing the global stiffness matrix of the assistant mesh and calculating the displacement 
of the node in the assistant mesh based on the MSIM. 
5) Getting the nodal force near the crack tip by eee aKF  , where eF is the assistant nodal force, eK

is the global stiffness matrix of the assistant mesh, ea is the displacement vector of the assistant 
nodes.  

 

Figure 3. The assistant mesh employed in the MSIM to evaluate the nodal force 

4. A case study on a finite plate with star-shaped crack 

In this section, a star-shaped crack in a square plate subjected to bi-axial tension as shown in Fig.4 
will be examined. The analysis is treated as plate strain problem, and the plate size is taken to be W 
= 2.0, and the bi-axial tension to be unity. The material constants are the Young’s modulus 
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E 1 10 and the Poisson’s ratio ν 0.3. The SIF of node A and B are calculated by both of the 
linear basis function and the enriched basis function with virtual crack closure technique. A 
meshless model is constructed as shown in Fig.5. The influence of crack geometry on the SIFs is 
also investigated by varying W/a (e.g.0.1W, 0.3W, 0.5W, 0.7W). 

The normalized stress intensity factors at tips A and B are defined as aKF
A

I

A

I  , aKF
B

I

B

I  , 

aKF
B

II

B

II  . The comparison between the calculation results and the reference solutions 

available [13] are demonstrated in Table 1. From this table, the excellent agreement of the computed 

SIF results and the reference solutions can be easily seen.  

Table 1. Normalized SIFs comparison for a star-shaped crack 

a/W θ * MSIM(linear basis) RE（%） MSIM(enriched basis) RE（%） 

0.1 

A

IF  0.751 0.736 -1.998 0.754 -0.533 

B

IF  0.769 0.758 -1.430 0.766 -0.391 

B

IIF  0.000 0.000 0.000 0.000 0.000 

0.3 

A

IF  0.793 0.778 -2.031 0.789 -0.504 

B

IF  0.798 0.786 -1.253 0.795 -0.376 

B

IIF  0.002 0.002 0.000 0.002 0.000 

0.5 

A

IF  0.886 0.868 -1.891 0.883 -0.456 

B

IF  0.926 0.912 -1.511 0.922 -0.432 

B

IIF  0.018 0.0176 -2.122 0.018 0.000 

0.7 

A

IF  1.097 1.084 -1.485 1.102 0.339 

B

IF  1.237 1.218 -1.536 1.233 -0.323 

B

IIF  0.059 0.058 -1.724 0.0586 -0.678 

*Daux et al. (2000) 

 
Figure 4. A star-shaped crack in a square plate under bi-axial tension 
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Figure 5. The meshless model of a star-shaped crack in a square plate 

5. Conclusions 

The application of virtual crack closure technique into the MSIM is presented in this paper. The 
remeshing and the refinement near the crack tips can be avoided in the present method, and as a 
result, it makes the evaluation of the SIF much easier and more efficient. The virtual crack closure 
technique is based on the stress analysis using the MSIM for discontinuous model here, however 
other meshless methods are equally viable, e.g., the element-free Galerkin method (EFG), and the 
meshless local-Petrov Galerkin method (MLPG). The numerical results indicate that the present 
method effectively calculates the SIF near the crack tips and possess a high accuracy. 
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Abstract  Nanoscale fracture of pre-cracked graphene under coupled in-plane opening and shear 

mechanical loading in far-field is investigated by extensive molecular dynamics simulations. Under 

opening-dominant loading, zigzag edge cracks grow self-similarly. Otherwise, complex mechanical stresses 

concentrated in the vicinity of crack tip can manipulate the direction of crack initiation changing by 30° (or 

multiples of 30°) to the original crack line. Toughness determined from obtained critical stress intensity 

factors 2.63 ~ 3.38 nN Å
-3/2

 is relatively low, which demonstrates graphene is intrinsically brittle opposite to 

its exceptional high strength at room temperature. Graphene is easier to break along zigzag direction. Torn 

edges are in either zigzag or armchair manner, while zigzag edges are observed prevalently, and armchair 

edges are formed occasionally under particular loading conditions. Crack kinking is related to the proportion 

of opening and shear components of loading, and topological defects frequently appear at turning points. Our 

theoretical results indicate that cracking of graphene has a dependence on local mechanical stresses, edge 

energy and dynamic effects, which provide a possible way to regulate the edge structure of graphene. 

 

Keywords  Graphene, Crack kinking, Stress intensity factor, Molecular dynamics 

 

1. Introduction 

 

Graphene, as an atomic monolayer of graphite, is extensively studied after successful laboratory 

exfoliation [1], and it has attracted significant attention from the scientific community for its 

remarkable mechanical and electrical properties that are currently being explored for a number of 

applications including nanoelectromechanical systems, nano-electronics, etc. Recent mechanical 

experiments have shown that graphene is the strongest material measured hitherto with an elastic 

modulus of 1.0 TPa [2], which exceeds those of any previously existing materials. Rafiee et al. also 

reported that graphene as reinforcement has extraordinary effectiveness to resist fracture and fatigue 

in composites [3]. However, Hashimoto et al. [4] have provided a direct experimental evidence for 

the existence of defects in graphene layers. The extraordinary mechanical properties can be affected 

by the presence of defects that cause a more reduction of the strength. The existing works have 

treated defects in graphene as cracks that can initiate fracture. 

 

The research on fracture of graphene can date back to the simulations conducted by Omeltchenko et 

al. [5], in which a notched graphite sheet was loaded uniaxial tension and then underwent cleavage. 

However, that retention of the cutoff function of early version potential makes the quantitative 

aspects of results questionable. Recently, Belytschko et al. [6-8] carried out series of theoretical 

researches on the fracture of pre-cracked graphene under uniaxial tensile loading. The critical stress 

intensity factors under pure opening loading were obtained for zigzag and armchair cracks, while 

the propagation direction was manually specified. Lu et al. [9] also investigated fracture of 

graphene nano-ribbons (GNRs) under uniaxial tension. Furthermore, shear deformation plays an 

important role in the wrinkling and rippling behavior of graphene, which, in turn, controls charge 

carrier scattering and electron mobility [10]. It is even possible to modulate the graphene 

energy-gap from 0.0 to 0.9 eV by combining shear deformations with uniaxial strains [11]. In point 
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of fact, mixed-mode fracture inevitably occurred during the tearing of graphene sheets from 

graphite or other substrates to obtain free-standing sheets or narrow ribbons [12]. In [5], multiple 

crack branched sprouting off the primary crack front, thus tilted cracks were actually under mixed 

tensile and shear loading. Besides theoretical studies, Kim et al. [13] presented investigations on 

tears in suspended monolayer graphene membranes by high-resolution transmission electron 

microscopy (HRTEM). However, radiation damage by electron-beam energy and applied dose 

cannot be neglected for light element materials due to the limitations of HRTEM [14]. It is still a 

challenge to observe experimentally the cracking of graphene under pure mechanical loading 

without electromechanical coupling effects. 

 

Thus far, complex mechanical loading is rarely considered in previous works on fracture in 

graphene. Here we will show our extensive molecular dynamics (MD) simulations on nanoscale 

fracture of graphene under coupled opening and in-plane shear loading of far-field (I/II mixed-mode 

fracture). A boundary layer model embedded with a straight crack along either zigzag (ZZ) or 

armchair (AC) edge is applied with complex stresses by a displacement boundary governed by 

crack-tip asymptotic solution. The modified second-generation reactive empirical bond-order 

(REBO) potential [15] is used by shifting the cut-off distance and removing cut-off function to 

avoid unphysical dramatic increase in the interatomic force. The evolution of atomically cleaving of 

graphene is then revealed without manually specified direction of crack propagation. 

 

2. Methodology and model 

 

The well established REBO potential for hydrocarbons has been widely used [5, 9, 16-18] to 

specifically describe the interatomic interaction of carbon atoms lattices and nonlocal effects via an 

analytic function, Lennard-Jones 6-12 potential was used to mimic the nonbonding interatomic 

interaction, and the potential can correctly describe the bond breaking and switching between 

carbon atoms. In REBO potential, two cutoff distances 1.7 Å and 2.0 Å are initially set for a smooth 

transition of cutoff function from 1 to 0 to limit the range of covalent interactions as the interatomic 

distance increases. However, as noted in several previous studies [19, 20], such a cutoff function 

generates spurious bond forces near the cutoff distance, which will lead to unphysical results due to 

discontinuity in the second derivative of the cutoff function. This artifact defect shall be avoided in 

the study of graphene fracture. In this study, the cutoff function is taken to be 1.0 within a cutoff 

distance of 1.92 Å [21] and zero otherwise, as suggested by the developers [19]. It was found that 

the numerical results up to fracture of GNRs are unaffected if the cutoff distance is within 1.9 Å to 

2.2 Å [9]. 

 

A size-reduced model containing a small circular-shaped domain cut from the crack tip is utilized to 

model semi-infinite cracks in real graphene. A reasonable domain size is chosen so that its outer 

boundary falls in the K-dominant zone, which can make all-atom simulations computationally 

efficient. We consider an initially straight crack subject to in-plane opening and shear loading 

characterized by the local stress intensity factor (SIF) K field. Two prevalent cracks with 

orientations along ZZ or AC edges are chosen in Figure 1. Two or three rows of atoms are removed 

to generate cracks in our models, and the distance between two crack surfaces is big enough to 
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avoid self sealing, especially in pure shear case. The length of crack is more than 10 times lattice 

spacing to avoid unphysical Griffith fracture stress and flaw insensitiveness [22]. A total of around 

4000 carbon atoms in our disk models with a radius r = 60Å are initially relaxed until the energy of 

the system is fully minimized for a specified temperature. The thickness of graphene is assumed to 

be 3.335Å under plane stress condition. Hereafter our results are divided by 3.335Å to make 

connection of a two-dimensional lattice with a three-dimensional solid. 

 
Figure 1.  Boundary layer MD model and coordinates. A pre-existing straight crack along zigzag edge is 

embedded in a two-dimensional graphene lattice (green). The outer boundary layer (pink atoms) is subject to 

displacement loadings. 

Williams [23] has given the asymptotic expansion of the displacement field around the crack tip in 

an isotropic linear elastic body. At a given SIF K
app

 applied by far-field loadings, the crack-tip 

asymptotic solution is as [24] 
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where radius r and polar angle θ are defined in Figure 1, ux and uy are displacements in X and Y 

directions, respectively. Young’s modulus E is 1.0 TPa [2], and Poisson’s ratio v is 0.165 [25], and 

k = (3-v)/(1+v) for plane stress here. KI
app

 and KII
app

 are SIF components specified by opening and 

shear stresses. Phase angle φ (loading mixed parameter or equivalent crack angle) is defined as φ = 

tan
-1

(KI
app

/KII
app

), and an effective SIF at the initial crack length is evaluated as (Keff
app

)
 2
 = (KI

app
 )
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+ (KII
app

 )
2
, see Figure 1. Therefore the far field behavior of pristine graphene is assumed to be 

well-represented by the solution since the singularity decreases apart from the crack tip. The 

boundary condition is similar to a suspended graphene spanning a hole in the TEM grid. 
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Mixed-mode loading in classical fracture mechanics is then imposed by initially assigning all atoms 

in the displacement field given by the crack-tip asymptotic solution of a specified initial Keff
app

. In 

Figure 1, atoms (pink) on the outer boundary layer are held fixed, while all the other atoms (green) 

are set free, and the atomic configuration is then relaxed. Then we implement the 

deformation-control method by applying displacement increments gradually to the fixed boundary 

layer separately every 500 MD steps. At each applied loading, the statically equilibrium lattice 

structure is calculated to minimize the total energy by the limited memory BFGS geometry 

optimization algorithm [26], thereby local energy minimum configurations are obtained. The 

velocity-Verlet time stepping scheme is used with a time step 1.0 fs at predominantly 300K with a 

Berendsen thermostat, and this yields a strain rate 0.0002 ps
−1

 primarily. We note that MD 

simulations are often sensitive to the temperature control and the loading rate, thus our results 

mainly provide a qualitative understanding of the fracture mechanisms. 

 

3. Results and discussion 
 

The energy-balance criterion by Griffith is the fundamental fracture criterion for brittle continua, 

which states that a crack meets the critical growth condition when the net change in the total energy 

of the system vanishes upon crack extension by an infinitesimal distance [27]. Using the 

relationship between the critical SIF of Griffith Kth
c
 and the energy release rate (twice of the surface 

energy density γs) for linear elastic materials, one has Kth
c
 = (2Eγs)

1/2
 [24]. Since E is assumed 

isotropic for graphene, Kth
c
 will be mainly determined by γs. By use of γs = 1.041 eV/Å and 1.091 

eV/Å [28, 29] for ZZ and AC cracks, we get Kth
c
 = 3.162 nN Å

-3/2
 and 3.238 nN Å

-3/2
, respectively. 

 

Table 1. Effective critical stress intensity factors Keff
c
 (nN Å

-3/2
) of zigzag and armchair cracks in graphene 

under far-field loading at various phase angles φ. 

φ 0° 15° 30° 45° 60° 75° 90° 90° 90° 90° 90° 90° 

K
c
eff 

ZZ 3.06 2.75 2.63 2.90 3.15 3.02 3.05 3.16
a
 4.21

b
 2.64

c
 6.0

 d
 10.32

e
 

AC 2.87 3.30 3.28 2.87 2.78 2.85 3.38 3.24
a
 3.71

b
    

a
 Critical stress intensity factor of Griffith Kth

c
; 

b
 Ref. 6; 

c
 Ref. 7;

 d
 Ref. 5; 

e
 Ref. 30. 

 

In Table 1 and Figure 2, our results show that the effective critical SIF Keff
c
 of I/II mixed-mode 

loading falls in the range between 2.63 nN Å
-3/2

 and 3.38 nN Å
-3/2

 varying with φ, relatively low 

compared to steel, which reveals that graphene is brittle at 300K opposing its ultrahigh strength. As 

the difference of geometric chiral angle between AC and ZZ edges is 30°, similar trends for Keff
c
 are 

observed if φ is shifted by 30°, see Figure 2. Keff
c
 along ZZ edges are slightly lower indicating 

smaller toughness, thus graphene is easier to break along ZZ direction. For ZZ cracks under pure 

opening tension (φ = 90°), our Keff
c
 are reasonable with theoretical Kth

c
, and compared with 

available reported datum, Table 1, the discrepancy may be due to different crack models [5, 7] and 

potentials [6, 30]. 
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Figure 2. Effective critical stress intensity factors Keff
c
 of graphene cracks, ZZ in blue and AC in red, 

changing with phase angles φ of far-field loading. KI and KII are opening and shear components of Keff
c
. 

 

Up to now, no single criterion in classical continuum mechanics can give satisfactory predictions 

for crack initiation direction under all loading conditions. All existing criteria predict that a crack 

under mode II (in-pane shear, φ = 0°) loading propagates along about a 70° direction with respect to 

the original crack line. However, a mode II crack either propagates in mode I (opening, φ = 90°) or 

mode II, depending on material properties and load magnitudes [31].  

 

Continuum criteria seem to lose efficacy in predicting direction of crack initiation in graphene. In 

Figure 3a-f, our results show that ZZ cracks initiate in the direction of an angle β = 120° deviating 

from the original edge when in-plane shear loading is prevailing, β maintains unchanged till φ = 60° 

and fresh edges are in zigzag (blue). Further increasing φ will induce the transition of β. At φ = 65°, 

β changes to 150°, and fresh edges are in armchair (red). This configuration coincides with the 

prediction that zigzag-armchair junctions with an angle of 150° would be more stable [32, 5]. Once 

φ > 65°, opening loading becomes dominant, crack grows self-similarly along original direction and 

fresh edges are in zigzag again. 

 

For AC cracks in Figure 3g-l, initiation angle β = 90° at φ = 0°, new crack tips nucleate prior to 

initial tip, and fresh edges are in zigzag. At φ = 26.5°, propagating direction changes to β = 120°, 

and fresh edges are in armchair. When φ> 26.5°, β transforms to 150° and keeps unchanged till φ = 

90°, and fresh edges are in zigzag again. 
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Figure 3. Insets (r = 30Å, cut from the whole models in Figure 1) of crack initiation in flawed graphene 

(green) under I/II mixed-mode loading. (a)-(f) ZZ cracks initiation at phase angle φ = 0°, 30°, 45°, 60°, 65°, 

90°, and (g)-(l) AC cracks at φ = 0°, 26.5°, 30°, 45°, 60°, 90°, correspondingly. 

Fresh edges exhibit mostly in zigzag, and armchair edges are formed during the transition of 

propagating direction. Under loading Keff
app

 = 3.21 nN Å
-3/2

 at φ = 65° in Figure 3e, zigzag crack 

(blue) kinks and armchair edge (red) is formed. In Figure 3h, armchair crack (red) turns its direction 

with 120° followed by armchair edge (red) under Keff
app

 = 3.25 nN Å
-3/2

 at φ = 26.5°. This is similar 

to experimental tears kinking within graphene membrane under complex mechanical stress applied 

by circular boundary of the Quantifoil holey carbon TEM grid [13]. 

 

With the increasing of complex loading, the stress concentrated around crack tip morphs the 

hexagonal carbon rings into deformed shapes. Once the bonds at the tip rotated or broken, the 

hexagonal symmetry of the graphene lattice is destroyed with the formation and motion of 

topological defects, which leads to crack kinking. The dynamic effect of a fast fracture in MD 

simulations can also cause kinking, while branching is not observed. Further crack extension would 

proceed by alternating sequence of bond breaking or rotation. 

 

Graphene edges are of particular interest since their orientation determines the electronic properties. 

Crack extension with the formation of fresh edges is mainly caused by local high strain 

concentrated around crack tips. Our simulations demonstrate that torn edges maintain straightness 

and clean in either zigzag or armchair direction, in Figure 3, and can change directions by 30° or 

multiples of 30°, in Figure 3, coincided with experiments [13]. Under pure opening loading (φ = 

90°), the growth of zigzag cracks is self-similar whereas armchair cracks advance in an irregular 

manner, consistent with previous reports [6]. The direction of crack growth changes definitely 

under coupled opening and shearing stresses and edges interconvert between ZZ and AC. Cracks 

preferably grow along zigzag directions in agreement with previous theoretical simulations [9, 12]. 

By Griffith criterion, this suggests lower edge energy in ZZ opposed to AC, which is coincided with 

simulations by empirical potentials [28, 29, 33]. More abundant ZZ edges appeared may be due to 

lower edge energy, somewhat local residual stresses and dynamic fracture effects. Experiments also 

showed long-term stability [34] of ZZ edges, and more ZZ edges were initially formed at high 

temperatures [35]. In [13], the initial torn edges were along ZZ direction under pure mechanical 

stress during the graphene transfer process, while heating and chemical effects, knock-on sputtering 

induced by electron irradiation in TEM inevitably influenced crack extension stimulated afterwards. 
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Another experiment [36] also confirmed that the zigzag edge is more stable than the armchair edge, 

although the opposite has been predicted theoretically by ab initio calculations which depend 

strongly on the choice of the density functional among different DFT calculations yielding 

dramatically different values in quantitative scattering. 

 

During our simulations, total energy at each strain level is minimized for each equilibrium lattice 

structure. The kinematic energy changes slightly while potential energy increases gradually since 

the temperature is coupled with a thermostat. Energy jumps are infrequently observed, thus 

lattice-trapping effects are negligibly small for long-range potentials we used. Undoubtedly, 

temperature and strain rate can quantitatively affect K
c
 that increases slightly with increase of strain 

rates while decreases with temperature. At high temperature beyond 1000K, fracture shows plastic 

behaviors opposite to brittle at room temperature, the crack edges are reconstructed, fresh surfaces 

are bridged with carbon chains, and formation and motion of defects and vacancies appear 

frequently. 

 

4. Concluding remarks 
 

In summary, graphene embedded with pre-existing zigzag or armchair crack under complex 

mechanical stresses is studied by extensive molecular dynamics simulations based on the modified 

REBO potential. An asymptotic expansion of the displacement field in the region of crack tip is 

adopted to apply loading combined with in-plane opening and shear stresses. The critical effective 

stress intensity factors are obtained in the range of 2.63 nN Å
-3/2

 to 3.38 nN Å
-3/2

 varied with the 

phase angle of far-field loading, the predicted low toughness indicates that strong graphene is 

absolutely brittle at room temperature. The direction of crack initiation is also dependent on the 

phase angle, and changes by 30° (or multiples of 30°) to the original crack line. Straight cracks with 

zigzag edges grow self-similarly when opening loading is dominant, or else kinking occurred. Torn 

edges of fresh cracks are along either zigzag or armchair edge, while zigzag edges are more 

preferable. Fresh armchair edges are formed occasionally under particular stress conditions. Our 

theoretical results show that graphene cracking prefers along zigzag edges concerning with its lower 

toughness and complex mechanical stress in dynamic fracture. 
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Abstract In asserting structural safety it is of paramount importance to be able to evaluate the loading 

capacity of notched components, where stresses concentrate and can trigger cracks leading to a catastrophic 

failure or to a shortening of the assessed life of the structure. Restricting the analysis to brittle materials, we 

apply the Finite Fracture Mechanics criterion to address the problem of a V-notched structure subjected to a 

mixed-mode loading, i.e. we provide a way to determine the direction and the load at which a crack 

propagates from the notch tip and express the critical conditions in terms of the generalized stress intensity 

factors plus a suitable definition of the notch mode mixity. Weight functions of the stress intensity factors for 

V-notch emanated cracks available in the literature allow us to implement the fracture criterion proposed in 

an almost completely analytical manner: the determination of the critical load and the direction of crack 

growth is reduced to a minimization-under-constraint problem. We then highlight the size effect for a 

V-notched structure under mixed-mode loading and the differences between the structural behaviours of 

cracked and notched geometries. 

 

Keywords sharp notches, mode mixity, size effect, finite fracture mechanics 

 

1. Introduction 
 

The development of suitable fracture criteria for brittle (isotropic or orthotropic) materials 
containing V-notches or multi-material interfaces is a problem of primary concern in order to 

control fracture onset phenomena taking place in mechanical components, composite materials and 
electronic devices. As well-known, the singularity of the stress field in the vicinity of the notch tip 

makes the problem non-trivial. 
 

Concerning re-entrant corners in homogeneous media subjected to mode I loadings, since the 
pioneering paper by Carpinteri [1] a good correlation has been found between the critical value of 

the generalized stress intensity factor (i.e. the generalized fracture toughness) and the failure loads. 

Theoretical models to relate the generalized fracture toughness to material tensile strength, fracture 

toughness and re-entrant corner amplitude have been set by a number of researchers, e.g. [2-5]. 

 

Fewer contributions are available for what concerns mixed mode loading conditions [6-8]. Here we 

provide the generalization of the results obtained by Carpinteri et al. [5] to mixed mode problems. 

The proposed approach (as well as the ones previously cited) is based on the assumption that the 

region around the corner dominated by the singular stress field is large compared to intrinsic flaw 

sizes, inelastic zones or fracture process zone sizes. This hypothesis is the analogous of small-scale 

yielding in Linear Elastic Fracture Mechanics (LEFM). 

 

While in LEFM there is a direct connection between the Stress Intensity Factors (SIFs) and the 

strain energy release rate (i.e. Irwin’s relationship), this relation is missing in the case of notches, so 
that correlating fracture initiations with critical values of the stress intensity [1] could appear 

questionable. However, the recently introduced Finite Fracture Mechanics (FFM) criterion has 
shown this is not the case [4,5]. In fact, under the assumption of a finite crack extension at fracture 

initiation, it is possible to prove a relation between the Generalized Stress Intensity Factors (GSIFs) 
and the energy released when a crack appears at the V-notch tip. 
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2. Stress intensity factors for a V-notch emanated crack 

 
Let us consider a re-entrant corner in an infinite homogeneous elastic medium with a polar 

coordinate system (r,ϑ) centred at the V-notch tip (see Fig.1a). After Williams, the asymptotical 
stress field is given by: 
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where KI
*
 and KII

*
 are the GSIFs in mode I (symmetrical) and mode II (anti-symmetrical) loading 

conditions respectively, λI and λII are the well-known Williams’ eigenvalues and the functions fij are 

the angular shape functions (i.e. the eigenvectors). Both eigenvalues and eigenvectors depend on the 

notch opening angle ω. Note that the definition of the GSIFs is somewhat arbitrary, depending on 

the choice of the normalization factor, here taken equal to (2π)
1−λ

i as in [2] but equal to 1 or to √2π 

in other papers (e.g. [7] and [3], respectively). As we shall see later, the advantage of such a choice 
is that the critical value of the mode I GSIF continuously varies from the material tensile strength to 

the material fracture toughness as the re-entrant corner amplitude diminishes from 180° (flat edge) 

to 0° (cracked plate). 
 

In order to apply the FFM criterion, we need to evaluate the energy necessary for the abrupt 
appearance of a finite length crack at the notch tip. This quantity can be easily computed if the SIFs 

KI and KII of a crack at the notch vertex are known. To this aim, we begin noticing that, if the crack 

occurs within the GSIFs dominated stress field, the SIFs depend only on the GSIFs, crack direction 

ϑ, crack length a and notch opening angle ω (see Fig.1b). A straightforward application of the 

Π-theorem (as well as the principle of effect superposition) shows that this dependency must take 

the following form [9]: 

 

 ( ) ( ) 21
II12

21
I11I

III −λ−λ ωϑµ+ωϑµ= aK,aK,K
**  (2a) 

 ( ) ( ) 21
II22

21
I21II

III −λ−λ ωϑµ+ωϑµ= aK,aK,K
**  (2b) 

 

In case of pure mode I loaded V-notches, the emanated crack grows along the notch bisector (ϑ = 0); 

hence KII is zero and KI simplifies into [10]: 
 

 ( ) 21
I11I

I −λωµ= aKK
*  (3) 

 

While the dimensionless µij parameters can be found tabulated with great accuracy for a crack, i.e. 

for ω = 0° [11], their values for a generic notch opening angle ω are not available. Nevertheless, 

they can be obtained by exploiting the results provided in [12], where the SIFs for a pair of forces 

per unit thickness (either normal or tangential) acting on the faces of a V-notch emanated crack are 

given. Beghini et al. [12] evaluated such SIFs for several ω and ϑ values by proper finite element 
computations and provided accurate analytical expressions of the SIFs. From such expressions and 

by the principle of effect superposition the coefficients µij can be obtained analytically [13]. 
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Figure 1. Polar reference system at the tip of a V-notch (a); V-notch emanated crack within the GSIFs 

dominated stress field region (b). 

 

3. Coupled criterion 

 
It is well known that both strength criteria and LEFM fail in predicting the failure load causing 

fracture propagation from a V-notch. In fact, the stress field given by eqn (1) is singular and 
strength criteria provide a vanishing failure load. On the other hand, the SIFs provided by eqn (2) 

vanish as the crack length a tends to zero and, consequently, LEFM provides an infinite failure load. 
These shortcomings can be overcome by resorting to Finite Fracture Mechanics [4,14], which 

couples the stress and energy approaches. Following the FFM approach proposed by Cornetti et al. 

[14], a crack propagates by a finite crack extension ∆ if the following two inequalities are satisfied: 
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where σu is the material tensile strength and Gc is the fracture energy, related to the material fracture 

toughness by the well-known relation Gc = KIc
2
 / E′, where E′ = E / (1−ν2

), E being the Young’s 

modulus and ν the Poisson’s coefficient. 

 
The FFM criterion (4) can be regarded as a coupled Griffith-Rankine non-local failure criterion: the 

former inequality is an energy balance, whereas the latter is an (average) stress requirement for 

crack to propagate. It means that fracture is energy driven, but a sufficiently high stress field must 

act at the crack tip to trigger crack propagation. It is worth observing that, in the present case (which 

is the usual one, i.e. a positive geometry), the strain energy release rate function G(a) is 

monotonically increasing since the SIFs increase along with the crack length (see eqns (2)) while 

the stress σϑϑ(r) is monotonically decreasing with the distance r (see eqns (1)) from the notch tip (as 

far as both the modes provide a stress singularity, i.e. for a notch opening angle less than about 

102.6°). This means that the lowest failure load (i.e. the actual one) is attained when the two 

inequalities are substituted by the two corresponding equations. In fact the first inequality is 

satisfied for crack steps larger than a threshold value, thus providing a lower bound for the set of 

admissible ∆-values; on the contrary, the second inequality is satisfied for crack advancements 

smaller than a certain value, thus providing an upper bound. For low load values, the upper bound is 

smaller than the lower bound and, consequently, the set of admissible ∆-values is empty. As the 
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external load increases, the upper bound increases and the lower bound decreases till a load value is 

met (i.e. the failure load) for which both conditions are strictly fulfilled. Therefore, we conclude 

stating that the system (4) reverts to a system of two equations in two unknowns: the crack 

advancement ∆ and the corresponding (minimum) failure load, represented by the values KIf
*
 and 

KIIf
* of the GSIFs in critical conditions, implicitly embedded in the functions σϑϑ and G. Exploiting 

the well-known Irwin’s relationship in plane strain and mixed mode, the system (4) becomes: 
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It is worth observing that the failure load estimate provided by the system (5) does depend on the 

crack propagation direction ϑ (see Fig.1b). Among all the possible directions, the actual one will be 

the direction ϑc providing the minimum failure load. Upon substitution of the SIFs eqns (2) into the 

first equation of the system (5) and integrating between 0 and ∆, we get: 
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where, for the sake of simplicity, we have introduced the angular functions: 
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Equation (6) highlights that the variation in the elastic energy is a quadratic function of the GSIFs. 

Equation (6) can be found also in Yosibash et al. [7], where it was derived in a different way, i.e. by 

directly computing coefficients of the quadratic form by suitable path independent integrals of the 

stress and displacement fields before and after the appearance of the finite crack advancement. 

 
Upon substitution of the stress field represented by eqn (1) into the second equation of the system (5) 

and integrating between 0 and ∆, we get: 
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where, for the sake of simplicity, we have introduced the angular functions: 
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4. Failure load, crack deflection and mode mixity 

 
Under pure mode I loading condition, for symmetry reason the crack propagates along the notch 

bisector, i.e. ϑc = ϑIc = 0. Upon substitution of eqns (6) and (8), limited to the mode I contributions, 

into the system (5), we get: 
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The system (10) is readily solved, yielding the crack advancement ∆c and the critical value KIc
* of 

the mode I GSIF KI
*
 under pure mode I loading, i.e. the generalized fracture toughness [5]: 
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where lch = (KIc / σu)
2 is the Irwin length. Note that, since ξ is equal to unity for ω equal to 0 or π, 

the generalized fracture toughness equals the fracture toughness for a cracked geometry and the 
tensile strength for a flat edge. 

 
In the case of mixed mode loading, the critical values of the GSIFs can be obtained by substituting 

eqns (6) and (8) into the system (5): 
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where the mode I GSIF has been normalized with respect to the generalized fracture toughness KIc
*
 , 

the finite crack advancement with respect to lch (δ = ∆ / lch) and ψ is the mode mixity, defined as: 
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The system (12) can be recast as: 
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The technique of Lagrange multipliers can now be exploited to solve eqn (14). In fact, eqn (14) can 
be interpreted as a constrained minimization problem, since, once the geometry, material and 

loading are fixed (i.e. ω and ψ are given), the actual crack advancement ∆c and crack orientation ϑc 

are the ones that minimize the first equation, i.e. the dimensionless failure load KIf
*
 / KIc

*
, under the 

constraint represented by the second equation. Once the critical value KIf
*
 of the mode I GSIF is 

determined, the corresponding critical value KIIf
*
 of the mode II GSIF is provided by eqn (13). 
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Figure 2. Crack deflection vs. mode mixity for different notch opening angle (a); safety domains in the 

GSIFs plane for different notch opening angles: continuous line, ω = 90°; dotted line, ω = 60°; dashed line, ω 

= 30°; dot-dashed line, ω = 0° (b). 

 

The values of the crack orientation angle are plotted in Fig. 2a vs. the mode mixity ψ for different 

notch opening angle ω. On the other hand, the critical values of the GSIFs can be plotted in the (KI
*, 

KII
*
) plane for a given notch opening angle ω and varying the mode mixity ψ. In this way we obtain 

a curve delimiting a safety region, i.e. points lying in this domain correspond to admissible stress 

states, whereas points lying outside correspond to failure. It is convenient to plot the results in a 

dimensionless form: the mode I GSIF is normalized with respect to the generalized fracture 

toughness KIc
*
, whereas the mode II GSIF is normalized with respect to KIc

*
 × lch

λI −λII. The safety 

domains are plotted in Fig. 2b for different ω values and in Fig. 3 for ω = 90°. If the external loads 

are increased proportionally, the ratio between the GSIFs keeps constant. It means that in the (KI
*, 

KII
*
) plane, the loading curve is represented by a straight line starting from the origin. Furthermore, 

in the dimensionless plane, the angle between the loading path and the horizontal axis is exactly ψ. 

 
According to the brittleness assumption, failure is attained suddenly when the straight line crosses 

the curve delimiting the safety domain, point A (Fig. 3). Apart from substitution of the SIFs with the 
GSIFs, this behaviour strictly resembles what occurs in the classical crack branching problem. 

Indeed, the crack branching problem is a particular case of the present one. However there is a 

substantial difference with respect to the crack kinking problem: if ω > 0°, the mode mixity ψ 

depends also on the material brittleness through lch (see eqn (13)) and not only on the loading, i.e. 
on the GSIFs ratio. For a given KII

* / KI
* ratio, the slope of the loading line will diminish for brittle 

materials (low lch), while will increase for less brittle materials (high lch): in other words, whatever 
is the GSIF ratio, the failure point migrates towards point B (pure mode I failure) as material 

brittleness increases, whereas it moves towards point C, if the brittleness decreases (within a certain 
range, otherwise, as explained in the following section, the asymptotic approach does not hold any 

more). 

 

As clearly shown by eqn (13), the effect of the material on the mode mixity increases as the notch 

opening increase. In fact, for larger ω, the gap between the Williams eigenvalues λII and λI grows. 

On the other hand, for a vanishing notch opening angle, both λII and λI tend to 1/2 and the effect of 

the material vanishes. This material dependence is valid also for the orientation of the V-notch 

emanated crack, see Fig. 2a: as brittleness increases, lch diminishes, ψ diminishes and the crack 

deflection ϑc tends to zero, i.e. the V-notch emanated crack tends to propagate in mode I along the 

bisector. On the other hand, for less brittle material, the crack deflection is higher under the same 

GSIFs ratio. Once more, it is worth emphasizing the fundamental difference with respect to the 

crack case, where the angle of the crack kinking depends only on the (dimensionless) SIFs ratio, i.e. 
is the same independently of the material. 
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Figure 3. Resistance domain in the GSIFs plane (ω = 90°): points lying beneath the thick curve correspond to 

admissible stress states and vice-versa. 

 

In Fig. 2b we plotted the safety domains for different notch opening angles ω. It is evident that all 

the curves are similar. Of course, this fact does not imply that the failure load does not vary with ω, 

since the physical dimensions as well as the shape functions defining the GSIFs vary along with ω. 

It simply shows that the transition from mode I to mode II fracture is approximately the same for all 

the notch amplitudes. 

 

5. Size effect and mode mixity 

 
The introduction of a physical length against which to scale the notch tip GSIFs enables further 

aspects of the solution to be drawn out, such as the influence of a V-notch on the so-called size 

effect. Hence let us consider a set of self-similar geometries as the ones drawn in Fig. 4. 

Dimensional analysis allows us to write directly: 

 

 ( ) I1
II ,

λ−σω= bbafK* , ( ) II1
IIII ,

λ−σω= bbafK*  (15) 

 

where σ is the nominal stress, b is a characteristic size of the structure and fI, fII are shape factors 

depending on the geometry, here synthetically defined by the notch opening angle ω and relative 
notch depth a/b. 

 

Now let us focus our attention to the size effect on the nominal stress at failure σf. If only either the 

mode I or the mode II GSIF is different from zero, failure will occur whenever the corresponding 

GSIF reaches KIc
*
 or KIIc

*
, respectively (the latter value being given by the intercept with the 

vertical axis in Fig. 3). Hence, according to eqn (15), the logarithm of the nominal stress at failure is 

given by [1]: 
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It means that in a bi-logarithmic plot the strength vs. size curve is a straight line with (negative) 

slope equal to either (1−λI) or (1−λII), see Figs. 5a,b. Since λII > λI, the size effect is stronger under 

mode I than under mode II loadings. 

KIf
* / KIc

* 

KIIf
* × lch

λI−λII / KIc
* 

loading path 

ψ 

A 

O B 

C 

higher lch 

lower lch 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-8- 
 

On the other hand, in the case of mixed mode loadings, we have to substitute both eqns (15) into the 

stress condition (8) for crack propagation. Accordingly, we get: 
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where we introduced the brittleness number s as [15]:  
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The terms in square brackets in eqn (17) show a modest variation with the size, so that the terms in 
round brackets dominate. It means that, for large sizes and/or brittle materials, the first addend at 

the denominator (i.e. mode I) prevails; on the other hand, for small sizes and/or less brittle materials, 

the second addend at the denominator (i.e. mode II) does govern the problem. The presence of the 

brittleness number s in (17) highlights that the transition from mode I- to mode II-governed failure 

depends both on size and material brittleness. Thus we conclude that the size effect for a V-notched 

structure under mixed mode loading is represented by a curve with two slant asymptotes in the 

bilogarithmic plot (see Fig. 5c): the right one with slope (1−λI), the left one with slope (1−λII). This 

is a general trend, i.e. independent of the geometry and fracture criterion adopted. 

 

 
Figure 4. Self-similar specimens with a re-entrant corner of amplitude ω. 

 

It is worth observing that the analysis of the mode mixity leads to the same conclusion. In fact 

substitution of eqns (15) into eqn (13) provides: 

 

 
( )
( )
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ω
ω

=ψ λ−λ III2
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II

,

,
arctan s

baf

baf
 (19) 

 

Equation (19) clearly shows that, except in the crack case (λI = λII = 1/2), the mode mixity does not 

depend only on the shape factors, but also on the brittleness number, i.e. on the structural size. In 

fact, whatever is the ratio between fII and fI (provided they are both different from zero), for 

sufficiently large sizes the mode mixity will always tend to zero (i.e. pure mode I), whereas it will 

tend to π/2 for vanishing sizes (i.e. pure mode II). 

ω 

b 

a 

b′ b′′ 
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While the large-size asymptote is always physically meaningful, the small-size asymptote could 

become only theoretical if mode II prevails for sizes too small for the asymptotic approach to hold 

true. In fact, when the finite crack extension is not negligible with respect to the other geometrical 

dimensions (e.g. for very small sizes), disregarding higher order terms in the asymptotic stress field 

is not acceptable. Similarly to LEFM, the asymptotic approach to V-notched structures leads to an 

infinite strength for vanishing sizes, i.e. to a result that, within the present coupled Rankine-Griffith 

criterion and under constant remote tensile stresses (see Fig. 4), must be regarded as physically 

unacceptable. 

 

 
Figure 5. Size effect on nominal stress at failure: (a) pure mode I loading; (b) pure mode II loading; (c) 

mixed mode loading. 

 

6. Conclusions 

 
In the present paper we applied the FFM criterion provided in Cornetti et al. [14] to determine the 

critical load in V-notched structures under combined Mode I and Mode II loadings. With respect to 

simple Mode I loadings [5], the mixed mode problem is more complex since, beyond the failure 

load, also the direction of the crack onset at the re-entrant corner tip is unknown. Nevertheless, 

exploiting suitable weight functions for the SIFs of a V-notch-emanated crack [12], we were able to 

formulate the model as a standard minimization-under-constraint problem and to solve it by means 

of the Lagrange multiplier technique. A comparison with a broad set of experimental data (for both 

the failure load and the crack orientation) can be found in the recently published paper [16]. 

 

In mixed-mode loading cases, we showed that our model is able to explain the growing relevance of 

the mode II contribution for increasing material lengths lch, while it is negligible if lch tends to zero. 

Nevertheless, since the present approach is based on the asymptotic stress field, it yields accurate 
results only for sufficiently small lch values (with respect to the other geometrical dimensions). If 

this condition is not met, it is necessary to consider further terms in the stress field asymptotic 
expansions [17] or to tackle the problem numerically [18]. 

ln b 

ln σf 

ln b 

1 
1−λII 

ln σf 

ln b 

1 
1−λII 

ln σf 

1 

1−λI 

(a) (b) 

(c) 

1 

1−λI 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-10- 

 

References 

[1] A. Carpinteri, Stress-singularity and generalized fracture toughness at the vertex of re-entrant 

corners. Engineering Fracture Mechanics, 26 (1987) 143-155. 

[2] A. Seweryn, Brittle fracture criterion for structures with sharp notches. Engineering Fracture 

Mechanics 47 (1994) 673-681. 

[3] P. Lazzarin, R. Zambardi, A finite-volume-energy based approach to predict the static and 

fatigue behavior of components with sharp V-shaped notches. International Journal of Fracture 

112 (2001) 275-298. 

[4] D. Leguillon, Strength or toughness? A criterion for crack onset at a notch. European Journal of 

Mechanics A/Solids 21 (2002) 61-72. 

[5] A. Carpinteri, P. Cornetti, N. Pugno, A. Sapora, D. Taylor, A finite fracture mechanics approach 

to structures with sharp V-notches. Engineering Fracture Mechanics 75 (2008) 1736-1752. 
[6] A. Seweryn, S. Poskrobko, Z. Mroz, Brittle fracture in plane elements with sharp notches under 

mixed-mode loading. Journal of Engineering Mechanics-ASCE 123 (1997) 535-543. 
[7] Z. Yosibash, E. Priel, D. Leguillon, A failure criterion for brittle elastic materials under 

mixed-mode loading. International Journal of Fracture 141 (2006) 291-312. 
[8] F.J. Gómez, M. Elices, F. Berto, P. Lazzarin, Fracture of V-notched specimens under mixed 

mode (I + II) loading in brittle materials. International Journal of Fracture 159 (2009) 121-135. 
[9] J. Li, X.B. Zhang, Crack initiation prediction for V-notches under mixed-mode loading in 

brittle materials. Journal of the Mechanics of Materials and Structures 1 (2006) 1385-1404. 

[10] N. Hasebe, J. Iida, A crack originating from a triangular notch on a rim of a semi-infinite plate. 

Engineering Fracture Mechanics 10 (1978) 773-782. 

[11] S. Melin, Accurate data for stress intensity factors at infinitesimal kinks. Journal of Applied 

Mechanics 61 (1994) 467-470. 

[12] M. Beghini, L. Bertini, R. Di Lello, V. Fontanari, A general weight function for inclined cracks 

at sharp V-notches. Engineering Fracture Mechanics 74 (2007) 602-611. 

[13] P. Cornetti, A. Sapora, A. Carpinteri, Mode mixity and size effect in V-notched structures. 

International Journal of Solids and Structures 50 (2013) 1562-1582. 

[14] P. Cornetti, N. Pugno, A. Carpinteri, D. Taylor, Finite fracture mechanics: a coupled stress and 

energy failure criterion. Engineering Fracture Mechanics 73 (2006) 2021-2033. 

[15] A. Carpinteri, Static and energetic fracture parameters for rocks and concrete. Materials and 

Structures 14 (1981) 151-162. 
[16] A. Sapora, P. Cornetti, A. Carpinteri, A Finite Fracture Mechanics approach to V-notched 

elements subjected to mixed-mode loading. Engineering Fracture Mechanics 97 (2013) 
216–226. 

[17] C.Z. Cheng, Z.R. Niu, N. Recho, Effect of non-singular stress on the brittle fracture of 
V-notched structure. International Journal of Fracture 174 (2012) 127-138. 

[18] J. Hebel, R. Dieringer, W. Becker. Modelling brittle crack formation at geometrical and 
material discontinuities using a finite fracture mechanics approach. Engineering Fracture 

Mechanics 77 (2010) 3558-3572. 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-1- 
 

Three-parameter approaches for three-dimensional crack-tip stress fields 
 

Chongmin She1,*, Junhua Zhao2, Wanlin Guo1,* 

 
1 State Key Laboratory of Mechanics and Control of Mechanical Structures, Nanjing University of Aeronautics and 

Astronautics, Nanjing 210016, P. R. China 
2 Institute of Structural Mechanics, Bauhaus-University Weimar, 99423 Weimar, Germany 

* Corresponding authors: cmshe@nuaa.edu.cn, wlguo@nuaa.edu.cn 
 

Abstract  Two three-parameter descriptions for the three-dimensional (3D) crack-tip stress fields have been 
introduced. The three-parameter solution K-T-Tz is developed to describe the linear elastic crack-tip stress 
state, and the J-QT-Tz is to elastic-plastic crack-tip field. The conventional two-dimensional solutions such as 
K, K-T, HRR and the extended J-Q description which considers the in-plane constraint modification can 
hardly provide satisfied description for the three-dimensional crack front fields, especially for the 
out-of-plane stress near the crack front. It is shown that a consideration of the out-of-plane constraint and use 
of the three-parameter description is necessary and efficient to predict the 3D stress fields near the crack 
front. 
 
Keywords  Fracture mechanics, Three-dimensional stress field, Out-of-plane stress constraint 
 

1. Introduction 
 
The complicated three-dimensional (3D) stress fields near the crack front play a vital role in 

the strength of materials [1], and control the initiation and propagation of cracks [2]. The character 
of the stress fields near the crack front has long been extensively studied. The classical linear elastic 
and elastic–plastic fracture mechanics are based on the theory stemming from the one singular term 
of asymptotic expression and its amplitude the stress intensity factor (SIF, K) [3] and HRR solution 
[4, 5], respectively. Then more accurate two-parameter approaches, such as K–T [6], J–T [7], J–Q [8, 
9] and J–A2 [10, 11], have been developed to describe the crack-tip field. These approaches have 
been applied successfully in engineering designs though they are limited to describe the effect of the 
in-plane constraint on the crack-tip field and fracture toughness. In fact, fracture toughness depends 
on the 3D out-of-plane stress level near the crack front also [12]. It is well known that fracture 
toughness depends highly on the thickness of the test specimen until a threshold thickness, beyond 
which the toughness does not decrease further. The toughness at this thickness is called plane strain 
fracture toughness. It is less than the fracture toughness of thinner plates and is a material property. 
So the variable fracture toughness is inconvenient in the engineering applications if the 3D 
out-of-plane stress level is not considered accurately. 

In order to describe the out-of-plane stress level, the out-of-plane stress constraint factor Tz 
was introduced by Guo [13-15], the factor is defined as 

33

11 22
zT


 




,     (1, 2, 3)=(x, y, z) or (r, , z)       (1) 

where r, , x and y are coordinates in the conventional polar and Cartesian systems with origin at 
the crack tip and z is the third coordinate (parallel to the crack front) in both systems. The 
corresponding coordinate system and a normal sheet element of a through-straight crack are shown 
in Fig.1. In the state of plane stress, Tz=0. In the state of plane strain, Tz changes from the Poisson’s 
ratio v of the linear elastic material to 0.5 for elastic-perfectly plastic material. 
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Fig. 1 The coordinate system and a normal sheet element of a through-straight crack. 

 
The out-of-plane constraint factor Tz plays an important role in the determination of fracture 

toughness of a structural element. The effect of Tz on 3D crack-front fields and fracture toughness 
were systematically studied by Guo, then the 3D two-parameter principles of K–Tz, J–Tz have been 
proposed [12-16]. Combining with the in-plane constraint T or Q, the 3D three-parameter principles 
of K-T-Tz and J-QT-Tz have also been proposed [13-15, 17-22]. 

In this paper, the recent researches on the 3D three-parameter principles of K-T-Tz and J-QT-Tz 
are emphasisly summarized. The comparisons of the three-parameter principles with two-parameter 
and one-parameter principles are presented. 
 
 
2. Three-parameter principle K–T–Tz for the linear elastic material 
 

Based on the SIF K, the more accurate two-parameter approach K–T was proposed by 
Williams [6] for linear elastic material. For the 3D crack case, the three-parameter principle K-T-Tz 
was developed by Guo [13-15, 17-19] based on the K-T approach, which can be expressed as 

  1 1
2
( )

ij ij i j

zz z ii jj

K
f T

r
T

   


  

  

  

   (i, j)= (x, y), (r, θ) or (1, 2)       (2) 

where T is the T-stress, 

 11
3

cos 1 sin sin
2 2 2

f
      
 

                        (3) 

 22
3

cos 1 sin sin
2 2 2

f
      
 

                        (4) 

 12
3

cos sin cos
2 2 2

                               (5) 

The three-parameter principle K-T-Tz can describe not only the in-plane constraint by T but also 
the out-of-plane stress constraint by Tz. Then the crack-tip stress fields described by the principle 
K-T-Tz for the typical cracks such as through-the-thickness crack, quarter elliptical corner crack, 
semi-elliptical surface crack and embedded elliptical crack are discussed. The geometry of a plate 
with a quarter elliptical crack under uniform tension is presented in Fig.2, the corresponding FE 
mesh is shown in Fig.3. The 3D singular elements with four mid-side nodes at the quarter points are 
used around the crack front to simulate the inverse square root singularity at the crack tip. The FE 
model in Fig.3 can be used to simulate the semi-elliptical surface crack and embedded elliptical 
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crack by altering the corresponding displacement boundary conditions. 
 

a

c

W

B

a

c

x

z

(a) (b)

 

Fig.2 Geometry of a plate with a quarter elliptical crack under uniform tension. (a) The 3D 
geometry model. (b) Cracks with different a/c and the local rectangular coordinate system. 

 

 
 

Fig.3 FE model of the quarter elliptic corner crack 
The comparisons of the three-parameter principle K-T-Tz with the FE results are presented in 

Fig. 4. 
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Fig.4 The angular distributions of stress components normalized by the local stress intensity factors 
in a normal plane of the quarter-elliptical corner crack front line. (a) through-the-thickness straight 
crack, (b) semi-elliptical surface crack, (c) quarter elliptical corner crack, (d) embedded elliptical 

crack. 
As shown in Fig. 4, the angular distributions of stress components in a normal plane of various 

crack front lines are given in the local Cartesian coordinates. It can be seen that 22 is in good 
agreement with f22, while the differences between 11 and f11 are great if the T-stress is neglected. 
When the T-stress is considered, the differences will become very small. In addition, the differences 

between 33 and f33 for the plane strain state (v(f11+ f22)) are great. If the Tz factor is considered in f33, 
f33 will be in good agreement with33. 
 
 
3. Three-parameter principle J–QT–Tz for the elastic-plastic material 
 

The HRR stress components can be expressed as 

        
1

1, , , ,n
ij m e ij m eKr        


                       (6) 

where 

 

1

1

0 0

nJ
K

I n 

 
   
 

                              (7) 

σ0 is the yield stress.  

By considering the effects of geometry and size on crack-tip constraint, O’Dowd and Shih [8, 
9] found that the near-tip stress field is governed by the two parameters of J and Q as follows: 

   
1

1

0
0 0 0

n

ij ij ij ij

J r
Q

I n r J



    
  

   
        

              (8) 

The first term is the HRR solution ( 2  ), Q is a function of the stress triaxiality achieved 

ahead of the plane strain cracks. The λ is set to zero, then Qrr=Qθθ and Qij is the form 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-5- 
 

0

ij ij HRR
ijQ

 



      (θ=0º, r=2J/σ0)                 (9) 

The J-Q solution can effectively describe the influence of the in-plane stress parameters when 

the radial distances (r/(J/0)) are relatively small, while the approach can hardly characterize it very 
well with the increase of r/(J/0) and strain hardening exponent n. On the other hand, it can hardly 
give a proper description of Von Mises equivalent stresse because it seldom considers the 
out-of-plane stress constraint, so Guo and his collaborators proposed two 3D three-parameter 
principles of K-T-Tz and J-Q-Tz, combining with the in-plane constraint T or Q, for linear elastic and 
elastic-plastic materials. 

Further researches by Guo [13-15, 20-22] show that I( ) is the function of n and Tz, 
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The di is the function of Tz and n,       , which is same as that in HRR solution. 

The Eq.(8) can be modified 
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where 
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0

zij ij J T

TijQ
 




      (θ=0º and r=2J/σ0)               (17) 

Combining Eq.(9), the relationship between QTij and Qij is 

       
0

zij HRR ij J T

TijQ Q
 




                         (18) 

The comparisons of the three-parameter solution J–QT–Tz with the solutions of J-Q and HRR 
are shown in Fig.5. It is shown that the three-parameter approach J–QT–Tz can describe the 3D 
stress fields effectively.  
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Fig.5 The radial distributions of the stress components. (a) Mean stress for a semi-elliptical surface 
crack, (b) Von Mises equivalent stress σe for a quarter elliptical corner crack, (c) Mean stress for an 

embedded elliptical crack. 
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4. Conclusions 
 
Two three-parameter descriptions for the three-dimensional (3D) crack-tip stress fields have been 

introduced. The three-parameter solution K–T–Tz is developed to describe the linear elastic crack-tip stress 
state, and the J–QT–Tz is to elastic-plastic crack-tip field. The comparisons of the three-parameter 
solutions K–T–Tz, J–QT–Tz with the corresponding two-parameter solutions K-T, J–Q and 
single-parameter solutions K and HRR are presented. It is shown that the three-parameter 
approaches K–T–Tz, J–QT–Tz can describe the 3D stress fields effectively. 
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Abstract  In-situ scanning electron microscope (SEM) observations of fatigue crack growth behavior in 
heat affected zone (HAZ) of a welded joint were performed with CTS (Compact-Tension-Shear) specimens 
under mixed-mode loading conditions in vacuum. Results showed that mode I fatigue behavior in the HAZ 
was influenced by local microstructure anisotropy and the ‘zigzag’ mode crack profile tended to deviate into 
the lower strength weld metal. With increasing the mixity of mode I/II loadings, fatigue crack growth rate 
was decreased with significant crack branching. Shear and branch cracks were competitive along the crack 
path, and fatigue cracks were often initiated from grain boundary and the interface of lath martensites. The 
cracks tended to orient themselves into a pure mode I condition. Three existing models were discussed with 
respect to their capabilities to predict crack direction under various loading conditions. 
 
Keywords  in-situ SEM, fatigue crack growth, crack growth path, mixed-mode loading, heat affected zone 
 

1. Introduction 
 
Generally, the various loading types in actual practices are often idealized as being mode I, mode II 
and mode III based on linear elastic fracture mechanics. Majority of crack growth investigations 
under both static and cyclic loadings were concentrated on single-mode loading mode such as the 
mode-I load condition. Unfortunately, single-mode loading seldom occurs in practice, and many 
service failures occur from cracks subjected to mixed mode loadings which involve more than one 
crack-tip mode. Even in pure mode I cyclic testing, any deviation of crack path or alternation of 
external loading direction would lead to combinations of mode II deformation in crack growth 
process. 
 
Under mixed mode loading conditions, it was of importance to consider the evolution of crack 
growth direction. Several criteria for crack growth path prediction such as maximum tangential 
stress (MTS) criterion by Erdogan and Sih [1], minimum strain energy density (SED) criterion by 
Sih [2], the criterion of energy release rates by Nuismer [3], and the criterion of Richard [4], have 
been proposed and well documented in [4-6]. However, all these concepts were based on the 
isotropic material and limited to the linear elastic fracture mechanics [5]. Another issue in combined 
loading mode was the crack growth rate. Unlike the conventional stress intensity factor range ΔK in 
pure mode I fatigue, many parameters have been proposed to correlate mixed mode fatigue crack 
growth (FCG) rates. For example, Tanaka [7] and Yan [8] suggested the effective stress intensity 
factor range ΔKeff, Patel and Pandey [9] insisted the strain energy density factor range ΔS, while 
Socie et al [10] proposed the equivalent strain intensity factor for small cracks. 

 
Moreover, the fatigue thresholds [11, 12], crack closure [13, 14], microstructure [15] and loading 
path [16, 17] influences under mixed mode loading conditions have been investigated. While cracks 
were observed to propagate in homogeneous materials as widely reported, complications associated 
with the mixed mode fatigue crack behavior in heterogeneous microstructures, i.e., the gradient 
microstructures in the heat-affected-zone (HAZ), were far less well understood. In this case, the 
effect of microstructure anisotropy on crack growth morphology needed to be elucidated. 
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In the present work, mixed mode (I+II) FCG experiments were performed on an in-situ stage 
equipped in SEM by using CTS (Compact-Tension-Shear) specimens developed by Richard [18]. 
The effect of external loading angle on the crack growth rate and crack growth direction was 
analyzed in terms of local microstructure gradient in the HAZ. The crack growth direction was 
finally predicted on the basis of the existing models. 
 
2. Materials and experiments 
 
2.1. Materials and specimens 
 
The material studied was the HAZ of a welded joint. The base material of the welding joint was a 
NiCrMoV type steel. It was undergone quenching and tempering heat treatment, and the resultant 
tensile strength and yield strength were 835.5 and 938 MPa, respectively. The weldment was 
formed by submerged arc welding (SAW) technique using filler metal of the 2.5%Ni low alloy steel. 
The HAZ, which had a width of about 3 mm, included three micro-zones, i.e., fully 
quenched-tempered zone (FQTZ), partially quenched-tempered zone (PQTZ) and tempered zone 
(TZ) [19]. The microstructures mainly included tempered martensites and bainites with 
martensite/bainite constituents altered in the HAZ. 
 
In order to prepare CTS specimen for in-situ observation, standard three-point bending samples 
with a/W ratio of 0.5 and the thickness B of 16 mm were firstly machined from the welded joint. 
The initial notch in the sample was located in the FQTZ of the HAZ, with a distance of 120 μm to 
the fusion line. The samples were then pre-cracked under pure mode I loading at a stress ratio of 0.1 
with a sinusoidal waveform to form a crack length of about 2 mm. Subsequently, relatively smaller 
specimens with a thickness of about 0.5 mm were prepared for in-situ tests. Fig. 1 shows the shape 
and dimensions of the CTS specimens. 

    
Figure 1. The shape and dimensions of the CTS specimens (a) and the loading device for mixed mode tests 

(b) 
 
2.2. Fatigue experiments 
 
Before the in-situ fatigue experiments, the CTS specimens were grounded, polished and finally 
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etched. Constant amplitude fatigue tests using triangular waveform with a load ratio of 0.1were 
performed on a loading stage equiped in the SEM in vacuum environment (9×10-4−9×10-3 Pa). The 
frequency was as low as 0.03 Hz. The various values of ΔKI/ΔKII could be achieved by changing the 
external loading angle α. As shown in Fig. 1b, the line of application of force F extends at an angle 
α to the longitudinal axis of the specimen. Depending on the size of angle α, mixed mode loadings 
occur at 0<α<90°. It is obvious that pure mode I loading corresponds to the α equaling to zero, 
whereas the α at 90° stands for the pure mode II loading. After the crack extended for a given 
length (less than 10 μm), the experiments were intermitted to measure crack length, record the 
cyclic numbers and characterize the crack morphology as well. For various loading angles, the 
initial mixed mode fatigue crack growth parameters, which was calculated by the Eqs. (1) - (3) 
developed by Richard [17], are listed in Table.1. In Eq. (3), the material parameter α1 is set to 
1.155. 

I 2
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1 /
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W a W a
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Table 1. Initial mixed mode FCG parameters in the FQTZ of the HAZ 

α a0/W ΔKI (MPa⋅m1/2) ΔKII (MPa⋅m1/2) ΔKI/ΔKeff 
0 0.5451 35.27 0 1 

30° 0.5449 30.46 7.95 0.92 
60° 0.5476 17.75 13.82 0.65 

 
3. Results 
 
3.1. a-N relationship 
 
Fig. 2 shows the changes of crack extension as a function of cyclic numbers. It is observed that the 
crack extends slowly first and then become faster at all of the loading angles. However, with the 
decreasing of ΔKI/ΔKeff, which meant the reduced contribution of mode I loading, the crack 
extension was also decreased. Nevertheless, due to the proximity of the ΔKI/ΔKeff values at α of 
zero and 30°, the corresponding crack extension values were also close and even converged to each 
other eventually. This indicated that the load mixity dependence of crack growth behavior located 
mainly in the initial crack growth process. 
 
3.2. Fatigue crack growth rate da/dN 
 
Fig. 3 indicates the FCG rate da/dN at various loading angles. It is worth noting that the da/dN at α 
of zero and 30° are similar to each other but larger than those of the α of 60°. It is also worth noting 
that the evolution of da/dN for pure mode I loading fluctuates with the crack length, i.e., the delay 
and acceleration phases alternates. This reflected the influence of local microstructures. Whereas for 
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mixed mode of fatigue, the da/dN are tended to increase along with the crack length at both α of 
30° and 60°. In this case, the important issue is that whether the local microstructures still have a 
large influence or are there other factors that should be considered. The roles of ΔKI and ΔKII in the 
mixed mode crack growth also need to be elucidated. 
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Figure 2. The crack extension Δa versus cyclic numbers N at different loading angles 
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Figure 3. Fatigue crack growth rates at different loading angles 

 
3.3. Crack growth path deflection 
 
Fig. 4 presents the macro-crack profile at various loading angles. For mode I loading, as shown in 
Fig. 4a, crack deflected for about 21° from the initial pre-crack and then fluctuated, and the 
resultant crack path was quite tortuous. When load mode was superimposed with mode II loading at 
α of 30° (Fig. 4b), the initial angles of branch cracks was increased to 27°. Under this angle, crack 
extended for about 150 μm, after which the crack was further deviated to an angle of about 45° in 
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the final stage of growth of 40 μm. With the ΔKII further increased, i.e., α equals 60° in Fig. 4c, the 
initial branch cracks deflected about 52°. The crack extension values along the crack path in the X 
and Y-axis directions are depicted in Fig. 5. By linear fitting of the data, the deflection angles were 
consequently calculated to be 25° and 50° at α of 30° and 60°, respectively. This agreed well with 
the work reported by Kim [20] who obtained similar values in a rail steel. 
 

 
Figure 4. Macro-crack growth path at various loading angles: (a) α = 0, (b) α = 30°, and (c) α = 60° 
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Figure 5. Fatigue crack extension in mixed mode loading conditions 

 
4. Discussion 
 
4.1. Influence of loading angle on FCG 
 
Fig. 6 shows the FCG under pure mode I loading. At the end of the pre-crack, the crack propagated 
with two branches, as illustrated in Fig. 6b. One of the branch crack (lower side of the pre-crack) 
stopped growth after initiation along the grain boundary, whereas the other branch crack deflected 
at an angle of 21° and propagated to become the main crack. The competition between the two 
branch cracks to form the main crack was observed at N around 513 cycles in Fig. 6c. Though the 
original main crack continued growing forward, the lower side branch crack grew with a higher rate 
in a transgranular mode, and finally produced the main crack (Fig. 6d). In this process, it seemed 
that the crack tended to orient itself into a pure mode I condition at which the crack path was 
normal to the external loading direction. 
 
The alternation of the main crack was also observed when N was around 727 cycles, as shown in 
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Figs. 6e and f. In this case, the main crack was finally formed by propagating the short branch crack 
and the non-propagation of the original main crack (the lower side branch crack in Fig. 6e). With 
the crack length increasing, as indicated in Fig. 6g, the slanted crack was again prone to return to 
the pure mode I trajectory, producing multiple bifurcations along the curved crack path. The 
bifurcated cracks were often located at grain boundaries and martensite lath interfaces. It is worth 
noting that the overall crack path propagated with serious local deviations, showing a ‘zigzag’ 
mode. 
 
It is inferred that the significant changes of crack orientation is due to the highly anisotropic 
microstructures at the crack tip and the gradient strength distribution in the HAZ. It is generally 
accepted that the crack path is governed by the plastic behavior of the crack tip [21]. Accordingly, 
the cracks would orient themselves into the materials with lower strength values. Therefore, it is 
reasonable that the crack path is tended to deflect into the weld metal, which has lower strength than 
the PQTZ in the HAZ. 

 
Figure 6. Fatigue crack growth morphology in pure mode I loading 

 
Fig. 7 presents the FCG path at a loading angle of 30°. In Fig. 7a, the crack direction changed 
immediately from the initial pre-crack orientation with an angle of 27°. Crack bifurcations and 
shear cracks coexisted along with the main crack, which was resulted from the contribution of mode 
I and II components. As a result, the mode I component would drive the branch crack for a long 
length to a mode I crack direction. This was evidenced by formation of main crack based on the 
original branch crack in Fig. 7b. Tong et al. [22] reported that the formation and propagation of 
mode I branch cracks were of decisive importance for fatigue failures under combined loadings. It 
is also observed that the crack tip in Fig. 7a is branched along the grain boundary when N is 
increased to 622 cycles. On the other hand, the mode II component also contributed to FCG. With 
the formation of the grain boundary cracks at crack tip in Fig. 7b, a damage area containing many 
micro-cracks whose direction were almost parallel to the main crack was also formed, as shown in 
Fig. 7c. This was arisen from the shear deformation under mode II component in the mixed mode 
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loading. 

 
Figure 7. Fatigue crack growth path at a loading angle of 30° 

 

 
Figure 8. Fatigue crack growth path at a loading angle of 60° 

 
The FCG behavior at a loading angle of 60° is illustrated in Fig. 8. It is observed in Fig. 8a that the 
crack extends transversely among the lathy martensites and propagates directly through the grain 
boundaries. In this process, crack bifurcated along the lath interfaces and grain boundaries. The 
passing through of the crack into the grain boundary was also observed in Fig. 8b, and then the 
crack extended along the interface of the lathy martensites. Therefore, it can be concluded that the 
interfaces of lathy martensites and the grain boundary are potential crack initiation sites. With the 
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increasing of cyclic numbers, one crack was formed again along the interface of the lathy 
martensites in the nearby grains, as can be seen in Fig. 8c. This would provide an easy path for the 
crack passing through the grain boundary since the cyclic plastic deformation has been extended to 
this area. 
 

 
Figure 9. Coalescence of micro-cracks on the grain boundaries at the loading angle of 60° 

 
Moreover, the damage area was dependent on the da/dN, i.e., the higher the FCG rate, the larger the 
damage area. This is supported by the results in Fig. 9a, where a large number of micro-cracks has 
been formed at a distance about 30 μm in front of the main crack tip. Both branch and shear 
micro-cracks were occurred on the grain boundary. With the fatigue life increased to 1739 cycles, 
some micro-cracks were coalesced with each other, resulting in relatively longer cracks. Finally, all 
the micro-cracks were interconnected to form the main crack at N of 1753 cycles. The 
interconnection of grain boundary cracks increased the FCG rate considerably, which was plotted in 
Fig. 3. By comparing with the crack path at the loading angles of 30° and 60°, it can be observed 
that the length of branch cracks at α of 30° are longer and more shear micro-cracks at α of 60°. This 
was related to the branch versus shear crack competition in the mixed mode loading conditions. 
 
4.2. Prediction of crack growth deflection angles 
 
The initial deflection angles of FCG were predicted based on the SED criterion [2] in Eq. (4), the 
MTS criterion [1] in Eq. (5) and the criterion of Richard [4] in Eq. (6). In Eqs. (4) - (6), KI and KII 
are the mode I and II components, ν is Poisson’s ratio, θ0 is the critical deflection angles, and β is 
the angle between external loading and the crack surface. In this work, ν is set as 0.3, and the 
corresponding results are shown in Table 2. It is obvious that compared with the experimental data, 
all the predicted deflection angles for α of 30° and 60° are higher than the experimental data. 
Fortunately, the calculation based on MTS model was close to the experiments. Thus, the MTS 
criterion is suitable to predict crack growth direction in the HAZ under combined loadings. 
Nevertheless, all of the criteria cannot estimate the deflection of crack growth direction under pure 
mode I loading. This can be ascribed to the limitation of the models to homogeneous materials, and 
thus results in the disparities of crack deflection angle in mode I loading. 
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Table 2. Prediction of crack growth deflection angles based on different models 

α 
Minimum strain energy 
density (SED) criterion 

[2] 

Criterion of 
Richard [4] 

Maximum tangential 
stress (MTS) criterion 

[1] 
Experiment

0 0 0 0 21° 
30° 35° 28.6° 26.2° 25° 
60° 55.26° 52.1° 48.98° 50° 

 
5. Conclusions 
 
In this study, the growth behavior of fatigue cracks in the HAZ of a welded joint under mixed mode 
loading conditions were studied by utilizing CTS specimens. The FCG morphology was 
characterized by in situ SEM observations in vacuum. The main conclusions are listed as follows. 
 
(1) Mode I fatigue behavior in the HAZ was influenced by local microstructure anisotropy and the 

gradient distribution of material strength. The crack growth path tended to deflect into the lower 
strength weld metal, showing a “zigzag” mode. 

(2) With the increasing of mixity in mode I/II fatigue loadings, FCG rate in the HAZ was decreased 
whereas the initial angles for crack branching were increased. Shear and branch cracks were 
competitive along the crack path, and fatigue crack was often initiated from grain boundary and 
the interface of lath martensites. Eventually the cracks tended to orient themselves into a pure 
mode I direction. 

(3) The initial branch crack direction was predicted based on existed models, and calculation from 
the MTS criterion showed comparable agreement with experimental data. 
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Abstract  This paper presents a test set-up using semi-circular bend (SCB) specimen for measuring pure 

mode-II fracture toughness of asphalt concretes. Three-point bend fracture tests were performed on the SCB 

specimens at low temperature. The results showed that this set-up could be used for conducting mode-II 

fracture tests on hot mix asphalt (HMA) specimens. Linear elastic fracture mechanics (LEFM) concept was 

used to study the fracture behavior of cracked asphalt concrete. Mode-II critical stress intensity factor, KIIc, 

was calculated using the fracture load measured from the three-point bend tests. In addition to pure mode-II 

tests, similar tests were carried out for pure mode-I loading. Results showed that mode-II critical stress 

intensity factor was higher than that of pure mode-I loading. 
 
Keywords  Asphalt concrete, Critical stress intensity factor, Low temperature, Pure mode-II fracture. 
 

1. Introduction 
 
Cracking at low temperatures is one of the major sources of deterioration in asphalt concretes 
imposing significant costs on the pavement rehabilitation agencies annually. There are many causes 
for crack nucleation on asphalt pavement surface such as the temperature fluctuation and the traffic 
load induced from vehicle wheels. Good understanding of cracking mechanism could be helpful for 
reducing those costs. 
Asphalt concrete is a temperature dependant material that may fall within a category of materials 
that are defined as brittle or quasi-brittle at low temperatures. Many researchers have studied 
fracture behavior of hot mix asphalt (HMA) mixtures at low temperatures (e.g. see [1-3]). Linear 
elastic fracture mechanics (LEFM) is a reliable approach to investigate fracture behavior of brittle 
materials. In LEFM, the stress intensity factor, K, is a fundamental parameter characterizing the 
fracture phenomenon from the crack tip. This parameter has been used by many researchers (e.g. 
see [4-6]) for cracks in asphalt concrete mixtures. 
In the recent decades, many researchers have studied the fracture behavior of asphalt concretes 
under pure mode-I (opening mode) loading (see e.g. [4-7]). The temperature cycling is one of the 
main causes of mode-I cracking in asphalt pavements. In some cases such as reflective cracks, the 
crack extension is known to take place under a combination of mode-I and mode-II loading. 
Similarly, according to the research performed by Ameri et. al. [8], the traffic load induced by 
vehicle wheels at top down cracks (TDC) also results in mixed mode I-II loading. Therefore, it is 
important to investigate the behavior of cracked asphalt concretes under pure mode-I, pure mode-II, 
and mixed mode I-II loading conditions. In particular, pure mode-II fracture in asphalt concretes has 
been rarely studied in the past. 
In this research, the semi-circular bend (SCB) specimens, prepared from the cylindrical samples 
were utilized for conducting three-point fracture tests under pure mode-II loading. In addition to the 
mode-II tests, fracture tests were performed for mode-I loading as well and the critical stress 
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intensity factors were calculated and compared. 
 

2. Specimen geometry and material 
 
While HMA behavior is strongly affected by temperature, at subzero temperatures, its mechanical 
behavior is often considered to be brittle or quasi-brittle. Hence, linear elastic fracture mechanics 
(LEFM) concept is adoptable for investigating the fracture behavior of HMA mixtures at low 
temperatures. Generally, the cracked asphalt concrete pavement may experience three main modes of 
fracture, mode-I, mod-II, and mode-III. Among these three modes, mode-I and mode-II are 
predominant modes of crack propagation in asphalt concrete pavements containing reflective or 
top-down cracks.  
Several test specimens such as single edge notched beam (SENB), disk-shaped compact tension 
(DC-T), semi-circular bend (SCB) and so on, have been used in the past by many researchers to study 
the fracture behavior of asphalt concretes. In this research, an improved SCB specimen was employed 
to conduct the experiments. For this purpose, first several cylindrical samples (130 mm in height, 150 
mm in diameter) were prepared using superpave gyratory compactor (SGC) in the laboratory. These 
samples were sliced into several disks of 32 mm thick by means of a water-cooled masonry sawing 
machine. Each disk was then halved to obtain semi-circular shaped specimens. At the next stage, an 
artificial edge crack (20 mm in length) was generated within the specimen utilizing a water-cooled 
cutting machine with a very thin blade. The width of generated crack was 0.3 mm. 
According to the finite element simulations performed by Ayatollahi [9], in a SCB specimen of radius 
75 mm containing an edge crack of length 20 mm, pure mode-II loading is achieved when the edge 
crack distance is 16 mm from the middle of the specimen (see Fig. 1). S1 and S2 are the left and right 
hand side distances of the lower fixtures from the middle of the specimen, respectively. For pure 
mode-II loading, the values of S1 and S2 were found from the FE analysis to be 50mm and 20 mm 
respectively.  
 

 

Figure 1. Test specimen used for pure mode-II fracture tests 

 
The asphalt concrete used to prepare the cylindrical samples was similar to the one which is widely 
used in Iran pavement systems. Aggregate gradation of the HMA mixtures used in this study (as 
described in Table 1) is within the range of the recommendations by Iran Highway Asphalt Paving 
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Code (IHAPC). The air void of all mixtures was 4 percent. Asphalt binder with penetration grade of 
60/70 was utilized for preparation of the cylindrical samples. 
 

Table 1. HMA aggregate gradation 

Requirements
Sieve size (mm) 

Min Max
Percent passing 

19 100 100 100 

12.5 90 100 95 

9 67 87 77 

4.75 44 74 59 

2.36 28 58 43 

1.18 20 46 33 

0.5 13 34 23 

0.3 5 21 13 

0.15 4 16 9.5 

0.075 2 10 8.4 

 
 

3. Fracture tests and results 
 
Three-point bend fracture tests were conducted on the SCB specimens under pure mode-II loading at 
-20°C. To achieve this temperature, the SCB specimens were first put into a freezer with the fixed 
temperature of -20°C for 4 hours. Then the tests were immediately carried out using a universal 
testing machine and a three-point bend fixture (as shown in Fig. 2). The displacement rate of the 
upper fixture was set to a constant value of 3 mm/min. In the first stage, the conventional round-tip 
supports were used to load the specimens. However, some of the tests were not successful. Because, 
the crack growth initiated from the lower and right hand side fixture and not from the crack tip (see 
Fig. 3).  
To avoid crack initiation from undesirable locations, the lower fixtures were modified such that 
instead of applying the bottom loads in the concentrated points (as was the case in the first set-up) the 
loads were applied as distributed forces. Several finite element analyses were performed to find the 
width of distributed load (i.e. the magnitude of b in Fig. 4) in order to provide pure mode-II loading. 
Fig. 5 shows a typical mesh used in the finite element analyses. The appropriate value for the 
parameter b was eventually found to be 4 mm. The conventional fixtures used in the first set-up were 
replaced with the second set-up, and the mode-II fracture tests were repeated. By this modification, 
the crack extension in all the specimens took place from the crack tip (see Fig. 6). Therefore, the pure 
mode-II fracture test was successfully simulated experimentally using the SCB specimen. The 
fracture tests were also performed under pure mode-I loading and at -20°C using the same three-point 
test set-up. However, for this type of loading, the crack was generated in the middle of the specimen 
with symmetric loading supports of S1=S2=50 mm (see Fig. 1). Fig. 7 shows sample of the load-load 
line displacement curves recorded from the mode-I and mode-II fracture tests. In order to increase the 
reliability of the experimental results, four SCB specimens were tested for each mode of loading. As 
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shown in Fig. 7, the load increases linearly and then suddenly drops to zero. Therefore, one may 
suggest that the asphalt concrete failure was due to brittle fracture with negligible nonlinear 
deformation. Considering the area under the load-load line displacement curve, Fig. 7 shows that the 
asphalt mixture needs higher energy to fracture under mode-II loading than under mode-I loading.   
 

 
Figure 2. Three point test set-up 

 

 
Figure 3. Fracture test using first set-up 

 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-5- 
 

 

Figure 4. Three-point test (second set-up) 

 

 
Figure 5. The finite element mesh 

 
The fracture resistance in cracked specimens is often described by the values of critical stress 
intensity factors. The mode-I and mode-II critical stress intensity factors, KIc and KIIc can be written 
for the SCB specimen in terms of the experimentally obtained fracture load Pcr as: 
 

a
Rt

P
YK crI

IIc π
2

=  

(1) 

a
Rt

P
YK crII

IIIIc π
2

=  

 
The fracture load Pcr is obtained for each mode of loading from the maximum load recorded in the 
fracture tests. YI and YII are mode-I and mode-II geometry factors which were obtained from finite 
element analyses as 3.73 and 2.25, respectively. The specimen radius and thickness R, t, and the crack 
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length a are 75 mm, 32 mm, and 20 mm respectively. 
 

 
 

Figure 6. Fracture test using second set-up 

Load Line Displacement (mm)

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4

L
oa

d(
kN

)

0

2

4

6

8

10

12
Mode-I
Mode-II

 
Figure 7. Load vs LLD at -20oC 

 

Table 2. Average experimental results for mode-I and mode-II loading 

Mode of loading )(kNPcr Critical stress intensity factor ).( mMPa  

Pure mode-I 5.3 1.03 

Pure mode-II 11.2 1.3 
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The critical stress intensity factors (KIc and KIIc) were calculated from Eq. 1 for each test conducted 
under mode-I or mode-II loading conditions. Table 2 shows the average values of Pcr, KIc and KIIc 
obtained for asphalt samples. According to this Table, the critical stress intensity factor under pure 
mode-II loading is about 26% higher than that under pure mode-I loading. In other words, when a 
cracked asphalt concrete is under pure mode-II loading, its resistance against brittle fracture at low 
temperatures is more than that of mode-I loading. Moreover, the mode-II fracture load in the asphalt 
SCB specimens is more than twice the mode-I fracture load (see Table 2). While the crack extension 
in mode-I fracture tests took place along the pre-crack direction, all the mode-II cracks kinked out of 
the initial plane (see Fig. 6). This is mainly because the maximum tensile stress around the crack tip is 
no longer along the crack line when a cracked specimen like SCB is subjected to pure mode-II 
loading conditions [10].  
 

4. Conclusion 
 
In this paper, a suitable procedure was suggested for conducting fracture experiments on cracked 
asphalt concretes under pure mode-II loading and at low temperatures. The modified SCB specimens 
used for the experiments can be produced conveniently by a gyratory compactor or by coring from an 
existing asphalt pavement. The specimen can be used both for pure mode-I tests and for pure mode-II 
tests. The mode-I and mode-II tests were performed successfully on an asphalt mixture sample at 
-20oC. The results showed that both the fracture load and the critical stress intensity factor obtained 
from the mode-II experiments were considerably higher than those obtained from the mode-I 
experiments.  
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Abstract A moiré interferometry-based experimental method is first introduced for high-temperature, 
mixed-mode fracture testing. The method allows real-time observation of surface deformation of cracked 
specimens and crack-tip plastic zone at elevated temperatures. Based on the moiré fringe patterns captured 
real time through image acquisition system, important fracture parameters, such as the crack open 
displacement, the crack initiation load, the ultimate load, etc., can be determined. With these data, the stress 
intensity factor, load bearing capacity, fracture ductility, strain, and stress fields near the crack-tip can be 
obtained. The method has been successfully applied to investigate pure mode I, I-II mixed-mode fracture 
performance of high temperature alloys. Furthermore, some significant thickness effects achieved by the  
group of researchers on the mixed-mode fracture performance of TC11 titanium alloy at high temperatures 
are cited and briefly introduced. Finally, three dimensional finite element simulations are performed for the 
tensile-shearing specimens at an elevated temperature. Simulation results are in agreement with 
measurements. 
 
Keywords Moiré interferometry, High temperature, Mixed mode fracture, Thickness effect 
 
1. Introduction 
 
In industrial fields, such as aerospace, petrochemical, and dynamic transportation, there is a 
growing demand for high-temperature structural materials. The rising demand makes the issues of 
reliability design, failure analysis, and safety evaluation for high-temperature structures increasingly 
important [1-5]. The performance of engineering materials, especially metal materials, is always 
sensitive to temperature. At an elevated temperature, internal molecular motion aggravating, phase 
changing, cavity and micro crack emerging in materials make their fracture property significantly 
different from that at room temperature [3]. With the field of fracture still in development, 
high-temperature behavior remains one of the unresolved fundamental issues [6]. A better 
understanding of the fracture behavior is important. High-temperature components, such as engine 
turbine and blade, steam boiler and pipeline, and steam turbine bear complex loading at high 
temperatures. Therefore, mixed-mode fracture testing of materials from room to high temperature is 
necessary.  
 
By far, the research on two-dimensional (2D) cracks of single and mixed modes under room 
temperature (RT) becomes better and approaches perfection day by day. However, most of the 
previously conducted analytical and numerical investigations in fracture mechanics were focused on 
2D or axisymmetric geometries, although three-dimensional (3D) effects were often acknowledged. 
The stress state near an actual crack tip is always 3D, and the meaning of the results obtained within 
the 2D theories and their relation to the actual 3D stress distribution is still not fully understood [7]. 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-2- 
 

3D effects increasingly drew attention in recent years from material experiments in laboratories to 
the real structure [6-8]. Experiments have shown that some damages or failure characteristic 
quantities, which are regarded as material constants, indeed are related to the structural geometry 
[5]. A large number of theoretical analysis, experimental investigations, and numerical 
computations reveal significant 3D effects such, as the thickness effect [9-14]. 3D fracture theory, 
founded in consideration both of in-plane and out-plane constraints, has made important progress 
[15-18]. The research on mixed-mode cracks gradually progresses from the 2D hypothesis to the 3D 
assumption [19-21]. Comparatively, research mainly focuses on the cracks of ideal mode I, 2D 
problems, theoretical analysis, and numerical computations. Experimental investigations, especially 
observations and measurements of real 3D fracture of mixed-mode cracks under high temperature, 
are very limited. There is no complete analytic solution for 3D fracture problems due to 
mathematical difficulties. Research on 3D fracture problem of mixed-mode cracks under high 
temperature still needs to be done. The existing theoretical fracture models have many weaknesses 
and are not verified by experiment and practical use [5]. In a conceptual paper on the past and 
future development of fracture mechanics, Erdogan [6] identifies 3D effects, high-temperature 
behaviors, computational methods, and experimental methods as the areas where further intensive 
research is needed.  
 
A new fracture experimental technique based on the moiré interferometry is introduced in this study, 
by which I-II mixed-mode fracture phenomenon could be surveyed and recorded when temperature 
is high (say at least several hundreds of degrees in Celsius). Finite through-thickness cracked 
specimens are employed in tests under the coupling of thermal environment and mixed-mode 
loading. Displacement field moiré fringes around the crack are recorded. This experimental method 
was successfully used in investigation of fracture properties of high-temperature alloys. Several 
specific thickness effects at high temperatures are revealed based on the experimental results. 
 
2. High-temperature, mixed-mode fracture test 
 
2.1. Experimental setup and procedures  
 
High-temperature moiré interferometry system has been successfully used in investigation of crack 
growth of pure mode I [22-24]. The same is employed in this present mixed-mode fracture research. 
The tensile-shearing specimen dimensions and mixed-mode loading fixture are given in Ref. [25]. 
A special orthogonal diffraction grating with high temperature resistance is chosen and fabricated 
on a highly polished surface of a specimen by photoetching and chemical etching [26]. Two sets of 
grid lines of the orthogonal grating are parallel to and perpendicular to the crack, respectively. A 
rotatable U-V mirror set [27] is invented for the purpose of the mixed-mode fracture experiment. 
The mirror set is designed to rotate by the same angle when angle β existed between loading 
direction and crack perpendicular, as shown in Figure 1. Consequently, the displacements normal to 
the crack (Mode I) and parallel to the crack (Mode II) were effectively separated, ensuring that 
moiré fringes corresponding to the u-displacement and v-displacement always are parallel and 
perpendicular to the crack at any I-II mixed-mode loading. The fracture testing procedure based on 
moiré interferometry at elevated temperature, including preparations of specimens, fabrication of 
specimen grating, heating, maintenance of temperature, and loading until fracture, is detailed in Ref. 
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[25].  

 
Figure 1: Mixed-mode fracture test fixture and corresponding arrangement of U-V mirror set 

 
2.2. Evaluation of fracture parameters  
 
Typical moiré fringes seen during the test are illustrated in Figure 2. The fringes tend to be closer to 
each other and move towards the crack tip with the load. Once the load increases, a small dark spot 
appears around the crack tip on the surface. This means a plastic zone forms and develops as the 
load increases. The crack mouth open displacement (COD), which is the relative displacement of 
point A and B in Figure 2, is measured using a v-displacement field moiré fringes based on the 
principle of moiré interferometry. Special image processing techniques, such as smoothing, filtering, 
and refining, are used to reproduce the moiré fringe for counting the number of fringes and 
reproducing the profile of plastic zone. The stress intensity factors KI, KII, Keff are determined based 
on load, loading angle, and crack length when the fracture test is finished [25]. Load-COD curves 
and Keff-COD curves then can be drawn. 
 

 
Figure 2: Representative moiré fringe patterns during the test and reproduced images  

 
2.3. Measurement of crack initiation angle 
 
From 2D fracture mechanics, the crack initiation angle is usually defined as the included angle 
between the initiation orientation and the original crack orientation at half-thickness (middle) plane. 
The included angle is the one between the flat region B and the pre-cracked plane A in Figure 3. It 
is an important parameter for mixed-mode fracture but is often difficult to measure. To obtain the 
angle, as a common methodology, the specimen is first cut into two separate parts from the middle 
plane, and then the angle is measured [19]. However, it does not work well for metallic material and 
thin samples. The following method is employed to measure the initiation angle. First, a CCD 
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camera is used to take photographs of the profile of the fractured specimens, as shown in Figure 3 
(c). Subsequently, the profile photographs are processed as computer image files. The most 
important step in this procedure is accurately determining and drawing the tangent line at the 
beginning of the crack growth path at the middle thickness and the pre-crack line. Finally, the 
initiation angle is obtained by measuring the angle between the two lines. Based on the above 
mentioned scheme, the initiation angle of the specimen in Figure 3 is 27.7°. Using the same method, 
the included angle between the pre-cracked plane and the pre-notched plane (e.g., 5.5° in Figure 
3(c)), which is the machining error and which should be distinguished from the initiation angle, also 
can be recorded. 
 

 
Figure 3: Representative macro pictures of the fracture surface with characteristic regions. A is the fatigue 

pre-crack, B is the flat fracture region, and C is the shear lip. 
 
3. Fracture test on TC11 titanium alloy material  
 
Mixed-mode fracture experiments are conducted on TC11 titanium alloy specimens with varied 
thicknesses at RT and elevated temperature. The experiments are conducted using the newly 
developed testing technology, which is based on high-temperature moiré interferometry. Some 
results are very unusual and remarkable. 
 
3.1. Experimental results at elevated temperature [25] 
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Figure 4: Load capacity versus thickness b and loading angles β at high temperatures (reproduced from Ref. [25]) 
 
Figure 4 illustrates the average results for the specimens in the same thickness group at an elevated 
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temperature. It shows that in addition to some individual cases, the loading capacity increases with 
the specimen thickness. This observation is contrary to common knowledge. Increasing temperature 
enhances the fracture load capacity for thick specimens, but reduces it for thin specimens. Detailed 
analysis is given in Ref. [25]. When fracture toughness is examined, Keffi (the stress intensity factor 
corresponding to the crack initiation load Pi) with loading angle β and specimen thickness b appears 
at high temperatures, as shown in Figure 5. Effects of thickness existed in Keffi, although regularity 
is not obvious. These results again confirm the complex coupled effects of thickness and 
temperature in the mixed-mode fracture of the alloy. 
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Figure 5: Results of Keffi versus thickness b and loading angles β at high temperatures (reproduced from Ref. [25]) 
 
The thickness effect is significantly coupled with the temperature effect in mixed-mode fracture of 
TC11 alloy, which is important for the development of 3D fracture theory under complex loading 
and temperature conditions. Why did this happen? Is this the peculiarity of titanium alloy or is this a 
shared property of metals or alloys? To answer the questions, further studies on fracture mechanism 
of high-temperature fracture should be conducted. 
 
3.2. Qualitative comparison with finite element data 
 
To compare the test results with the numerical solutions, specimens with the same dimensions as in 
the experiment are modeled using the finite element (FE) software ANSYS. In the 3D simulation, 
the Ramberg-Osgood constitutive relation [28] is adopted to represent the material nonlinearity. The 
corresponding parameters are determined through fitting of experimental data. Accordingly, the 
stress-strain relation is expressed as 

38 19.95789.9879 10 ( )
120000 120000

σ σε = + ×                                    (1) 

at RT, and 
11 6.60959.089 10 ( )

98000 98000
σ σε = + ×                                            (2) 

at 500℃. 
 
The contours of Mises stress on the front surface at 500℃ are plotted in Figure 6, where the domain 
bounded by red lines conforms to the visual region of moiré fringe. In Figure 7, moiré fringe of the 
same specimen from the tests also is presented. In the first row of Figures 6 and 7, the same load is 
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Figure 6: ANSYS non-linear FE results (stress field and plastic zone on the front surface) at 500℃ 

 
considered. However, there are different exists in the second row, where the load is the maximum 
value before fracture in Figure 6 and the value under which the last clear moiré fringe is obtained in 
Figure 7. Based on Figures 6 and 7, numerical results apparently agree well with the experimental 
data. The displacement fields on the specimen surface by the moiré interferometry are invalid due to 
the existence of crack tip plasticity and out-plane deformation. As an amendment, the 3D FE 
simulation is a powerful auxiliary tool in the computation during late loading period, and the 
corresponding details will be described in future work. The hybrid experimental-numerical 
procedure [29] is believed to be an effective technique in the fracture analysis and prediction area. 
 

 
Figure 7: Corresponding experimental results (displacement field and plastic zone on the front surface) 
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4. Conclusions 
 
In the present paper, the newly developed fracture test equipment, techniques, and methodology 
based on moiré interferometry are presented in detail. Through real-time observation of fracture 
process around the crack tip and image acquisition of the moiré fringe at different loads, the 
magnitude of elastoplastic deformation and corresponding fracture parameters are extracted using 
the wave-front interference principle. In the test of TC11 finite specimen with through-thickness 
crack under mixed mode I-II loading, the duration from the beginning of loading to the ultimate 
fracture of specimen is relatively short, thereby causing difficulty in the determination of crack 
initiation moment. Moreover, no stable crack growth process is involved prior to the occurrence of 
unstable crack propagation. Concerning the common fracture mechanism on crack initiation, and 
the stable and unstable growth of metallic material, further investigation should be conducted to tell 
whether the size of crack tip plasticity zone on the surface can be adopted as a characteristic 
quantity of fracture. At the same time, the anomalous thickness effect of TC11 titanium alloy is 
reported, and the essence of this phenomenon is waiting to be uncovered. 
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Abstract  This paper reports the authors’ recent work on mixed-mode fracture in fiber-reinforced laminated 
composite beams and plates. The work considers the so-called one-dimensional fracture which propagates in 
one-dimension and consists of only mode I and mode II fracture modes. Fracture interfaces are assumed to 
be either rigidly or cohesively bonded. Analytical theories are developed within the contexts of both classical 
and first-order shear deformable laminated composite theories. When a rigid interface is assumed for brittle 
fracture, there are two sets of orthogonal pure modes in classical theory, and there is only one set of 
orthogonal pure modes in shear-deformable theory. A mixed-mode fracture is partitioned by using these 
orthogonal pure modes. The classical and shear deformable partitions can be regarded as either lower or 
upper bound partitions for 2D elasticity, and hence approximate 2D elasticity partition theories are developed 
by ‘averaging’ the classical and shear deformable partitions. When cohesively bonded interfaces are assumed 
for adhesively joined interfaces, the classical and shear deformable theories give the same pure modes. 
Approximate partition theories are also developed for 2D elasticity. Numerical investigations demonstrate 
excellent agreement with the corresponding analytical theories. Experimental data considered shows that the 
failure locus is strongly linear. 
 
Keywords  Composite, Energy release rate, Failure locus, Mixed-mode fracture, Orthogonal pure modes 
 
1. Introduction 
 
Delamination is a major concern in the application of laminated composite materials. Although it 
occurs often together with other fracture modes such as fiber breakage, matrix cracking and 
intra-laminar cracking, pure delamination is always an important research topic which provides 
insight and understanding of lamina interfacial mechanics, and it often occurs in one-dimensional 
delamination. A delamination is called one-dimensional when its crack front propagates only in one 
direction. Familiar examples are through-width delamination in laminated composite beams, 
circular ring shape delamination in laminated composite plates and shells, etc., as shown in Fig. 1. 
A distinct feature of one-dimensional delamination is that it usually consists of only the mode I and 
mode II fracture modes without any mode III. The study of one-dimensional delamination is of 
great importance for several reasons. It is the most fundamental problem in the fracture mechanics 
of materials. It is often used in experimental tests, such as the double cantilever beam (DCB), 
end-loaded split (ELS) and end-notched flexure (ENF) tests, to obtain the critical energy release 
rate (ERR) or toughness of a lamina interface in either pure mode I or mode II delamination. In the 
case of a mixed mode, it is often used to investigate delamination propagation criteria. Moreover, 
many practical cases of delamination in structures made of fiber-reinforced laminated composites 
can be approximated as one-dimensional. For example, the separation of stiffeners and skins in 
stiffened plate or shell panels made of laminated composite materials can be approximated as 
one-dimensional through-width delamination, and the separation of two material layers in laminated 
composite plates and shells in a drilling process can be approximated as one-dimensional circular 
ring-type delamination, etc. 
 
Because of its importance, one-dimensional delamination has attracted the attention of many 
researchers including many of the world leaders in the areas of fracture mechanics and composite 
materials. The primary goal is to develop analytical theories to determine pure delamination modes 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-2- 
 

 
Figure 1. Some examples of one-dimensional fracture. 

 

and then to partition a mixed mode into pure modes. Delamination propagation criteria can then be 
established by using the partition together with experimental data. The through-width delamination 
in a DCB made of isotropic material with rigidly bonded interface can be considered to be the 
‘simplest’ one-dimensional delamination. Although it seems to be a straightforward matter to 
determine the pure modes and to partition a mixed mode, it has been proved to be an extremely 
complex and sophisticated problem. There has been a lot of confusion on the matter during the last 
25 years. Ref. [1] may be the earliest work on the ‘simplest’ problem by Williams. A mixed-mode 
partition theory [1] was developed based on classical beam theory. Ref. [2] reported a combined 
numerical and analytical theory by Schapery and Davidson based on combined classical beam 
theory and 2D elasticity. It disagrees with the Williams’ theory [1] and concludes that classical 
beam theory does not provide quite enough information to obtain an analytical decomposition of the 
mixed-mode ERR into its opening and shearing mode components. Hutchinson-Suo reported their 
work in Ref. [3] in which the mixed-mode ERR is calculated based on the classical beam theory but 
the partition of ERR is calculated based on stress intensity factors from 2D elasticity. Their theory 
[3] agrees well with the theory in Ref. [2] and claims that Williams’ theory [1] contains conceptual 
errors. To respond to this claim, Williams reported some experimental work in Ref. [4] showing that 
Williams’ theory [1] is in a better agreement with the test results than Hutchinson-Suo theory [3]. 
This has caused a lot of confusion, which has affected many academic researchers and design 
engineers until today. A great deal of research effort has been made during the last two decades to 
resolve the confusion. Among many others, the following significant works are referenced here. Ref. 
[5] reported a mixed-mode partition theory for laminated composite beams with rigidly bonded 
interface based on first-order shear-deformable beam theory, which gives different mixed-mode 
partitions to those from Williams’ theory [1] and the Hutchinson-Suo theory [3]. The same theory as 
that in Ref. [5] was derived in Refs. [6, 7] but these are based on classical beam theory, which 
caused yet more confusion. Recently, the authors have developed analytical theories for 
one-dimensional delamination in laminated composite beams and plates by using a novel 
methodology [8–13]. All the confusion is explained. This paper reports some of the major results in 
Refs. [8–13]. 
 
2. Partition of mixed-mode fracture in laminated composite beams and plates 
with rigid interfaces 
 
The mechanics of delamination depend on the mechanical properties of lamina interfaces. A lamina 
interface is considered to be a rigid interface when the interface separation is negligible before an 
existing delamination propagates. Otherwise, it is considered to be a non-rigid interface or as it 
often called, a cohesively bonded interface. Bare-bonded interfaces in the conventional 
manufacturing process from glass or carbon fiber epoxy pre-pregs are typical rigid interfaces 
because of their brittleness. While cohesively bonded interfaces are typical non-rigid interfaces 
which are achieved by adding adhesive layers between bare plies when manufacturing components. 
 
2.1. Laminated composite DCBs 
 
A laminated composite DCB with a delamination of length  is shown in Fig. 2 (a). The interface 
stresses in Fig. 2 (b) only show the sign convention rather than any representative distribution. 
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Figure 2. A laminated composite DCB and its loading conditions. (a) General description. (b) Details of the 

crack influence region aΔ . 
 
2.1.1. Classical beam partition theory 
 
Using the constitutive relation in classical laminated composite beam theory, the ERR at the crack 
tip at location B, G  is 
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where subscript ‘B’ indicates loads at the crack tip at location B, for example, BM1  is the bending 
moment on the top sub-laminate at the crack tip. These loads are shown in Fig. 2 (b). Other 
quantities in Eq. (1) are 

 iiii DBAA 2−=∗   ,  iiii DABB −=∗ 2
  ,  iiii ABDD 2−=∗  (2) 

The range of subscript i  is 1 and 2, which again refers to the upper and lower sub-laminates 
respectively. For the intact laminate, the subscript i  is dropped. A , B  and D  are the 
equivalent extensional, coupling and bending stiffness of the DCB respectively.  
 
A novel methodology to partition mixed-mode ERR G  in Eq. (1) arises from the fact that G  is 
of quadratic form and non-negative definite in terms of the crack tip bending moments BM1 and 

BM 2 , and the crack tip axial forces BN1  and BN2 . An analogy of this is the positive definite 
kinetic energy of a vibrating structure, to which individual modal energies are attributed by using 
modal analysis from orthogonal natural vibration modes. A hypothesis is then made that the total 
ERR in a mixed-mode delamination can be partitioned into pure mode components by using 
orthogonal pure modes. There are two sets of fundamental orthogonal pure modes. The first set 
corresponds to zero relative shearing displacement just behind the crack tip (mode I) and zero crack 
tip opening force ahead of the crack tip (mode II). The second set corresponds to zero relative 
opening displacement just behind the crack tip (mode II) and zero crack tip shearing force (mode I). 
It is simple to derive the zero relative displacement modes first and then to find the zero force 
modes by applying orthogonality through Eq. (1). An alternative and more complex derivation 

considers the interface stresses. If the mode vector form is { }T
BBBB NNMM 2121 ,,, , then the first set 

of fundamental orthogonal pure modes, referred to as the { }βθ , set, are found to be 
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with 
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The second set of fundamental orthogonal pure modes, referred to as the { }βθ ′′,  set, has the same 
format as that of the first set in Eq. (3), but with 
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Any four fundamental pure modes from either the first set or the second set can be used to partition 
a mixed mode. The partitions are given below. 
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where 
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and 
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The partitions in Eqs. (8) and (9) use both sets of orthogonal pure modes. The partition theory in 
Ref. [1] only gives the { }11, βθ ′′  pure modes correctly. The partition theories derived in Refs. [6,7] 
is equivalent to using only the first set of pure modes to partition a mixed-mode. The methodologies 
used in Refs. [6,7] are not able to find the second set of pure modes. The partitions are easily 
reduced for isotropic materials. With a thickness ratio 12 hh=γ  now introduced, they are 
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where IEc  and IIEc  are still given by Eq. (10) and γBBBe NNN 211 −= . The pure mode 

relationships are now as follows: 
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2.1.2. Shear deformable beam partition theory 
 
In the absence of crack tip shear forces, the total ERR G  in a mixed-mode fracture is still given by 
Eq. (1) within the context of the first order shear deformable laminated composite beam theory. 
However, the two sets of fundamental orthogonal pure modes now coincide at the first set, i.e. the 
{ }βθ ,  set and the partitions of the total G  are given by 
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When crack tip shear forces BB PP 21 ,  are present, the following two terms need to be added to the 
mode I ERR in Eq. (17): 
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where 1H  and 2H  are the through-thickness shear stiffnesses and 
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In the case of layered isotropic DCBs, these partitions reduce to 
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The mode I contribution from crack tip shear forces reduces to 
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2.1.3. 2D elasticity partition theory 
 
One averaged partition theory is obtained by averaging the classical and shear deformable partitions. 
This partition has been found to give an excellent approximation to the partition from 2D elasticity. 
The mode I and II components of the ERR from the averaged partition theory denoted by IG  and 

IIG  respectively. They are 

 ( ) PPITIEI GGGGG
11

2 θθα Δ+++=   ,  ( ) 2IITIIEII GGG +=  (23) 

 
2.1.4. Local and global partition theories 
 
When ERR is calculated right at the crack tip, i.e. using an infinitesimally small region around the 
crack tip, it is called a local calculation. When it is calculated using a finite small region, it is called 
a global calculation. In terms of the finite element method (FEM), an infinitesimally small region 
means one element length in a very fine mesh, whilst a finite small region means multiple element 
lengths. When global ERR calculation is used, the above three local partition theories, i.e. the 
classical, shear-deformable and 2D partition theories give the same partitions as that of the local 
classical partition theory. That is, the classical partition theory unifies the three theories in a global 
partition. The differences between the three local theories arise from the differences of the crack tip 
stresses in the three theories. However, the global distribution of interfacial stresses is governed by 
the classical beam and plate theory. 
 
2.2. Clamped-clamped laminated composite beams 
 
A clamped-clamped composite laminated beam with a symmetric delamination is considered. The 
loads 1P  and 2P  are applied at the mid-span. The pure mode I mode in the first set of orthogonal 

pure modes in classical beam theory, i.e. the { }βθ ,  set, is given by 

 ( ) ( )[ ]2221111212 22 AhBBAhBBPP P −+−== ∗∗θ  (24) 

Its orthogonal pure mode II mode PPP β=12  is too complex to be presented here algebraically. 

The second set of orthogonal pure modes in classical beam theory, i.e. the { }βθ ′′,  set is given by 

 112 −==′ PPPθ   ,  *
1

*
212 DDPP P =′= β  (25) 

Within the context of shear deformable beam theory, the expressions for PPP θ=12  pure mode I 

and PPP β=12  pure mode II are too complex to be presented here algebraically. However, when 
the through-thickness shear effect is not excessively large, they are very close to those in classical 
beam theory. 
 
2.3. Clamped circular layered isotropic plates 
 
A clamped circular layered isotropic plate with a central delamination and central loads 1P  and 2P  
are considered. The first set of orthogonal pure modes in classical plate theory are found to be 
 112 θθ == PPP   ,  112 ββ == PPP  (26) 

where 1θ  and 1β  are given in Eq. (14). The corresponding ERRs are given by 
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The second set of pure mode I and II modes are the same as those in Eq. (15). In the first order 
shear deformable plate theory, the first set of pure modes is approximately pure and the second set 
disappears. 
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3. Partition of mixed-mode fracture in layered isotropic DCBs with non-rigid 
interfaces 
 
3.1. Classical beam partition theory 
 
The mode I ERR IEG  is considered first. The interface normal stress nσ  is found to be 
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)4(333
1 213)1(3 uhwEhn γγγγσ −++−=   (28) 

where 21 www −=  and 12 uuu −= are the relative opening and shearing displacements at 
interface. The mode I ERR is then found by using J-integral. 
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Substituting Eq. (28) into Eq. (29) gives 
  )1(

112
3 )]()1(/[)31( BBB

L
IEIE wPPbGG βγγ −+++=  (30) 

The first term IT
L
IE GG =  in Eq. (20) and the )1(

Bw  in the second term is the relative crack tip 
rotation. It is seen that Eq. (30) is not completely analytical due to the second term. It is more 
important to note that the second set of orthogonal pure modes is not present. The mode II ERR can 
be considered similarly. The interface shear stress sτ  is found to be 

 usssPs ττττ σ ++=  (31) 

with 

 ( ) ( )[ ]γγγτ ++= 123 121
2 bhPP BBsP   ,  ( ) ( )∫−=

x

ns dxh
01213 σγγτ σ   ,  ( )[ ]γγτ += 14)2(

1 uEhus  (32) 

The mode II ERR IIEG  is then calculated by using J-integral. 

 B

u

sP
L
IIEIIE udGG B

∫+=
0
τ  (33) 

The first term IIT
L
IIE GG =  in Eq. (20) and the second term can be calculated for a given cohesive 

law. 
 
3.2. Shear deformable beam partition theory 
 
It is simple to verify that the mode II ERR IITG  remains the same as the IIEG  in Eq. (33). 

However, the mode I ERR ITG  needs reconsideration. The governing equation for the interface 

normal stress nσ  is 

 ( ) ( )( ))3(
1

)4(2)2( 213 uhwnn γγασλσ −+=−  (34) 

where ( ) ( )( ) 2/12
1 31 EGkh xzγγλ +=  and ( )γγα += 11

2 hGk xz . By using the method of parameter 

variation, the solution to Eq. (34) is found. 
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The two integration constants 1c  and 2c  are determined using the conditions 

( ) ( ) .0)1( =Δ=Δ aa nn σσ  

 ( ) ( )∫∫
Δ −Δ − −−−=

a xa x dxeuhdxewc
01

2

0

3
1 4132 λλ γγαλαλ  (36) 
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 ( ) ( )∫∫
ΔΔ
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a xa x dxeuhdxewc
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Then, mode I ERR is found using J-integral. 
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Note that the first term in Eq. (38) is calculated from a given interface cohesive law with 
( ) ( ) )1(

1
2 213 BnmI uhbM γγαλσ −+−=  in which 

 ( ) BeBBnm NhMMM 1
32

1211
3 ])1(2/[)1()1/()31( γγγβγγ +−+−++=  (39) 

and 
 ( ) ( )22

11
2

1
2

21
2)1( 66 γγγ EbhNhMMu BeBBB ++−=  (40) 

In the case of a rigid interface the first two terms in Eq. (40) disappear and the third term reduces to 

IT
L
IT GG =  in Eq. (20). For a non-rigid interface the first term in Eq. (38) is calculated based on the 

given cohesive law and the second and third terms are not able to be determined analytically. 
However, for most of practical engineering problems with hard interfaces the third term in Eq. (38) 

can be replaced by ITG  in Eq. (20). Therefore,  in Eq. (38) can be calculated by using a given 

interface cohesive law and the following: 

 ( )∫ −= B

IB

w

w BInB
L
IT wdG

σ

σσ  (41) 

Therefore, the second term in Eq. (38) is found and the mode I ERR ITG  for a hard interface is 
obtained analytically. 
 
3.3. 2D elasticity partition theory 
 
A DCB under crack tip bending moments BM1  and BM2  is considered here. Refer to Ref. [12] 
for general loading conditions. By using the two sets of fundamental orthogonal pure modes, i.e. 
{ }βθ ,  in Eq. (14) and { }βθ ′′,  in Eq. (15), approximate orthogonal pure mode I and mode II 
modes are 

 ( ) ( ) ( )( )2321312 log22/1log2/1 erNNNerNNNerN kkk θθθθθθθ +−+−+=  (42) 

 ( ) ( ) ( )( )2321312 log22/1log2/1 erNNNerNNNerN kkk βββββββ +−+−+=  (43) 

where Ekker /=  is the ratio of interface stiffness to Young’s modulus. 1Nθ , 2Nθ , 3Nθ , 1Nβ , 

2Nβ , 3Nβ  are functions of the two sets of fundamental orthogonal pure modes. Detailed 

expressions for them are given in Ref. [12]. A mixed mode can be partitioned using this pair of pure 
modes. 
 
4. Numerical and experimental assessments 
 
The partition theories presented above have been extensively validated by using FEM simulations 
and in general excellent agreement has been observed [8–13]. Here, one example is presented for an 
isotropic DCB with non-rigid interface. The geometric dimensions of the DCB are length 

mm110=L , width mm1=b , total thickness mm221 =+ hh  and crack length mm10=a . The 

material Young’s modulus is GPa1=E . The loading conditions are Nm11 =BM  and 02 =BM . 
Mixed-mode partitions from the present 2D elasticity theory and Abaqus FEM are recorded in 
Table 1 for various thickness ratios γ  and interface stiffness to Young’s modulus ratios erk . An 
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excellent agreement is observed between the analytical and FEM results. Note that GGI / in 
Table 1 is a percentage. 
 

Table 1. Comparison between present 2D elasticity partition theory and FEM results. 
    Analytical (×106 N/m) FEM (×106 N/m) 
γ  erk  0.1 0.5 1 5 10 0.1 0.5 1 5 10 

1 IG  3.000 3.000 3.000 3.000 3.000 3.029 3.029 3.028 3.024 3.022

 GGI /  57.14 57.14 57.14 57.14 57.14 57.66 57.60 57.79 58.59 59.22

3 IG  45.30 43.75 42.99 42.18 40.17 45.12 44.09 43.48 41.47 40.29

 GGI /  95.87 92.59 90.98 89.26 85.01 94.72 92.71 91.56 87.96 85.97

5 IG  159.7 154.9 152.0 148.6 139.7 159.0 156.4 154.7 148.6 144.7

 GGI /  99.05 96.06 94.24 92.16 86.61 97.80 96.39 95.50 92.44 90.59

7 IG  381.9 371.5 364.3 355.8 332.0 380.7 375.4 371.8 358.2 349.1

 GGI /  99.65 96.94 95.06 92.83 86.63 98.59 97.46 96.72 94.07 92.40

9 IG  748.0 728.9 714.5 697.0 647.6 746.3 736.6 729.8 703.7 686.0

 GGI /  99.83 97.29 95.36 93.03 86.43 98.92 97.95 97.30 94.92 93.39
 
One example of experimental assessments is also presented here. Since the specimens in the tests 
were manufactured without adhesive layers [4] the laminar interfaces are considered to be rigid. 
Five partition theories, i.e. Williams theory [1], Suo-Hutchinson theory [3], Wang-Harvey classical, 
shear deformable and 2D theories, are assessed in Fig. 3. Although the Suo-Hutchinson and 
Wang-Harvey 2D partition theories are considered to be most accurate, the Wang-Harvey classical 
theory agrees the best with experimental data. It is suggested that the propagation of mixed-mode 
delamination on rigid interfaces is governed by the global partition as the global partitions of shear 
deformable and 2D partition theories are the same as the classical partitions. 
 

 
Figure 3. A comparison of various partition theories and the linear failure locus for 

epoxy-matrix/carbon-fiber composite specimens. 
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5. Conclusions 
 
The present work discovers the most fundamental fracture modes – the two sets of orthogonal pure 
modes. A mixed-fracture mode can be superimposed or partitioned by these most fundamental pure 
modes. The two sets co-exist in classical laminated composite beams and plates and coincide in 
shear deformable beams and plates for rigid interfaces. When non-rigid interfaces considered the 
two sets coincide in both classical and shear deformable theories. By using these two sets of pure 
modes, a mixed-mode can also be partitioned based on 2D elasticity theory. The novel methodology 
is rooted in the mechanics of material and operated by a powerful mathematical method. It is 
capable of studying delamination in curved laminated composite beams and shells as well. It is also 
capable of studying general and buckling driven delamination consisting of all opening, shearing 
and tearing modes. 
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Abstract  The purpose of this paper is to investigate by means of the 3D Finite Element method a coupled 
fracture mode generated by anti-plane loading of a straight through-the-thickness crack in a linear elastic 
plate. This coupled fracture mode represents one of three-dimensional phenomena, which are currently 
largely ignored in numerical simulations and failure assessment of structural components weakened by 
cracks. It arises due to the boundary conditions on the plate free surfaces, which negate the transverse shear 
stress components corresponding to classical mode III. Instead, a new singular stress state in addition to the 
well-known 3D corner singularity is generated. This singular stress state (or coupled fracture mode) can 
affect or contribute significantly to the fracture initiation conditions. The coupled singular mode exists even 
if the applied anti-plane loading produces no singularities ( 0K III = ). In this case there is a strong thickness 
effect on the intensity of the coupled fracture mode.  
 

Keywords  Crack, anti-plane loading, coupled fracture mode, 3D modelling 
 

1. Introduction 
 
The first systematic study on the three-dimensional stress states of a through-the-thickness crack 
subjected to mode I loading was conducted in Refs [1-4]. Accurate studies on three-dimensional 
stress distributions in front of cracks have been carried out in those references, extending Williams’ 
two-dimensional eigenfunction expansions [5] to the three-dimensional case, and in [6] four distinct 
harmonic functions have been used to solve the problem according to Papkovich-Neuber's method. 
Utilising a variational principle, a system of simplified governing equations has been derived [1-4] 
for the extension and bending deformations of an elastic plate with a through-the-thickness crack 
and investigated the three-dimensional stress states surrounding the crack tip.  One important 
result from this work is that the area of the three-dimensional stress state around the crack tip 
spreads in the plane direction to the distance of approximately half of the plate thickness. Beyond 
this distance the stress state follows the classical plane stress solution. Many experimental studies 
conducted in the past including those carried out in [7] who applied an optical technique confirmed 
this fundamental result.   
Another interesting three-dimensional effect, which was first presented in [8], is the disappearance 
of the in-plane singularity at a point when a corner front (crack front) intersects a free surface. At 
this point a new three-dimensional corner singularity develops instead. The problem of a vertex 
(corner) singularity is now well documented in a number of articles in the last thirty years (see, 
among the others, Refs [9-17]). This problem was recently re-examined in [18] with reference to 
fatigue crack growth. In this paper, the effect of a free surface on fatigue crack behaviour was 
investigated experimentally and numerically for relatively thick specimens, where the solutions 
provided in [8] for semi-infinite space can be applied. In [9] it was underlined that the 3D corner 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-2- 
 

singularity in cracked plates, which usually can be neglected for mode I loading, should be taken 
into consideration for mixed mode loadings. However, despite all these studies the role of the corner 
singularities in fatigue and fracture phenomena remains largely unknown. 

 
Fig.1 Generation of coupled fracture modes due to Poisson’s effect and redistribution of stresses on 

free surfaces when a crack is subjected to shear (a) and anti-plane loading (b) 
 
One more three-dimensional effect, which the two-dimensional numerical and analytical solutions 
are incapable to predict or analyse, is the existence of the coupled fracture modes. To illustrate these 
coupled fracture modes let us consider a through-the-thickness crack loaded in shear or anti-plane 
loading. In these cases additional local fracture modes are generated due to Poisson’s effect and/or 
the redistribution of stresses on the free surfaces as illustrated: in Fig. 1 (a) – mode II loading and (b) 
– mode III loading in the case of a zero notch angle [16].  In many papers (see among others Refs 
[19, 20]) it was highlighted that modes II and III cannot exist independently and the presence of one 
of these modes always generates a coupled singular state. 
The coupled modes induced by the primary modes II and III for through-the-thickness cracks have 
been known for a rather long period of time but the first systematic studies for semi-infinite cracks 
were conducted numerically using a careful  FE modelling in [10, 21].  Recently the first coupled 
fracture mode (see Fig. 1a), which was called the out-of-plane or  KO-mode, was investigated for 
finite geometries representing welded joints as well as for sharp and round notches of arbitrary 
opening angle. It was demonstrated that the KO-mode has many interesting and previously unknown 
features, which can influence mixed-mode fracture, crack initiation and fatigue growth phenomena. 
A recent experimental and numerical study has been performed to investigate the fatigue crack 
growth tests in mixed-mode 2 + 3 on maraging steel and Ti-6Al-4V. The 3D evolutions of the crack 
fronts -measured by SEM after interrupted tests- have been analyzed [22]. A 3D finite element 
model of tested specimens has been prepared, with a refined mesh around the crack front. It has 
been shown that the profiles of stress intensity factors and energy release rate vary along the crack 
front. In particular due to the coupled Mode 2 and Mode 3 loadings  K2, K3 and G have been found 
with an asymmetrical profile. When the inclination angle of the crack plane relative to the 
horizontal axis surface is equal to 45° the energy release rate is ten times higher near one free 
surface than on the other inducing a strong asymmetry in crack growth and showing the non 

Compression 

Tension

Free Surface
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negligible effects of the coupled modes. 
One of these interesting features is a coupling of this mode with the non-singular terms at shear 
loading. It means, if a crack is loaded in shear with KII= 0, the intensity of the coupled K0- mode 
can be different from zero. At such loading the intensity of the out-of-plane mode is finite and 
capable of initiating brittle fracture [23, 24]. The latter result and other three-dimensional features 
are in contradiction with the classical two-dimensional view on fracture, which states that brittle 
fracture can only be initiated with non-zero stress intensities of primary fracture modes 
(conventional mode I, II and III). 
Important features of the out-of-plane singular mode were revealed in a careful three-dimensional 
numerical study of typical welded lap joint geometry [25] aimed to investigate the contribution of 
this mode to the overall stress state in the close vicinity of the slit/notch tip. The extension of the 
present study to sharp and blunt notches under mode II loading has been recently made by the 
present authors [26, 27]. 
In contrast to mode II loading, the coupled mode corresponding to mode III loading is much less 
investigated and there were no systematic studies focusing on the investigation of this mode except 
many remarks in literature on the coupled nature of modes II and III as well as the influence of this 
coupled mode on fracture appearance, crack path and crack initiation [19, 20]. The aim of this paper 
is to investigate this coupled mode using the Finite Element method and provide numerical 
estimates of the possible contribution of this mode to brittle fracture. 
In the beginning of the present paper, a numerical technique based on FE method is developed and 
validated for the investigation of the coupled mode associated with the anti-plane loading. Because 
this mode is localised in the close vicinity of the crack tip, a careful meshing is required in order to 
avoid large numerical errors in this region.  Further, a systematically study of this mode is carried out 
focusing on the effect of Poisson’s ratio on the stress intensity of this mode, which also varies along 
the crack front. It is also demonstrated that similar to the K0-mode, a non-singular mode III loading 
(KIII=0) is capable of generating the coupled singular stress state along the crack front. In this case, a 
strong scale effect exists and the intensity of the coupled mode strongly depends on the thickness of 
the plate.  
 
 
2. Approach 
 
2.1 Geometry 
Because the coupled singular modes are local modes and spread to the distance of approximately 
half of the plate thickness as explained in the Introduction, the problem geometry is truncated to a 
disk with such dimensions which avoid the effect of the finite boundaries on the stress state of the 
coupled mode as well as the influence of bending stresses. The antisymmetric boundary conditions 
are utilised to further simplify the geometry.  The final geometry is shown in Fig. 2 and 
appropriate displacement boundary conditions corresponding to anti-plane loading were applied on 
the cylindrical surface. The origin of the Cartesian coordinate system (x,y,z) is located at the crack 
tip, at the mid-surface where x direction was chosen to be the direction of the crack bisector. 
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Figure 2. Geometry of the plate and coordinate system with z=0 in the mid-plane 

 
2.2 Boundary Conditions 
 
The displacement boundary conditions are applied to the outer cylindrical edge of the plate. In the 
beginning the out-of-plane displacement field corresponding to the first singular term in the 
asymptotic expansion of the stress field, which is valid far from the crack tip (model boundaries), 
was prescribed as follows:  
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where μ  is the shear modulus. It is linked to Young’s modulus by a well-known relationship: 
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In further numerical examples Young’s modulus was set at 200 910× Pa. However, the numerical 
results to be presented in the following sections can be easily rescaled for other values of 
mechanical properties, loading or plate thickness. 
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2.3 Validation 
 
 As highlighted in the Introduction section due to complexity of the numerical analysis and 
interpretation of the computational results there were almost no works investigating this singular 
mode. However, the three-dimensional effects, specifically the coupling of fracture modes II and III, 
were often recognised and acknowledged in many papers on stress analysis of cracked structural 
components, fracture and fatigue. A comparison of the present results obtained with ANSYS 11 and 
those published in [11] in terms of the ratio of the induced to applied stress intensity factors 

III
C
II K/K  

as a function of the position along the crack front, z/H, are shown in Fig.3, demonstrating a good 
agreement. Description of all parameters of the modelling is given in [10] and the definition of the 
stress intensity factor of the coupled mode C

IIK  will be provided in the next Section. 
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Fig.3 Comparison of the present FE calculations and published results: line is the current numerical 

results and filled circles are data from [11] 
 
 

3. Numerical Results 
 
3.1 Stress State 
First, the results for the out-of-plane shear stress components along the bisector line for different 
distances from the crack tip are considered. The results can also be represented in non-dimensional 
form; however, the non-dimensional results are sometimes difficult to relate to practical situations. 
Therefore in the following computational examples, if it is not specified separately, the applied 
remote stress intensity factor, KIII= 1 MPa m , Poisson’s ratio ν=0.3  and the thickness of the plate, 
H= 40 mm.   

The intensity of the computed stress component τyz defined similar to the classical definition of the 
stress intensity factor for mode II in plane problems of elasticity as  

( ) ( ) III1
yz

0x
III xzlim2zK λ−

→
τπ=  (3) 

can be obtained using a standard log-log regression analysis of the stress distribution. The singular 
power describes the asymptotic rate at which the stress components increase as the crack tip is 
approached. As expected, the stress field everywhere has been found to have a degree of singularity 
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λIII= 0.5. This value remains constant from the crack tip until the external radius is reached. 
It has been found that the in-plane shear stress components associated with the coupled mode 
change in a wider range from zero at the mid-plane as expected to values of the same order as the 
applied stress intensity factor. In contrast, the out-of-plane shear stresses associated with the applied 
KIII mode do not significantly change across the thickness and the maximum shear stresses take 
place at the mid-plane of the plate decreasing smoothly towards the free surfaces. As mentioned 
above, the results were obtained for the above specified conditions (applied stress intensity factor, 
material properties and plate thickness) and can be easily rescaled or represented in a dimensionless 
form if necessary.  
 

3.2 Stress Intensity Factors 
The stress intensity factor of the coupled mode can be defined similar to mode II, or as 

( ) ( ) II1
xy

0x

C
II xzlim2zK λ−

→
τπ=  (4) 

In general there are many similarities between the coupled mode and mode II corresponding to the 
shear loading of a crack. However there are some essential differences between these two singular 
modes. The coupled mode is a local mode, which is concentrated in the vicinity of the plate free 
surfaces. It is generated due to the boundary conditions, which negate the out-of-plane shear stress 
components corresponding to the applied mode. For this coupled fracture mode the effect of 
Poisson’s ratio is rather small in comparison with the coupled mode generated by mode II loading 
[14]. The coupled modes rapidly decay with distance from the crack tip as it will be demonstrated 
later in this paper. 
The distributions of the local intensities of mode III, KIII(z) associated with the applied 
antisymmetric loading and ( )zK C

II
, associated with the coupled mode are shown in Fig. 4. As it can be 

seen from this figure the coupled mode is localised in the close vicinity of the free surfaces and 
propagates into the thickness to the distance of approximately 0.2 H. There is a significant drop in 
the intensity of the applied mode in the precincts of the free surface. In the very close vicinity of the 
free surface the intensity of both modes is approaching to zero. As it was mentioned in the 
Introduction, at a point where a corner front (crack front) intersects a free surface the applied and 
coupled modes disappear and a new type of singularity, 3D corner singularity, develops instead. 
Consequently, the numerical results could be not very accurate in the vicinity of this location [10].  

 
4. Anti-plane Loading with KIII = 0 and Scale Effect 
 
4.1 Coupled Mode due to Anti-plane Loading 
For an elastic plate with a crack, the possible contribution of higher order terms of the classical 
Williams’ solution [28] to the fracture initiation was discussed with reference to a plane elastic 
problem in [29-31]. As discussed in Ref. [30] in some cases of practical interest, the contribution of 
the higher order stress terms to the stress state in the vicinity of the crack tip (in addition to the 
stress intensity factors and the T-stress) is not negligible. A set of equations has been proposed for 
accurately describing the crack tip stress components particularly for those cases where the mode I 
and mode II stress intensity factors used in combination with the T-stress component, are unable to 
capture with satisfying precision the complete stress field ahead the crack tip.  In this session an 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-7- 
 

accurate analysis of mode III higher order (non-singular) terms on the induced mode II is carried.  
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Fig. 4. Distribution of the stress intensity factors (mode III and the coupled mode) along the plate 
thickness, at a distance x = 0.05 mm from the crack tip. 

 
The out-of-plane displacement, w, beyond the area of 3D effects (this 3D area is confined within a 
cylinder with the axis of symmetry along the crack front and radius equal to half of the plate 
thickness) can be expressed as [29]: 
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(5) 

with 

π
= ∞ 2

KC III0  
 
(6) 

The previous results are related to the case when 0C0 ≠  or 0K III ≠  and all other terms in the 

asymptotic expansion (5) are zero ( 0Cn ≡  at ∞= ...2,1n ). In Fe simulations the corresponding 

displacement boundary conditions far from the crack tip were applied to avoid effect of the finite 
boundaries of the FE model. In the following analysis the situation when a through-the-thickness  

crack loaded with  C0 = KIII = 0 is considered. It will be demonstrated that such a loading of a 
through-the-thickness crack is capable of inducing the singular coupled singular mode, the same as 
for the leading term in the asymptotic expansion of the two-dimensional displacement/stress field. It 
suggests that this coupled singular mode has a potential to cause fracture. In contrast, the classical 
two-dimensional theory of brittle fracture states that fracture by crack propagation is impossible due 
to the absence of the energy release rate when  KIII=0. 
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Fig.5. Effect of the thickness on the intensity of the coupled mode at distance x/H= 0.02 (a); 

Consider the first non-singular term in the asymptotic expansion. Set its value C1=1 MPa/ m  
corresponding to n=1 in Eq. (5).  Such loading produces no singularities corresponding to the 
applied antisymmetric loading, i.e. KIII = 0, which is also valid in the area of 3D effects (very close 
to the crack tip). The results of the FE calculations are presented in Fig.5, which reveals that a 
non-zero stress intensity of the coupled mode does exist at such loading. The latter effect has many 
implications for failure assessment. In particular, it indicates that brittle failure by crack propagation 
is possible even the intensity of the primary load (2D stress intensity factor) is close to zero ( )0K III ≈ . 

It is interesting that the non-singular loading reveals a strong scale effect of deterministic nature, 
which can be also found from dimensionless considerations. Indeed, due to the localised nature of 
the coupled mode, its intensity has to be a linear function of the applied intensity, or

1
C
II CK ≈ .  

 
5. Conclusion 
 
Below the most important findings of this work will be summarised: 
a) Anti-plane loading of a through the thickness crack leads to generation of a singular stress state 
(or a coupled fracture mode), which has the similar singular behaviour as classical mode II. 
However there are some essential differences between these modes. The coupled mode is a local 
mode, which is concentrated in the vicinity of the plate free surfaces and is generated due to the 
Poisson’s effect and boundary conditions, which negate the out-of-plane shear stress components 
corresponding to the applied mode. The coupled mode rapidly decays with distance from the crack 
tip. The local nature of the coupled modes means that the obtained results for the truncated geometry 
are applicable to other finite geometries provided that there is no interaction between the boundary 
conditions and the area of 3D effects. 

b) The intensity of the primary (applied) anti-plane mode in the vicinity of the crack tip is 
moderately affected by Poisson’s ratio. In contrast, the intensity of the coupled mode is largely 
unaffected by Poisson’s ratio.  

c) The singular coupled mode can be induced by, so called, non-singular anti-plane loading with 
KIII = 0. In this case a strong thickness effect is found and confirmed by FE calculations. The 
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intensity of the coupled mode decays (increases) with the decrease (increase) of the plate thickness 
as a power function. When several anti-plane non-singular terms are applied to the crack in an 
elastic plate the scale effect can be rather complicated. The influence of the higher terms on the 
stress intensity of the coupled mode depends on the number of the asymptotic mode, n, and this 
influence is more significant for the higher mode numbers. 

All these theoretical findings, specifically the effects of Poisson’s ratio and plate thickness on the 
stress intensities, have direct implications to the failure initiation conditions for cracks stressed in 
mode III. These findings demonstrate essential differences between classical two-dimensional 
considerations and 3D Fracture Mechanics. For example, the generation of the coupled singular 
mode at anti-plane loading with KIII = 0 indicates that contrary to the classical 2D theories, fracture 
under such loading conditions can be initiated due to the induced singular coupled modes. Such 
fracture is likely to take place close to free surfaces. It is also recognised that much work needs to 
be done to understand the contribution of the coupled modes to fracture initiation and fatigue. 
Finally, all Finite Element results of the current study can be re-scaled to make these available for 
assessment of comparative studies. The only reason as to why it has been used particular values was 
to provide some physical feeling for the results of our finite element study.  
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Abstract Extensive finite elements analyses have been conducted to obtain solutions of constraint parameter 
A, which is the second parameter in a three-term elastic-plastic asymptotic expansion for crack-tip field, for 
test specimens under biaxial loading. Three mode I plane-strain test specimens, i.e. single edge cracked plate 
(SECP), centre cracked plate (CCP) and double edge cracked plate (DECP) were studied. The crack 
geometries analysed include shallow to deep cracks, and the biaxial loading ratios analysed are 0.5 and 1.0. 
Solutions of parameter A were obtained for materials following the Ramberg-Osgood power law with 
hardening exponents of n=3, 4, 5, 7 and 10. Remote tension loading were applied which covers deformation 
range from small-scale to large-scale yielding. Based on the finite element results of constraint parameter A, 
crack-tip constraint effect for cracked specimens under biaxial loading is analysed. Using the relationships 
between A and other two commonly-used second fracture parameters, Q and A2, the present solutions for A 
can be used to calculate parameters Q and A2.  
 
Keywords elastic-plastic fracture, second fracture parameter, biaxial loading, solutions, constraint effect 
 
1. Introduction 
In classical elastic-plastic fracture mechanics (EPFM), one-parameter approach, which describes the 
HRR fields [1, 2] based on J-integral [3], usually can work well for high constraint cases. For low 
constraint cases, under high loading conditions, the dominance of J-integral will be lost, and the 
one-parameter approach of J-integral will not be appropriate any more.  
Two-parameter approaches have been developed to overcome the limitation of the EPFM 
one-parameter approach, in which a second fracture mechanics parameter is introduced to 
characterize the constraint effect besides the load-related parameter J-integral. Several 
commonly-used two-parameter approaches are, J-T [4-6], J-Q [7, 8] and J-A2 (J-A) [9-12] 
approaches, where constraint parameter A is a different normalizing form of A2 [11, 12]. 
Determination of J-integral and second fracture mechanics parameter, T, Q and A2 (A), is 
precondition of application of J-T, J-Q and J-A2 (A) approaches. In the early development of EPFM, 
J-integral solutions have been well established. The solutions of constraint parameter T-stress have 
also been well established in the literature. Currently, numerical method, such as finite element 
analysis (FEA) method, is the main method for the determination of constraint parameters Q and A2 
(A). For example, Nikishkov et al. [12] suggested an algorithm which determines solutions of A 
using a least squares procedure based on the finite element analysis results. Although with high 
accuracy, numerical method is a time-consuming way to obtain solutions of parameters. 
Correspondingly, understanding of constraint effect near crack-tip is limited because of the scarcity 
of solutions of constraint parameter A2 (A) and Q.  
In previous works of authors [13, 14], extensive finite element analyses were conducted to obtain 
solutions of parameter A for several typical two-dimensional (2D) plane-strain specimens under 
uniaxial loading conditions. Biaxial loading cases are of equal theoretical and engineering practical 
significance as uniaxial loading cases. Many researchers have focused their investigations on 
biaxial loading cases, for example, the results reported by Pop et al. [15] and Méité et al. [16]. In 
the present work, solutions for A will be obtained for biaxial loading cases for three mode I crack 
plane-strain specimens, single edge cracked plate (SECP), center cracked plate (CCP) and double 
edge cracked plate (DECP). In this work, extensive finite element analyses will be carried out for 
SECP, CCP and DECP cracked specimens under biaxial loading conditions with biaxial loading 
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ratios λ=0.5, 1.0, to determine numerical solutions of constraint parameter A through a least squares 
fitting method suggested by Nikishkov et al. [12]. Using the obtained numerical solutions of 
constraint parameter, A, constraint effect near crack-tip of specimens is analyzed. Numerical 
solutions for constraint parameter A under biaxial loading conditions obtained in this work can be 
used to estimate other two commonly-used constraint parameters A2 and Q conveniently by the 
relationships between A and A2, Q presented in authors’ previous paper [13].  
 
2. Theoretical background 
 
2.1. J-A approach 
As mentioned in introduction section, J-A two-parameter approach of elastic-plastic fracture 
mechanics, which is suggested by Nikishkov et al. [11, 12], is an alternate format of J-A2 approach 
developed by Yang et al. [9, 10]. In these two formats of the approach, both the constraint 
parameter A and A2 are the magnitude of the second term in a three-term series expansion of 
crack-tip stress fields. In this paper, the J-A format is used. 

  
 Figure 1. Cracked specimens under biaxial loading: (a) SECP, (b) CCP, (c) DECP 
 
Considering a two-dimensional elastic-plastic specimen containing a mode I crack under plane 
strain condition, if the elastic-plastic behavior of the specimen material described by deformation 
theory of plasticity follows the Ramberg-Osgood relationship, the uniaxial stress-strain curve can be 
described as: 

 
n









+=

000 σ
σα

σ
σ

ε
ε  (1) 

where α is a material coefficient, n is the hardening exponent (n > 1), ε0=σ0/E, E is Yong’s modulus, 
σ is the stress applied on the remote end of specimen, and σ0 is the material yield stress. 
 
 Table 1. Comparison of constraint parameter Q for CCP under a/W=0.5, n=10, λ=0.5 

   

( ))/(log 0σaJ  -2.900 -2.491 -2.256 -2.074 -1.855 -1.593 -1.299 -0.991 
QSSY [Ref.]   -0.2107 -0.3553 -0.4822 -0.5711 -0.6497 -0.7690 -0.8223 -0.9315 

QSSY -0.2196 -0.3714 -0.4849 -0.5763 -0.6758 -0.7790 -0.8739 -0.9815 
Diff. (%) 4.232 4.526 0.558 0.923 4.003 1.299 6.274 5.376 

  
In the J-A two-parameter approach suggested by Nikishkov et al. [11, 12], for the hardening 
exponent n ≥ 3 and under plane-strain conditions, the three-term asymptotic solution expression for 
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stress field near the crack-tip in an elastic-plastic material is given as: 
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In Eq. (2), σij(θ) are stress components, σr, σθ and σrθ in a polar coordinate system with origin at the 
crack-tip; )()0( θσ ij , )()1( θσ ij  and )()2( θσ ij are normalized angular stress functions. The dimensionless 
radius r  is defined as )//( 0σJrr = , where J is the J-integral at the crack-tip. Power t is an 
eigenvalue depending on the hardening exponent n of Ramberg-Osgood relation, and power 
s=−1/(n+1). The polynomial coefficient A0 is defined as [11], A0=(αε0In)−1/(n+1), where In is a 
scaling integral only depending on n, see Refs. [1, 2]. Nikishkov [11] has proposed a computational 
algorithm to determine the values of normalized angular functions )()0( θσ ij , )()1( θσ ij , )()2( θσ ij , 
asymptotic power t, and scaling integral In. The three-term expansion in Eq. (2) for the crack-tip 
stress (displacement) fields is controlled by two parameters, the magnitude of the first term 
(J-integral) and a second parameter (A) controlling the second and third term. 
 
2.2. Numerical method for determining of constraint parameter  
 
The application of J-A (A2) two-parameter approach depends on the determination of the 
load-related parameter J and constraint parameter A (A2). The solutions of J-integral (including 
analytical, numerical and approximate solutions) have been well established in the literature, such 
as the numerical solution of J suggested by Moran and Shih [17], which has been adopted in the 
commercial code ABAQUS [18] utilized in the present research. 

  
 Figure 2. Typical FEA mesh, a/W = 0.3 
 
Based on some stress component with corresponding finite element solutions at one or several 
locations (points) within the plastic zone, Yang et al. [9, 10] determine the A2 values by matching a 
three-term expansion on crack-tip stress field. It is called the “point match” method by some 
researchers. Also based on FEA results, Nikishkov et al. [12] suggest a “fitting method” to 
determine parameter A values through a three-term expansion expressed by Eq. (2). In the present 
work, the proposed least square fitting method is utilized to obtained numerical solutions of 
constraint parameter A. See refs. [12] and [13] for more details about the procedure of the fitting 
method. 
 
3. Finite element analysis, results and discussion 
 
3.1. Material model and properties  
The material model for finite element analyses carried out in the present work is the deformation 
theory of plasticity. Ramberg-Osgood power-law strain hardening relation is applied in finite 
element code ABAQUS [18], which is used in the present FEA.  
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 Figure 3. Comparisons of J-integral, CCP 
 
Material properties used for all the analyses are specified as follows, yield stress σ0=4.0×108 Pa, 
elasticity modulus E=2.0×1011 Pa, Poisson ratio υ=0.3, material coefficient α=1.0, and hardening 
exponent n=3, 4, 5, 7 and 10. The used material properties cover a wide range of both high and low 
strain hardening behaviors.  
 
3.2. 2D cracked models and FEA procedure  
Three typical cracked specimens under biaxial loading (shown in Figure 1), i.e. single edge cracked 
plate (SECP), center cracked plate (CCP) and double edge cracked plate (DECP), are studied 
through finite element analysis method. Due to the symmetry of the specimens, only a half of the 
SECP or a quarter of the CCP or DECP structure is modeled in the finite element analyses. A 
typical three-dimensional (3D) finite element mesh used for all three specimen models is illustrated 
in Figure 2. Total 1196 elements are included in the mesh and element type is assigned as 20-node 
quadratic hybrid brick with linear pressure, reduced integration [18]. Element radial sizes of finite 
element mesh are varied according to a geometric progression. The value for geometry size ratio of 
height over width, H/W, is 3.0. This 3D mesh is utilized to simulate 2D plane strain conditions with 
an additional boundary condition, the displacement in the model thickness direction uz=0. Finite 
element analyses for all three specimens (SECP, CCP and DECP) are carried out with two values of 
biaxial loading ratio, λ=σx/σy=0.5, and 1.0 (see Figure 1). The external loads applied on the remote 
end of the specimens are normalized by yield stress σ0, i.e. σ/σ0.  
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 Figure 4. FEA solutions of constraint parameter A for SECP, a/W=0.3, λ=0.5 
 
The fitting area to calculate the values of parameter A  from FEA results by a least square fitting 
method suggested by Nikishkov et al. (see [12, 14]) is set as 35.1 ≤≤ r  and 00 450 ≤≤ θ , and the 
opening stress, σθ, is set as the stress component used for the least square fitting process. 
Verifications of the used finite element model (mesh) and succedent fitting process for A values 
determination are carried out through comparison of solutions for two fracture parameters, 
load-related parameter J-integral and constraint parameter Q (J-Q approach). The comparison is 
based on J-integral estimation formulas and solutions of parameter Q for CCP specimen under 
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biaxial loading reported in the literature.  
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 Figure 5. . FEA solutions of constraint parameter A for SECP, a/W=0.7, λ=0.5 
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 Figure 6. . FEA solutions of constraint parameter A for SECP, a/W=0.3, λ=1.0 
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 Figure 7. . FEA solutions of constraint parameter A for SECP, a/W=0.7, λ=1.0 
 
For the purpose of comparison, finite element analysis for CCP specimen is carried out with 
hardening exponent n=10 for biaxial loading ratio λ=0.5 and geometry ratio a/W=0.1, 0.5. The 
values for J-integral from finite element analysis are compared with those obtained from EPRI 
estimation formulas of J [19]. Figure 3 shows the comparison results for a/W=0.1 and 0.5. It can be 
found that the J-integral values from FEA are very close to those from the estimation formulas. 
Based on the results of finite element analysis, constraint parameter A can also be obtained by using 
the fitting method proposed by Nikishkov et al. [12]. Through relationship between A and Q 
presented in authors’ previous paper [13], the obtained solutions for A are converted to values of Q. 
Then determined Q values are compared with those reported by O’Dowd et al. [19]. It is found that, 
for both relative crack length a/W=0.1 and 0.5, Q solutions from the preset FEA results are close to 
those obtained by O’Dowd et al. [19]. As a numerical example, data comparison between Q values 
from FEA as well as A-Q relationship and those presented by O’Dowd et al [19] for the CCP under 
n=10 with a/W=0.5 and λ=0.5 is shown in Table 1. 
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 Figure 8. . FEA solutions of constraint parameter A for DECP, a/W=0.3, λ=0.5 
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 Figure 9. . FEA solutions of constraint parameter A for DECP, a/W=0.7, λ=0.5 
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 Figure 10. . FEA solutions of constraint parameter A for DECP, a/W=0.3, λ=1.0 
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 Figure 11. . FEA solutions of constraint parameter A for DECP, a/W=0.7, λ=1.0 
 
3.3. FEA results  
In the present work, a wide range of finite element analyses for three typical specimens (SECP, 
CCP and DECP) under biaxial loading are completed. Based on the FEA results, numerical 
solutions of constraint parameter A are determined by using the fitting method suggested by 
Nikishkov et al. [12].  
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The research of Chao and Zhu [20] on 2D plane strain models shows that the size requirement for 
ductile fracture initiation under J-A2 dominant conditions is aσ0/J >6 for the shallow cracked cases 
or bσ0/J >11 for deep cracked cases, where a is the crack length and b is the remaining ligament. In 
the present finite element analyses (FEA), the highest load levels are those corresponding to the 
values mentioned above. In addition, Chao and Zhu [20] also argue that, for deep crack cases, a 
value of bσ0/J around 30 corresponds to fully plastic condition, while for shallow cracks, values of 
aσ0/J ≤ 50 already nearly correspond to the fully plastic deformation.  
 
 Table 2. FEA results for SECP specimen under λ=0.5 

a/W 0.1     0.3      

σ/σ0 n=3 n=4 n=5 n=7 n=10 σ/σ0 n=3 n=4 n=5 n=7 n=10 
0.250 0.91524  0.55153  0.38552  0.25194 0.18600  0.150 0.91848  0.55422  0.38785  0.25432  0.18828  
0.500 0.92583  0.55861  0.39022  0.25514 0.18820  0.250 0.92787  0.56120  0.39339  0.25847  0.19307  
0.750 0.93635  0.56870  0.39808  0.25894 0.18998  0.350 0.93984  0.57046  0.40079  0.26298  0.19567  
0.900 0.93816  0.57312  0.40230  0.26189 0.19169  0.450 0.95082  0.58010  0.40830  0.26851  0.19989  
1.000 0.93815  0.57465  0.40464  0.26473 0.19350  0.550 0.96266  0.59058  0.41728  0.27570  0.20481  
1.100 0.93624  0.57543  0.40646  0.26701 0.19586  0.650 0.97216  0.60094  0.42667  0.28420  0.21255  
1.200 0.93422  0.57461  0.40738  0.26909 0.19841  0.750 0.98224  0.61135  0.43656  0.29347  0.22260  
1.300 0.92749  0.57367  0.40708  0.27057 0.20102  0.760 0.98243  0.61224  0.43751  0.29452  0.22376  
1.400 0.92144  0.57114  0.40649  0.27139 0.20346  0.780 0.98498  0.61374  0.43951  0.29626  0.22521  
1.450 0.91770  0.56776  0.40569  0.27165 0.20471  0.800 0.98738  0.61595  0.44135  0.29836  0.22766  
1.500 0.91686  0.56569  0.40371  0.27184 0.20520  0.810 0.98750  0.61664  0.44223  0.29939  0.22884  
1.600 0.90796  0.56079  0.40124  0.27086 0.20712  0.850 0.98972  0.62004  0.44594  0.30331  0.23291  
1.700 0.89741  0.55511  0.39682  0.26981 0.20857  0.900 0.99387  0.62480  0.45027  0.30814  0.23877  
1.800 0.89022  0.54923  0.39370  0.26909 0.21073  0.950 0.99752  0.62919  0.45497  0.31297  0.24481  
1.900 0.88251  0.54524  0.39123  0.26969  1.000 1.00097  0.63260  0.45915  0.31797  0.25032  
2.000 0.87144  0.54097  0.39000  0.27253  1.050 1.00410  0.63700  0.46394  0.32345  0.25702  
2.100 0.86730  0.53830  0.39109    1.100 1.00960  0.64135  0.46831  0.32895  0.26489  
2.200 0.85850  0.53831  0.39465    1.150 1.01256  0.64566  0.47320  0.33449  0.27227  
2.300 0.85574  0.53960  0.40008    1.200 1.01744  0.64968  0.47739  0.34043   
2.400 0.85089  0.54220  0.40819    1.250 1.02045  0.65409  0.48381    
2.500 0.84605  0.54595  0.40777    1.300 1.02606  0.66051     

      1.400 1.03790      

a/W 0.5     0.7      

σ/σ0 n=3 n=4 n=5 n=7 n=10 σ/σ0 n=3 n=4 n=5 n=7 n=10 
0.050 0.90776  0.54631  0.38146  0.24915  0.18447  0.010 0.89720  0.53809  0.37467  0.24350  0.17829  
0.100 0.91152  0.54799  0.38246  0.25035  0.18470  0.020 0.89423  0.53474  0.37177  0.23876  0.17434  
0.150 0.91955  0.55268  0.38576  0.25173  0.18561  0.030 0.89173  0.53033  0.36724  0.23706  0.17199  
0.200 0.93053  0.56034  0.39127  0.25422  0.18691  0.040 0.89061  0.52866  0.36531  0.23293  0.16760  
0.250 0.94523  0.57130  0.39853  0.25971  0.18961  0.050 0.89235  0.52783  0.36371  0.23065  0.16503  
0.290 0.95976  0.58280  0.40750  0.26493  0.19437  0.060 0.89697  0.52928  0.36403  0.22991  0.16382  
0.320 0.97212  0.59245  0.41527  0.27163  0.20003  0.070 0.90474  0.53483  0.36613  0.23019  0.16289  
0.350 0.98591  0.60372  0.42555  0.28017  0.20751  0.080 0.91638  0.54304  0.37198  0.23524  0.16446  
0.380 1.00133  0.61660  0.43649  0.29048  0.21678  0.085 0.92330  0.54792  0.37719  0.23715  0.16544  
0.400 1.01265  0.62591  0.44562  0.29848  0.22604  0.090 0.93138  0.55575  0.38172  0.24035  0.16915  
0.420 1.02430  0.63620  0.45449  0.30771  0.23951  0.095 0.94057  0.56281  0.38760  0.24638  0.17440  
0.440 1.03745  0.64737  0.46606  0.32072   0.100 0.95116  0.57116  0.39635  0.25400  0.18140  
0.450 1.04403  0.65423  0.47252  0.32716   0.105 0.96122  0.58068  0.40441  0.26322  0.19312  
0.460 1.05195  0.66160  0.47764  0.33425   0.110 0.97422  0.59175  0.41412  0.27427  0.20781  
0.470 1.05901  0.66752  0.48483  0.34231   0.115 0.98931  0.60421  0.42753  0.28745   
0.480 1.06637  0.67394  0.49279    0.120 1.00308  0.61856  0.44058    
0.490 1.07404  0.68244  0.50135          
0.500 1.08353  0.69169  0.50789          
0.510 1.09180  0.69890  0.51741          

  
According to the above criteria, the external load ratios (σ/σ0) used here to determine numerical 
solutions for parameter A from FEA for the three specimens cover the deformation range from 
small-scale yielding (SSY) to large-scale yielding (LSY). For example, for SECP with a/W=0.7 
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(deep crack), the values of bσ0/J at maximum loads are within 54-64 and 38-62 for λ=0.5 and λ=1.0, 
respectively. For the SECP with a/W=0.3 (shallow crack), the values of aσ0/J at maximum loads are 
around 4 and within 4-8 for λ=0.5 and 1.0, respectively.  
 
 Table 3. FEA results for SECP specimen under λ=1.0 

a/W 0.1     0.3      

σ/σ0 n=3 n=4 n=5 n=7 n=10 σ/σ0 n=3 n=4 n=5 n=7 n=10 
0.100 0.87886  0.52283  0.36139  0.23252  0.16637  0.250 0.86428  0.50841  0.34846  0.22094  0.15636  
0.150 0.87193  0.51733  0.35721  0.22864  0.16388  0.500 0.82627  0.47641  0.32046  0.19371  0.12998  
0.200 0.86218  0.50929  0.35109  0.22374  0.16031  0.600 0.80984  0.46398  0.30834  0.18463  0.12093  
0.250 0.85161  0.49880  0.34068  0.21418  0.15242  0.750 0.78229  0.44228  0.29016  0.16935  0.10651  
0.350 0.82909  0.47963  0.32432  0.20187  0.13979  0.850 0.76195  0.42490  0.27680  0.15829  0.09611  
0.500 0.79407  0.45111  0.30062  0.18177  0.12125  0.900 0.75108  0.41559  0.26863  0.15116  0.08927  
0.600 0.77063  0.43254  0.28539  0.16720  0.10688  0.950 0.73967  0.40585  0.25995  0.14343  0.08173  
0.750 0.73304  0.40275  0.25903  0.14895  0.09111  1.000 0.72792  0.39549  0.25051  0.13646  0.07483  
0.850 0.70541  0.37904  0.24150  0.13336  0.08086  1.050 0.71585  0.38461  0.24033  0.12657  0.06438  
0.900 0.69224  0.36832  0.23012  0.12645  0.07315  1.100 0.70320  0.37306  0.22917  0.11525  0.05330  
0.950 0.67725  0.35462  0.22064  0.11689  0.06747  1.150 0.69053  0.36099  0.21703  0.10185   
1.000 0.66360  0.34334  0.20847  0.10631  0.05870  1.200 0.67721  0.34673  0.20361    
1.050 0.64850  0.32933  0.19825  0.09724   1.300 0.65063  0.31715  0.17182    
1.100 0.63293  0.31458  0.18450  0.08444   1.400 0.62324  0.28424     
1.150 0.61916  0.30239  0.16985  0.06920   1.500 0.59711      
1.200 0.60332  0.28683  0.15454          
1.250 0.58730  0.27077  0.13766          
1.300 0.57114  0.25416           
1.400 0.53570  0.21928           
1.500 0.50197  0.18206          
1.600 0.46465            

a/W 0.5     0.7      

σ/σ0 n=3 n=4 n=5 n=7 n=10 σ/σ0 n=3 n=4 n=5 n=7 n=10 
0.050 0.89539  0.53593  0.37253  0.24163  0.17648  0.010 0.89473  0.53599  0.37287  0.24197  0.17685  
0.100 0.88733  0.52721  0.36488  0.23443  0.17060  0.020 0.88944  0.53067  0.36825  0.23572  0.17150  
0.150 0.88333  0.52205  0.35942  0.22926  0.16424  0.030 0.88477  0.52430  0.36202  0.23258  0.16777  
0.200 0.88231  0.51950  0.35476  0.22375  0.15827  0.040 0.88147  0.52076  0.35844  0.22695  0.16194  
0.250 0.88454  0.52020  0.35377  0.21954  0.15259  0.050 0.88117  0.51803  0.35517  0.22317  0.15793  
0.300 0.89055  0.52282  0.35431  0.21939  0.14867  0.060 0.88350  0.51901  0.35378  0.22090  0.15523  
0.350 0.89971  0.52851  0.35893  0.22101  0.14978  0.070 0.88898  0.52136  0.35405  0.21952  0.15264  
0.380 0.90671  0.53415  0.36306  0.22482  0.15137  0.080 0.89831  0.52735  0.35806  0.22293  0.15239  
0.400 0.91272  0.54037  0.36806  0.22831  0.15571  0.090 0.91089  0.53800  0.36607  0.22799  0.15500  
0.420 0.91989  0.54386  0.37220  0.23301  0.16182  0.095 0.91888  0.54394  0.37266  0.23134  0.15918  
0.440 0.92651  0.55243  0.37959  0.23953   0.100 0.92830  0.55118  0.37852  0.23782  0.16529  
0.450 0.93211  0.55492  0.38148  0.24372   0.105 0.93908  0.55960  0.38576  0.24612  0.17609  
0.460 0.93605  0.56045  0.38644  0.24899   0.110 0.94889  0.56956  0.39663  0.25629  0.19288  
0.470 0.94035  0.56369  0.39208  0.25838   0.115 0.96294  0.58105  0.40683  0.27180   
0.480 0.94748  0.57034  0.39848  0.26546   0.120 0.97548  0.59448  0.42219    
0.490 0.95240  0.57420  0.40189    0.125 0.99333  0.60988  0.43656    
0.500 0.95775  0.57854  0.40964    0.130 1.00926  0.62795     

      0.135 1.02745  0.64357     

  
The obtained numerical solutions of A for biaxial loading ratios λ=0.5 and 1.0 and relative crack 
lengths a/W=0.1, 0.3, 0.5, 0.7 are listed in Tables 2-3, 4-5 and 6-7 for the SECP, CCP and DECP 
specimens, respectively. Typical numerical solutions for parameter A for a/W=0.3, 0.7 are presented 
in Figures 4-5 (λ=0.5) and Figures 6-7 (λ=1.0) for the SECP specimen as well as Figures 8-9 (λ=0.5) 
and Figures 10-11 (λ=1.0) for DECP specimen. 
 
3.4. Discussions on FEA results and constraint effect 
Examining the solutions of A obtained from FEA results for the SECP, CCP and DECP specimens 
under biaxial loading, it is found that, the curve shape similarity observed by Nikishkov et al. [12] 
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not only appear in the cases of uniaxial loading and external loading ratio σ/σL (σL, limit load of 
specimen) but also in the cases of biaxial loading and loading normalization, σ/σ0, see Figure 4-7 
for example.  
 
 Table 4. FEA results for CCP specimen under λ=0.5 

a/W 0.1     0.3      

σ/σ0 n=3 n=4 n=5 n=7 n=10 σ/σ0 n=3 n=4 n=5 n=7 n=10 
0.500 1.03293  0.64948  0.46887  0.32352  0.25390  0.250 0.98134  0.60644  0.43267  0.29277  0.22469  
0.700 1.07906  0.68806  0.50129  0.34936  0.27751  0.500 1.05796  0.66917  0.48450  0.33539  0.26464  
0.900 1.11904  0.71974  0.52744  0.36991  0.29557  0.750 1.12909  0.73037  0.53563  0.37581  0.30014  
1.000 1.13527  0.73370  0.53894  0.37836  0.30237  0.900 1.16595  0.76170  0.56335  0.39798  0.31924  
1.200 1.15529  0.75361  0.55608  0.39210  0.31170  1.000 1.18836  0.77990  0.58012  0.41203  0.33108  
1.500 1.16895  0.76686  0.56621  0.39975  0.31748  1.100 1.20084  0.79773  0.59419  0.42491  0.34168  
1.800 1.16139  0.75712  0.56246  0.39239  0.31165  1.200 1.21286  0.80829  0.60522  0.43449  0.35199  
2.000 1.13246  0.74272  0.54581  0.38135  0.30277  1.300 1.22667  0.81872  0.61313  0.44234  0.36159  
2.100 1.11699  0.73432  0.53681  0.37501  0.29808  1.400 1.22663  0.82549  0.62225  0.44924  0.37116  
2.200 1.09825  0.71748  0.52619  0.36777  0.29321  1.450 1.22873  0.82394  0.62381  0.45351  0.37509  
2.300 1.08745  0.70466  0.51373  0.35901  0.28309  1.500 1.22943  0.82773  0.62419  0.45429  0.37893  
2.400 1.06267  0.68221  0.49896  0.34764  0.27633  1.550 1.22865  0.83059  0.62359  0.45407  0.37497  
2.450 1.04035  0.67860  0.49075  0.34698   1.600 1.22625  0.82498  0.62134  0.45371  0.38314  
2.500 1.03254  0.66464  0.48187  0.33447   1.650 1.22214  0.82517  0.62323  0.45807  0.39281  
2.600 1.01409  0.64474  0.46421    1.700 1.21616  0.82321  0.62016  0.44720  0.39826  
2.700 0.97462  0.62172     1.750 1.20833  0.81313  0.61771  0.46113  0.40449  

      1.800 1.21234  0.81012  0.59436  0.45637  0.41530  

a/W 0.5     0.7      

σ/σ0 n=3 n=4 n=5 n=7 n=10 σ/σ0 n=3 n=4 n=5 n=7 n=10 
0.100 0.94657  0.57838  0.40893  0.27252  0.20548  0.050 0.94003  0.57410  0.40565  0.27004  0.20336  
0.150 0.96767  0.59526  0.42335  0.28498  0.21745  0.100 0.97886  0.60394  0.43006  0.28991  0.22255  
0.250 1.01066  0.63010  0.45229  0.30762  0.23933  0.150 1.01980  0.63643  0.45724  0.31137  0.24264  
0.350 1.05770  0.66699  0.48260  0.33321  0.26171  0.250 1.11106  0.71061  0.51835  0.36082  0.28602  
0.450 1.10582  0.70680  0.51559  0.35931  0.28520  0.350 1.19965  0.79269  0.59128  0.42146  0.34039  
0.550 1.15103  0.74722  0.55041  0.38757  0.31005  0.400 1.24116  0.83100  0.62637  0.45712  0.37568  
0.650 1.19119  0.78594  0.58557  0.41778  0.33689  0.450 1.28136  0.86873  0.66098  0.49110  0.41489  
0.750 1.23122  0.82265  0.61827  0.44734  0.36587  0.460 1.28455  0.87745  0.66976  0.49773  0.42362  
0.850 1.25716  0.85287  0.64612  0.47604  0.39809  0.470 1.29303  0.88141  0.67470  0.50429  0.43117  
0.900 1.27272  0.86516  0.65953  0.48757  0.41343  0.480 1.30103  0.89001  0.68317  0.51077  0.43860  
0.950 1.28575  0.87540  0.66842  0.49850  0.42643  0.490 1.30828  0.89773  0.68769  0.51719  0.44600  
1.000 1.29677  0.88340  0.67961  0.50783  0.44074  0.500 1.31593  0.90135  0.69194  0.52353  0.45333  
1.050 1.30484  0.89560  0.68895  0.51551  0.45175  0.510 1.31719  0.90949  0.70028  0.52982  0.45925  
1.100 1.31050  0.89834  0.69041  0.51172  0.46758  0.550 1.34438  0.93362  0.72286  0.55120  0.48569  
1.150 1.31258  0.90536  0.69556  0.53219  0.48279  0.580 1.36147  0.94855  0.73659  0.56478  0.50540  
1.200 1.32147  0.90225  0.70169  0.54275   0.600 1.37217  0.95601  0.74623  0.57506  0.50833  

      0.620 1.37384  0.96127  0.75475  0.58194   
      0.640 1.38217  0.97261  0.75650  0.57980   
      0.660 1.39806  0.98232  0.76824  0.59876   

  
By analyzing the numerical solutions of parameter A for three cracked specimens (see Tables 2-7, 
Figures 4-11), several dependencies have been found. First, it is found that, for any specific 
specimen geometry (a/W) of some cracked body (SECP, CCP or DECP), generally the maximum 
external loading ratios (σ/σ0), which are determined by the criteria suggested by Chao and Zhu [20], 
increase with decreasing of hardening coefficient n.  
In addition, the effects of crack geometry, hardening exponent (n) and biaxial loading ratio (λ) on 
parameter A (constraint level) are also observed. For uniaxial loading cases (λ=0.0) investigated in a 
previous work of authors [13], it has been shown that A values gradually increase with external 
loading. The results in the current work show that, with smaller biaxial loading ratio (λ=0.5), the 
parameter A follows a general decreasing trend with increasing external loading for shallow crack 
geometries (e.g. a/W=0.1 for SECP and CCP, a/W=0.1, 0.3 for DECP). Decreased values for 
parameter A indicate the increasing constraint level. For the cases with bigger biaxial loading ratio 
(λ=1.0), a decreasing trend of parameter A appears not only for those shallowest cracks but also for 
cracks with larger depth and even fairly deep cracks (e.g. a/W=0.3 for SECP, 0.3, 0.5 for CCP, 0.5, 
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0.7 for DECP). On the other hand, generally, a deep crack is not sensitive to the variation of the λ 
value, except in the case of DECP. For example, for SECP, with λ value increasing from 0.5 to 1.0, 
the trend of A curves for a/W=0.3 (shallow crack) changes from increasing to decreasing (see 
Figure 4 and Figure 6), while that for a/W=0.7 (deep crack) almost keeps no change (see Figure 5 
and Figure 7). 
 
 Table 5. FEA results for CCP specimen under λ=1.0 

a/W 0.1     0.3      

σ/σ0 n=3 n=4 n=5 n=7 n=10 σ/σ0 n=3 n=4 n=5 n=7 n=10 
0.500 0.89279  0.53665  0.37503  0.24536  0.18130  0.500 0.91158 0.55164 0.38764 0.25670 0.19110 
0.750 0.87398  0.52211  0.36309  0.23732  0.17650  0.750 0.90119 0.54687 0.38453 0.25403 0.19075 
0.900 0.85974  0.51059  0.35378  0.23024  0.17073  0.900 0.89260 0.53934 0.37876 0.25124 0.18810 
1.000 0.84974  0.50165  0.34734  0.22645  0.16867  1.000 0.88388 0.53271 0.37344 0.24757 0.18544 
1.200 0.82588  0.48414  0.33109  0.21159  0.15611  1.200 0.86152 0.51500 0.35847 0.23465 0.17641 
1.400 0.79886  0.46125  0.31191  0.19430  0.13836  1.300 0.84798 0.50381 0.34851 0.22595 0.16850 
1.500 0.78414  0.44974  0.30024  0.18333  0.12928  1.400 0.83435 0.49110 0.33705 0.21513 0.15796 
1.700 0.75316  0.42327  0.27812  0.16285  0.10628  1.500 0.81667 0.47705 0.32418 0.20261 0.14473 
1.900 0.71719  0.39497  0.25383  0.14332  0.08701  1.600 0.79928 0.46145 0.30956 0.18870 0.12943 
2.100 0.67310  0.36392  0.22880  0.12295  0.07116  1.700 0.77977 0.44471 0.29429 0.17382  
2.250 0.63545  0.33786  0.20833  0.10738  0.06048  1.800 0.75775 0.42657 0.27752 0.15722  
2.300 0.62310  0.32864  0.20185  0.10326  0.05819  1.900 0.73375 0.40695 0.25987   
2.400 0.59669  0.30860  0.18622  0.09313   2.000 0.70638 0.38399 0.24039   
2.500 0.56789  0.28749  0.17001  0.08243   2.100 0.67493 0.36126    

      2.200 0.64552     

a/W 0.5     0.7      

σ/σ0 n=3 n=4 n=5 n=7 n=10 σ/σ0 n=3 n=4 n=5 n=7 n=10 
0.150 0.92731  0.56293  0.39591  0.26173  0.19560  0.020 0.91750  0.55434  0.38870  0.25562  0.19002  
0.250 0.94008  0.57296  0.40354  0.26788  0.20128  0.050 0.92701  0.56345  0.39655  0.26195  0.19615  
0.350 0.95237  0.58435  0.41347  0.27599  0.20909  0.080 0.94209  0.57458  0.40569  0.26987  0.20313  
0.450 0.96587  0.59477  0.42278  0.28397  0.21564  0.100 0.95152  0.58162  0.41110  0.27409  0.20682  
0.550 0.97609  0.60460  0.43141  0.29068  0.22245  0.120 0.96133  0.58941  0.41727  0.27917  0.21165  
0.650 0.98365  0.61287  0.43900  0.29739  0.22770  0.150 0.97688  0.60129  0.42727  0.28709  0.21988  
0.750 0.98812  0.61906  0.44531  0.30295  0.23276  0.180 0.99285  0.61442  0.43815  0.29533  0.22757  
0.800 0.98985  0.62150  0.44737  0.30518  0.23472  0.200 1.00380  0.62312  0.44522  0.30168  0.23244  
0.850 0.99025  0.62319  0.44922  0.30709  0.23698  0.220 1.01481  0.63209  0.45263  0.30755  0.23784  
0.900 0.98949  0.62396  0.45041  0.30859  0.23838  0.250 1.03259  0.64629  0.46423  0.31652  0.24565  
0.920 0.98942  0.62418  0.45089  0.30906  0.23877  0.270 1.04286  0.65555  0.47222  0.32281  0.25105  
0.930 0.98763  0.62363  0.45059  0.30919  0.23914  0.280 1.04963  0.66082  0.47647  0.32620  0.25416  
0.940 0.98931  0.62443  0.45123  0.30928  0.23916  0.290 1.05454  0.66546  0.48050  0.32960  0.25676  
0.950 0.98723  0.62383  0.45089  0.30952  0.23905  0.300 1.06127  0.67082  0.48454  0.33284  0.25996  
1.100 0.98060  0.61937  0.44883  0.30853  0.24025  0.350 1.08686  0.69490  0.50622  0.35042  0.27532  
1.200 0.96946  0.61318  0.44308  0.30531  0.23882  0.400 1.11401  0.72094  0.52818  0.36947  0.29217  
1.300 0.95729  0.60259  0.43585  0.29999  0.23579  0.450 1.13808  0.74526  0.55133  0.38980  0.31163  
1.400 0.93431  0.58766  0.42178  0.28988  0.23386  0.500 1.15667  0.76722  0.57125  0.41117  0.33520  
1.450 0.92294  0.57975  0.41574  0.28653  0.22748  0.540 1.17207  0.78207  0.58696  0.42791  0.35614  
1.500 0.90961  0.56595  0.40578  0.28015  0.22326  0.570 1.18153  0.79379  0.59996  0.44119  0.37169  
1.550 0.89519  0.55579  0.39827  0.27265   0.600 1.18951  0.80087  0.60980  0.45302  0.38818  
1.600 0.88749  0.54476  0.39138  0.25768   0.620 1.19964  0.80759  0.61426  0.45920  0.40008  
1.650 0.87294      0.650 1.20579  0.81690  0.62560  0.47051  0.41449  

      0.700 1.21008  0.82964  0.63574  0.48499   
      0.750 1.21750  0.83818  0.64569  0.49148   

  
As for the effect of hardening exponent (n), with the increase of the biaxial loading ratio λ, 
decreasing trend of A curves appears earlier (under smaller external loading) or is more significant 
for cases with smaller n values than that for cases with bigger n values. For example, for DECP, the 
trend of the A curves for a/W=0.3 changes from increasing to decreasing as λ increases from 0.5 to 
1.0 (see Figures 8 and 10 as well as Tables 6 and 7), but the curve for n=3 decreases more quickly 
than that for n=10 (see Figures 10 and Table 7). 
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 Table 6. FEA results for DECP specimens under λ=0.5 
a/W 0.1     0.3      

σ/σ0 n=3 n=4 n=5 n=7 n=10 σ/σ0 n=3 n=4 n=5 n=7 n=10 
0.150 0.90737  0.54685  0.38224  0.24968  0.18406  0.100 0.90818  0.54679  0.38187  0.24907  0.18328  
0.250 0.91158  0.54958  0.38434  0.24954  0.18362  0.150 0.91077  0.54809  0.38272  0.24964  0.18426  
0.450 0.91661  0.55176  0.38502  0.25097  0.18526  0.250 0.91332  0.54994  0.38431  0.25151  0.18576  
0.650 0.92183  0.55453  0.38650  0.25036  0.18286  0.350 0.91581  0.55120  0.38497  0.25171  0.18676  
0.800 0.92350  0.55846  0.38904  0.25207  0.18261  0.450 0.91898  0.55328  0.38644  0.25232  0.18717  
0.900 0.92404  0.55951  0.39042  0.25231  0.18207  0.550 0.92276  0.55630  0.38841  0.25332  0.18683  
1.000 0.92281  0.55986  0.39114  0.25285  0.18237  0.650 0.92587  0.55910  0.38993  0.25278  0.18533  
1.100 0.91969  0.55978  0.39137  0.25287  0.18183  0.750 0.92773  0.56158  0.39163  0.25428  0.18495  
1.200 0.91664  0.55808  0.39106  0.25291  0.18259  0.900 0.92889  0.56526  0.39526  0.25590  0.18511  
1.300 0.91133  0.55569  0.39007  0.25310  0.18236  1.000 0.92894  0.56735  0.39783  0.25800  0.18644  
1.400 0.90467  0.55211  0.38811  0.25245  0.18210  1.100 0.92694  0.56796  0.40010  0.26100  0.18924  
1.500 0.89569  0.54713  0.38449  0.25125  0.18167  1.200 0.92502  0.56908  0.40195  0.26447  0.19433  
1.600 0.88816  0.54103  0.38036  0.24910  0.18155  1.300 0.91854  0.56778  0.40363  0.26817  0.19935  
1.700 0.87634  0.53350  0.37532  0.24657  0.18074  1.400 0.91268  0.56469  0.40386  0.27134  0.20534  
1.800 0.86651  0.52693  0.37039  0.24319  0.17890  1.500 0.90479  0.56190  0.40302  0.27421  0.21158  
1.900 0.85595  0.51778  0.36420  0.23931  0.17728  1.600 0.89916  0.55791  0.40105  0.27645   
2.000 0.84454  0.51006  0.35776  0.23568  0.17673  1.700 0.88761  0.55272  0.39962  0.27887   
2.100 0.83298  0.50128  0.35187  0.23310   1.800 0.87853  0.54614  0.39536    
2.200 0.82121  0.49443  0.34718  0.23264   1.900 0.86295  0.53798  0.39186    
2.300 0.81263  0.48848  0.34429    2.000 0.85140  0.53106     
2.400 0.80199  0.48358  0.34293    2.100 0.84044  0.52425     
2.500 0.79129  0.47979           
2.600 0.78375  0.47724           

a/W 0.5     0.7      

σ/σ0 n=3 n=4 n=5 n=7 n=10 σ/σ0 n=3 n=4 n=5 n=7 n=10 
0.150 0.91213  0.54967  0.38424  0.25152  0.18575  0.050 0.90756  0.54713  0.38246  0.24982  0.18460  
0.250 0.91537  0.55176  0.38630  0.25296  0.18823  0.100 0.91131  0.54896  0.38365  0.25101  0.18524  
0.350 0.92087  0.55515  0.38849  0.25473  0.18914  0.150 0.91350  0.55048  0.38552  0.25269  0.18811  
0.450 0.92621  0.55914  0.39048  0.25557  0.18958  0.250 0.92076  0.55507  0.38757  0.25433  0.18911  
0.550 0.93263  0.56450  0.39434  0.25664  0.18947  0.350 0.93280  0.56356  0.39414  0.25718  0.18980  
0.650 0.93932  0.57156  0.40038  0.26070  0.19044  0.400 0.94105  0.57144  0.40002  0.26099  0.19214  
0.750 0.94625  0.58013  0.40872  0.26762  0.19572  0.450 0.95005  0.58115  0.40893  0.26817  0.19751  
0.800 0.94794  0.58492  0.41389  0.27244  0.20114  0.500 0.95887  0.59267  0.42054  0.27911  0.20770  
0.850 0.95095  0.58934  0.41932  0.27876  0.20698  0.510 0.96088  0.59506  0.42304  0.28158  0.21009  
0.900 0.95329  0.59420  0.42516  0.28572  0.21520  0.520 0.96283  0.59756  0.42566  0.28417  0.21276  
0.920 0.95461  0.59628  0.42726  0.28844  0.21833  0.530 0.96481  0.60010  0.42834  0.28693  0.21570  
0.940 0.95575  0.59727  0.42972  0.29143  0.22230  0.540 0.96671  0.60269  0.43112  0.29050  0.21966  
0.950 0.95501  0.59886  0.43069  0.29296  0.22428  0.550 0.96864  0.60531  0.43396  0.29343  0.22287  
1.050 0.95901  0.60715  0.44230  0.30817   0.600 0.97945  0.61862  0.44863  0.30978  0.24169  
1.100 0.95830  0.61053  0.44644  0.31548   0.650 0.98736  0.63150  0.46353  0.32651   
1.150 0.95977  0.61315  0.45130  0.32235   0.680 0.99393  0.63871  0.47106  0.33586   
1.200 0.95740  0.61509  0.45563  0.32872   0.700 0.99604  0.64316  0.47639  0.34215   
1.250 0.95773  0.61597  0.45938  0.33408         

  
Based on the observations represented above, it can be concluded that, (1) in general, constraint 
level in crack-tip fields increases with the increase of biaxial loading ratio, λ; (2) the constraint level 
for materials with smaller values of hardening exponent n increases more with increased biaxial 
loading ratio; (3) the constraint level for shallow cracks rises more with increase of biaxial loading 
ratio; (4) comparing SECP and CCP specimens, an increase of biaxial loading ratio raises the 
constraint level of DECP more.  
 
4. Conclusions 
In this paper, numerical (finite element) solutions for the constraint parameter A for three plane 
strain mode I specimens, SECP, CCP and DECP, under biaxial load have been obtained based on 
the extensive finite element analyses of specimen crack-tip fields. 
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 Table 7. FEA results for DECP specimens under λ=1.0 

a/W 0.1     0.3      

σ/σ0 n=3 n=4 n=5 n=7 n=10 σ/σ0 n=3 n=4 n=5 n=7 n=10 
0.150 0.86925  0.51533  0.35529  0.22685  0.16266  0.150 0.87254  0.51647  0.35567  0.22672  0.16228  
0.250 0.84806  0.49772  0.34026  0.21168  0.14827  0.250 0.84930  0.49767  0.33986  0.21364  0.15104  
0.500 0.78679  0.44669  0.29733  0.17643  0.11728  0.500 0.78991  0.44755  0.29760  0.17940  0.12105  
0.650 0.74962  0.41600  0.27248  0.15509  0.09888  0.650 0.75172  0.41771  0.27370  0.15879  0.10214  
0.750 0.72289  0.39416  0.25184  0.14370  0.08746  0.750 0.72614  0.39540  0.25541  0.14475  0.09047  
0.900 0.68110  0.35892  0.22231  0.12096  0.06931  0.900 0.68443  0.36244  0.22572  0.12207  0.07298  
1.000 0.65233  0.33357  0.20057  0.10054  0.05484  1.000 0.65589  0.33742  0.20404  0.10436  0.05877  
1.100 0.62156  0.30469  0.17667  0.07855   1.100 0.62717  0.31193  0.18046  0.08248   
1.150 0.60835  0.29324  0.16211    1.150 0.61160  0.29698  0.16595    
1.200 0.59283  0.27797  0.14712    1.200 0.59593  0.28166  0.15098    
1.250 0.57732  0.26237  0.13066    1.250 0.58020  0.26597  0.13868    
1.300 0.56184  0.24644     1.300 0.56443  0.24989  0.12144    
1.350 0.54324  0.23021     1.350 0.54865  0.23344     
1.400 0.52774  0.21371     1.400 0.53291  0.21662     
1.450 0.51192  0.19698     1.450 0.51725      
1.500 0.49678      1.500 0.49766      
1.800 0.40071      1.600 0.46654      
1.900 0.36851      1.700 0.43085      

      1.800 0.39539      

a/W 0.5     0.7      

σ/σ0 n=3 n=4 n=5 n=7 n=10 σ/σ0 n=3 n=4 n=5 n=7 n=10 
0.150 0.87424  0.51821  0.35734  0.22834  0.16451  0.100 0.88853  0.52789  0.36562  0.23577  0.17097  
0.250 0.85134  0.49955  0.34149  0.21579  0.15266  0.150 0.87517  0.51917  0.35853  0.23019  0.16620  
0.350 0.82888  0.48056  0.32587  0.20241  0.14183  0.250 0.85440  0.49999  0.34298  0.21630  0.15487  
0.500 0.79558  0.45179  0.30169  0.18284  0.12336  0.350 0.83843  0.48690  0.32904  0.20342  0.14223  
0.650 0.76040  0.42457  0.27963  0.16356  0.10690  0.450 0.82472  0.47563  0.31904  0.19605  0.13322  
0.750 0.73700  0.40661  0.26290  0.15092  0.09652  0.550 0.81355  0.47025  0.31567  0.19398  0.13129  
0.850 0.71251  0.38709  0.24703  0.13889  0.08753  0.650 0.80264  0.46755  0.31802  0.19668  0.13503  
0.950 0.68765  0.36495  0.23096  0.12676  0.07590  0.750 0.79021  0.46407  0.31850  0.20183  0.14366  
1.000 0.67356  0.35483  0.21976  0.12006  0.07036  0.850 0.77393  0.45752  0.31708  0.20500  0.14922  
1.050 0.65937  0.34459  0.21074  0.10979   0.860 0.77172  0.45652  0.31663  0.20504  0.15020  
1.100 0.64599  0.33115  0.20129  0.10092   0.870 0.76927  0.45543  0.31606  0.20495  0.15023  
1.150 0.63102  0.32000  0.18807  0.09070   0.880 0.76820  0.45447  0.31541  0.20483  0.15019  
1.200 0.61733  0.30549  0.17686  0.07515   0.890 0.76556  0.45323  0.31467  0.20457  0.15003  
1.300 0.58549  0.27751  0.14798    0.900 0.76281  0.45187  0.31387  0.20437  0.15008  
1.400 0.55166  0.24273     0.950 0.75103  0.44386  0.30871  0.19984  0.14562  
1.500 0.51534  0.20277     1.000 0.73702  0.43410  0.29979  0.19153  0.13142  
1.600 0.47414      1.050 0.72000  0.42111  0.28561  0.17653   
1.700 0.43161      1.100 0.70436  0.40281     

  
Through analyzing numerical solutions of constraint parameter A, several dependencies (mainly on 
the constraint effect) for 2D cracked models under biaxial loading are founded. They are: 
(1) generally, the maximum external loading ratio (σ/σ0) for which a valid solution can be obtained 
increases with decreasing hardening coefficient n;  
(2) in general, the constraint level in crack-tip fields increases with an increase of biaxial loading 
ratio, λ;  
(3) the constraint level for materials with smaller values of hardening exponent n rises more with 
increased biaxial loading ratio;  
(4) the constraint level for shallow cracks increases more than for deep cracks with an increase of 
biaxial loading ratio;  
(5) compared with SECP and CCP specimens, a higher biaxial loading ratio increases the constraint 
level of DECP more.  
All numerical solutions for constraint parameter A under biaxial loading obtained in this work can 
be utilized to predict corresponding values for other two commonly-used constraint parameters A2 
and Q by the relationships between A and A2, Q presented in an previous paper of authors [13]. 
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Abstract  Based on the global approach and the experimental measurements by digital image correlation, 
the presented study proposes a coupling between these two approaches in order to evaluate energy release 
rate. The proposed formalism allows calculating the energy release rate fracture parameters without 
considering the elastic parameters of material. The experimental analysis is realized using the specimens 
made in PVC isotropic material and Douglas fir (orthotropic material) under different mixed mode loadings. 
The loading under displacement control is applied using the Arcan system. From experimental data 
optimized by an adjustment procedure, the kinematic state in the crack tip vicinity is evaluated through the 
crack opening relative displacement factors. In parallel the stress state in vicinity of the crack tip is evaluated 
by a numerical analysis. This analysis is performed using the finite elements method and the integral 
invariant Mtheta, in order to evaluate the stress intensity factors. The finite element analysis is based on the 
reproduction of experimental test in terms of specimen geometry, experimental boundaries conditions and 
loading configurations. Then the energy release rate can be estimated by coupling of these two factors 
calculated without considering the material elastic parameters. Moreover, this method allows defining the 
local mechanical behavior. 
 
Keywords  Fracture mechanics, Mixed Mode, Experimental, Numerical, Digital Image Correlation 
 
1. Introduction 
 
 Cracked structures are most often subjected to complex loadings in mixed-mode configurations 
that can lead to a catastrophic collapse of the structure and modify their mechanical behavior. In this 
case in order to avoid structural behavior, it is necessary to evaluate fracture process parameters and 
local mechanical behavior. Within this field of study, several numerical investigations have been 
carried out in the literature for the purpose of characterizing crack tip parameters through use of the 
energy method for mixed-mode configurations [1-4], for isotropic and orthotropic media. At present, 
these efficient techniques require an explicit knowledge of material properties; for orthotropic cases 
in particular, the complete compliance tensor is needed. In this context, our study proposes a new 
formalism that allows uncoupling the fracture parameter identification relative to material elastic 
properties.  
Based on Digital Image Correlation (DIC) and a Finite Element Method (FEM), the fracture 
parameter identification can be performed from the kinematic and stress distributions in the crack 
tip vicinity. The complementarity of these two approaches distinguishes the calculation of energy 
release rates relative to opening and shear modes from the calculation of local material elastic 
proprieties.  
According to our approach, DIC is employed to measure the displacement field evolution for the 
specimens made from a rigid Polyvinyl Chloride polymer and Douglas fir loaded under 
mixed-mode configurations. The application of such an experimental technique enables capturing 
both strong and weak kinematic discontinuities in the crack tip vicinity so as to characterize Crack 
Relative Displacement Factor (CRDF) [5-9]. The iterative Newton-Raphson method is then coupled 
with DIC to provide not only the real crack tip position needed for an accurate CRDF determination, 
but also the comprehensive raw dataset optimized through Williams' asymptotic series expansion 
solution. 
The evaluation of stress distribution is realized using a finite element model. The model is based on 
experimental sample geometry and experimental boundary conditions. According to the Mq  
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method, Stress Intensity Factor (SIF) is defined by introducing a mixed-mode separation algorithm. 
For isotropic as for orthotropic configurations, stress distribution into the crack tip domain is 
assumed to be unaffected by elastic properties [5-7].  
By aggregating the results of CRDF yielded by experimental DIC and SIF, as given by a numerical 
FEM, the prediction of an accurate energy release rate can be proposed. Fracture mode separation is 
also analyzed by establishing mode I and mode II energy release rates for mixed-mode loading 
conditions as well as plane configurations.  
 
2. Experimental material and methods 
 
The experimental evaluation of has been performed for several mixed-mode ratios. As shown in 
Figure 1, the experimental set-up involves an electromechanical press fitted with an LVDT 
displacement transducer and a load cell. The specimen geometry is a single-edge notched sample 
made from Polyvinyl Chloride (PVC) for the isotropic case and Douglas fir in the orthotropic case. 
The specimen dimensions are 3208 144 10mm创  for the PVC specimen and 3210 150 10mm创  
with a notch length equal to 75mm . The various mixed-mode loading configurations are applied 
thanks to Arcan fixtures that allow imposing a number of different mixed-mode ratios defined by 
the angle between force direction and crack orientation. The test is run under a displacement control 
with an imposed velocity of the cross-head equal to 0.1 mm/s.  

1

3

4

2

Mode I

Mode II

x1

x2

1 – Specimen
2 –Arcan fixtures
3 –Electromechanical press
4 – CCD camera

 
Figure 1. Experimental setup 

 
Concerning measurement devices, the displacement field evolution is recorded on the specimen 
surface using an 8-bit CCD camera (1392 1040pixel�´ ). The image capture is performed at a rate 
of 1 frame per second and synchronized with the electromechanical press data (force and 
displacement). According to the DIC principle, a black-and-white speckled pattern is projected onto 
the specimen surface [10, 11]. The principle of this full-field method is based on a comparison 
between two images acquired during the test, one before deformation and the other after. The 
displacement field can then be obtained by comparing the reference image with the deformed image 
[10, 11]. The displacement fields, as presented in the present paper, are limited to 2D measurements. 
3D effects are neglected (out-of-plane of crack lips or shear buckling induced by the specimen 
thickness), and plane stress state has been assumed.  
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2.1. Crack Relative Displacement Factor evaluation from experimental measurement 
 
The experimental evaluation of CRDFs has been performed from the experimental measurements 
by DIC. The displacement data output by the DIC method are typically affected by experimental 
noise. It proves quite difficult to accurately analyze stress and strain fields from raw displacement 
data; moreover, real deformation fields of the crack tip and its location are difficult to obtain with 
precision from DIC [5-7, 11-14]. Consequently, the crack tip parameters predicted directly using 
raw experimental displacement data are inaccurate [5-7]. An adjustment procedure has thus been 
derived to avoid these difficulties.  
Then, once the experimental displacement has been calculated, the adjustment procedure based on a 
nonlinear iterative Newton-Raphson is performed between the Williams' series forms (1) and the 
experimental data. By taking measurement boundary conditions (e.g. specimen geometry and 
symmetry, crack orientation) into account, this adjustment procedure is also able to consider a rigid 
body motion, crack tip localization and its orientation as unknowns. These parameters are then used 
to adjust the displacement fields.  
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The adjusted experimental field now allows defining a physical and local interpretation. The 
kinematic state of crack lips can in fact be identified using Crack Relative Displacement Factor 

( )K e
a (CRDF) [5-9], which denote the relative opening and shear displacements of crack lips. Thanks 

to developments offered by Dubois, the kinematic state in the crack tip vicinity can be defined using 
Crack Relative Displacement Factors (CRDFs). At a very short distance x  from the crack tip, the 
relative opening displacement 1[u]  and shear displacement 2[u]  are defined as follows (see 
Figure 2): 

 ( ) ( )轾 轾= ? �犏 犏臌 臌鬃2 11 22 2
u K and u K

e ex x
p p

   (3) 

 
By combining Eqs. (1) with (3), we can now provide, in the crack tip vicinity, a mathematical 
interpretation of CRDF, such that:  
 

 ( ) ( ) ( ) ( )= 鬃 + 鬃 = 鬃 + 鬃1 1
1 1 2 22 1 2 2 1 2K A and K A
e e

k p k p   (4) 
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ϕr

Crack tip

Ω

[u]1
[u

] 2

x1

x2 (r,ϕ)

(ξ,+ π)

(ξ,- π)

 

Figure 2. Relative displacements of crack lips 
 

In Eqs. (1), (2), (3) and (4), ( )r, j  are the polar coordinates, k  is the constant of Kolossov, Ac
a  

are the weighting coefficients relative to opening mode (α=1) and shear mode (α=2) and 
( )1 2T ,T ,R  are the rigid body motions.  
From Eqs. (4), the CRDF can be determined without an explicit knowledge of the material elastic 
properties. Moreover, this initial step aims to accurately characterize the kinematic state of the 
crack.  
 
2.2. Stress Intensity Factor evaluation from numerical analysis 
 
In fracture mechanics, the stress state definition in the crack vicinity is expressed in terms of Stress 

Intensity Factor (SIF) ( )K s
a . As previously mentioned, the experimental test is conducted under 

displacement control, while the numerical model is loaded by imposing an equivalent force. In this 
case, SIF amplitude depends solely on model geometry, crack length and the force loading value. 
The definition of these factors implies developing a classical finite element model (Figure 3).  

F

Arcan fixtures

 
Figure 3. Finite element model 
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Note that the boundary conditions implemented in the finite element model have not integrated the 
experimental flaws, in terms of rigid body motion and crack tip orientation. Let's recall that these 
parameters have already been integrated into the optimized displacement fields obtained from the 
adjustment procedure described above. According to the finite element approach, we therefore place 
ourselves in an "ideal" test configuration. 
In mixed-mode configurations, SIF calculations are often performed by implementing Mq method 
(Figure 4). The Mq-integral is an energy parameter established in order to analyze crack growth in 
a mixed-mode fracture by isolating various fracture modes, such as opening and shear, through a 
pseudo-potential that combines real displacements and kinematically admissible auxiliary 
displacements.  

 
( ) ( ) ( ) ( )( ), , ,

1
2 V

ij i k ij k i k jreal aux aux real
M dVu uθ θσ σ= ⋅ ⋅ − ⋅ ⋅ ⋅∫

 (5) 

The relationships between the stress tensor and the displacement vectors require introducing 
orthotropic elastic properties. By imposing an external force loading however, we can assume that 
SIF are not really influenced by elastic properties. Given these conditions, we have opted for an 
arbitrary elastic property rated ‘~’.  

V

1x

2x

1xq =
r r

0q =
r r

 

Figure 4. Integral domain 
 
2.3. New formalism of energy release rate 
 
The coupling between the kinematic and stress approaches allows calculating an energy release rate 
by the surrounding elastic proprieties. This coupling also serves to identify the actual reduced 
elastic compliance leading to the Young's modulus determination. Now, by replacing virtual 
displacements by real displacements, it has been shown that the Mq integral is mistaken for the 

energy release rate G  [15]. More precisely, thanks to the superposition principle, in letting ( )real K s
a  

and ( )aux K s
a  be the real and virtual Stress Intensity Factor, respectively, we can adopt the following 

expression:  

 ( ) ×
= �årr,

8

real auxK K
M u v C

s s
a a

a
a

q  (6) 

where Ca  is the reduced elastic compliance that allows defining local behavior in terms of Stress 
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Intensity Factor and Crack Relative Displacement Factor, such that:  

 
realK C Kε σ

α α α= ⋅   (7) 
Equation (6) yields a physical interpretation for Mq in the Stress Intensity Factor definition, i.e.:  

 
( )

( ) ( )
( )

( ) ( )? = ? =
= =

骣 骣鼢珑 鼢珑 鼢珑桫 桫1 2 1 2

1 2
1 2

8 1, 0 8 0, 1v v v v

u u
M K K M K K

K K
C C

and

s s s s

s s
q q

 (8) 
For orthotropic media, these arbitrary reduced elastic compliance functions are defined by the 
following equations:  
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In which °E  and n% are the arbitrary elastic orthotropic properties of material. 

In the case of isotropic material the arbitrary reduced elastic compliance functions are defined by: 
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Where m is the Lamé coefficient given by : 
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Now, in assuming a plane stress state, by substituting Equation (7) into the classical energy release 
rate expression, we obtain a new formalism: 

 

( ) ( )×
= = 1;2

8

real K K
G

s e
a a

a a
  (15) 

In Eq. (15) Gα  represents the portion of opening and shear modes in terms of energy release rate. 

Next, using the numerical values of CRDFs and SIFs calculated above, the energy release rate can 
be estimated from Equation (15) independently of the material's elastic proprieties.  
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3. Results 
 
In the case of rigid Polyvinyl Chloride polymer and Douglas fir the Figure 5 highlights a 
comparison between the experimental and analytical deformations after adjustment procedure.  

Déplacement brut
Déplacement optimisé

Experimental data

Analytical data

F = 1515 N

x1

x 2

Mode 1

Experimental data

Analytical data

PVC Douglas fir

 
Figure 5. Results of the adjustment procedure 

 
As is shown in Figure 5, the adjustment procedure allows obtaining an optimized displacement 
fields without experimental noises. Moreover, the adjustment procedure allows estimating the rigid 
body motion and the crack tip orientation. These parameters are essential to adjust the experimental 
conditions in order to obtain the specific mixed mode boundary conditions definite by the analytical 
expressions of displacement fields corresponding to mixed mode loading. Note that the 
representation of displacements fields shown in Figure 5 take into account these parameters. 

According to Equations (4), the ( )K e
a  values are calculated from optimized displacement fields 

using the values of 1
1A , 1

2A  and k  values. Then the Stress Intensity Factor can be evaluated from 

a FE analysis via the integral invariant Mq.  
According to Equation (15), the energy release rate can be predicted by combining a kinematic 
approach (given by experimental testing) with a static approach (using numerical modeling) through 
determining CRDF and real SIF, respectively. The results of these energy release rate predictions 
are provided in Table 1 for isotropic case and Table 2 for orthotropic case. Not only does this 
method allow deducing the energy release rate, but moreover the use of the Mq-integral allows 
separating this energy for each part of both the opening and shear modes.  
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Table 1: Isotropic case 
b  Force 

(N) K1
(ε) (m1/2) K2

(ε) (m1/2)
K1

(σ) 
(MPa⋅m1/2) 

K2
(σ) 

(MPa⋅m1/2)
G1 (J/m²) G2 (J/m²)

0° 1515 5.03⋅10-3 0 1.63 0 1025 0 
15° 1535 2.04⋅10-3 3.44⋅10-4 0.66 0.11 168 5 
45° 1571 2.34⋅10-3 9.80⋅10-4 0.76 0.32 222 39 
75° 1545 5.49⋅10-4 9.51⋅10-4 0.18 0.31 10 37 

 
Table 2: Orthotropic case 

b  Force 
(N) K1

(ε) (m1/2) K2
(ε) (m1/2)

K1
(σ) 

(MPa⋅m1/2) 
K2

(σ) 
(MPa⋅m1/2)

G1 (J/m²) G2 (J/m²)

0° 245 2.08⋅10-3 0 0.45 0 116 0 
15° 277 5.95⋅10-4 1.43⋅10-4 0.14 0.11 10.5 2.02 
45° 748 1.35⋅10-3 7.43⋅10-4 0.32 0.59 54 55.2 
75° 876 6.91⋅10-4 6.58⋅10-4 0.16 0.52 14.2 42.9 

 
4. Conclusion 
 
This work has presented an original coupling between Digital Image Correlation and Finite Element 
Analysis, making it possible to characterize both the mechanical and energy states in the crack tip 
vicinity. 
Based on Dubois' developments, the kinematic state in the crack tip vicinity is evaluated using the 
Crack Relative Displacement Factors calculated from experimental measurements output by DIC. 
In parallel with this step, the stress distribution is evaluated by a finite element analysis according to 
the Mq method. The coupling of these two approaches allows distinguishing and calculating the 
energy release rates corresponding to opening and shear modes. The originality of this coupling 
procedure lies in the possibility of calculating the energy release rate independently of material 
elastic properties. Furthermore, our formalism allows evaluating local elastic properties via the 
elastic compliance correlated with Crack Relative Displacement Factors and Stress Intensity 
Factors. 
In terms of follow-up work, crack initiation and propagation can be studied in greater depth thanks 
to this new technique, thus leading to a better understanding of all phenomena governing the crack 
tip growth process.  
 

References 
[1] B. Budiansky, J.R Rice, Conservation laws and energy release rate. Journal of Applied 

Mechanics, 400 (1973) 201-203.  
[2] A.G. Hermann, On energy release rates for a plane crack. Journal of Applied Mechanics, 48, 

(1981) 525-528.  
[3] L.B. Freund, Stress-intensity factor calculations based on a conservation integral. International 

of Journal of Solids and Structures, 14 (1978) 241-250. 
[4] J.H. Chang, A.J. Chien, Evaluation of M-integral for anisotropic elastic media with multiple 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-9- 
 

defects. International Journal of Fracture, 114 (2002) 267-289.  
 
[5] F. Dubois, M. Méité, O. Pop, J. Absi, Characterization of timber fracture using the Digital 

Image Correlation technique and Finite Element Method. Engineering Fracture Mechanics 
(2012). doi.org/10.1016/j.engfracmech.2012.07.008. 

[6] O. Pop, M. Meite, F. Dubois, J. Absi, Identification algorithm for fracture parameters by 
combining DIC and FEM approaches. International Journal of Fracture, 170 (2011) 101-114.  

[7] M. Méité, O. Pop, F. Dubois, J. Absi, Characterization of mixed-mode fracture based on a 
complementary analysis by means of full-field optical and finite element approaches. 
International Journal Fracture, (2012). DOI: 10.1007/s10704-012-9794-z. 

[8] F. Dubois, C. Chazal, C. Petit, Viscoelastic crack growth process in wood timbers: an approach 
by the finite element method for mode I fracture. International Journal Fracture; 113 (2002) 
367–88. 

[9] F. Dubois, C. Petit, Modeling of the crack growth initiation in viscoelastic media by the Gθ 
integral. Engineering Fracture Mechanics, 72 (2005) 2821–2836.  

[10] M.A. Sutton, W.J. Wolters, W.H. Peters, W.F. Ranson, S.R. McNeil, Determination of 
Displacements Using an Improved Digital Correlation Method, Image and Vision Computating, 
1 (1983) 133-139.  

[11] J. Réthoré, S. Roux, F. Hild, Optimal and noise-robust extraction of Fracture Mechanics 
parameters from kinematic measurements. Engineering Fracture Mechanics 78 (2011) 
1827-1845.  

[12] K. Machida, Y. Suzuki, Examination of the accuracy of the singular stress fields near a crack tip 
by Digital Image Correlation. Key Engineering Materials, 321 (2006) 32–37. 

[13] S. Yoneyama, T. Ogawa, Y. Kobayashi, Evaluating mixed-mode stress intensity factors from 
full-field displacement obtained by optical methods. Engineering fracture mechanics, 74 (2007) 
1399–1412.  

[14] M. Méité, O. Pop, F. Dubois, J. Absi, Evaluation of mixed-mode integral invariant for polymer 
material trough the couple experimental-numerical Process. 14th International Conference on 
Experimental Mechanics (ICEM14), Poitiers, 2010.  

[15] R. Moutou Pitti, F. Dubois, C. Petit, N. Sauvat, Mixed mode fracture separation in viscoelastic 
orthotropic media: numerical and analytical approach by the Mθv –integral. International 
Journal of Fracture, 145 (1997) 181–193.  



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-1- 
 

Cracks under Mixed Mode loading: Questions and solutions  
for isotropic and graded materials 

 
Hans. A. Richard1, Britta Schramm1,*, Alexander Eberlein1, Gunter Kullmer1 

 
1 Institute of Applied Mechanics, University of Paderborn, 33098 Paderborn, Germany 

* Corresponding author: schramm@fam.upb.de 
 

Abstract  In reality cracks often initiate and grow due to mixed mode loading. This paper deals with 
questions about stable and unstable crack growth and the crack growth direction under multi-axial loading 
conditions. For homogeneous materials many criteria and experimental confirmations exist. This paper 
shows a selection of these solutions and some experimental investigations. In practice innovative 
manufacturing and application-oriented products considering lightweight construction gain increasingly in 
importance. In this context structures with graded material properties are produced. However there does not 
exist many concepts for these graded materials. Within this paper fracture and fatigue criteria and 
experimental findings are presented. In particular the TSSRB-concept is used for the determination of crack 
growth in fracture mechanical graded materials. 
 
Keywords  Mixed Mode, fracture criteria, isotropic materials, graded materials, TSSR-concept 
 
1. Introduction 
 
If the two basic fracture modes (Mode I and Mode II) temporarily or permanently occur in 
combination, as indicated in Fig. 1, local plane Mixed Mode loading conditions at cracks can be 
observed. 

 

Figure 1. Mixed Mode loaded crack in a welded structure 
 
For a fail-safe dimensioning it is important to know among other things if such a crack is able to 
grow, how fast and whereto does the crack grow and when unstable crack growth occurs. Answers 
can be found using crack propagation concepts which will be briefly described in the following 
chapter. An extensive description can be found in [1, 2].   
  
2. Crack growth in isotropic and homogeneous materials 
An isotropic and homogeneous structure is defined by fracture mechanical and elastic material 
properties which are independent of place and direction, i.e. they are the same for the whole 
structure. With regard to the subsequent consideration of fracture criteria for graded materials and 
their complexity only 2D-concepts will be regarded within this paper.  
 
2.1. Concepts for two-dimensional Mixed Mode crack growth 
In the following two theoretical concepts are presented which enable the determination of unstable 
crack growth. Information about further crack propagation concepts for 2D and 3D Mixed Mode 
situations can be found in [1-5]. 
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2.1.1. Concept according to Erdogan and Sih 
The concept of the maximum tangential stress (MTS) by Erdogan and Sih [4, 5] enables the 
determination of the crack growth direction as well as the start of unstable crack propagation on the 
basis of the tangential stress σϕ, presented in Eq. (1). 
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The concept assumes that the crack propagates in the direction ϕ0,MTS which is perpendicular to the 
maximum tangential stress σϕmax. Eq. (2) defines the kinking angle ϕ0,MTS according to the 
MTS-concept which depends on the loading condition. 
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The crack grows unstable if σϕmax reaches a material limit value σϕc or if a maximum comparative 
stress intensity factor KVmax (Eq. 3), determined by the tangential stress σϕ (Eq. 1), reaches the 
fracture toughness KIC. 
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Eq. (4) shows the criterion for unstable crack growth. 

ICVmax KK =  (4)

Due to cyclic loading the tangential stress σϕ (Eq. 1) is transformed to the cyclic tangential stress 
Δσϕ (Eq. 5) with the cyclic stress intensity factors ΔKI and ΔKII. 
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Fatigue crack growth starts if the cyclic comparative stress intensity factor ΔKVmax=Δσϕ√2πr 
reaches the Threshold value ΔKth. In case of cyclic loading unstable crack growth occurs if KVmax = 
KIC (Eq. 4) or if ΔKVmax = ΔKIC = KIC⋅(1-R), with the stress ratio R = σmin/σmax = Kmin/Kmax. 
 
2.1.2. Concept according to Richard 
The general fracture concept of Richard [1, 5, 6] is very practical and adaptive and can be used 
for different materials. The concept is based on a comparative stress intensity factor KV. This 
value depends on the stress intensity factors KI and KII (Eq. 6). 

( )2II1
2
IIV Kα4K

2
1K

2
1K ++=  (6)

The material parameter α1 depends on the ratio of the fracture toughness of Mode I KIC and the 
fracture toughness of Mode II KIIC. If α1 is set to 1.155 an excellent approximation of the fracture 
limit curve of the maximum tangential stress criterion is obtained. Unstable crack growth occurs as 
soon as KV exceeds the fracture toughness KIC for Mode I. 
Furthermore the concept also enables the determination of the kinking angle ϕ0 (Eq. 7), with 
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ϕ0<0 for KII>0, ϕ0>0 for KII<0 and KI always larger than 0. 
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In this empirical formula the parameters have to be set to: A = 155,5° and B = -83,4°. 
 
2.2. Comparison of the theoretical concepts and experimental findings 
Experimental determined kinking angles ϕ0 for different almost isotropic materials (for example 
PMMA, Araldit B, PVC, AlZnMgCu) are shown in Fig. 2. The kinking angle doesn’t depend on the 
material. However the KII/KI-ratio is important. Furthermore the kinking angles determined by 
different fracture criteria (for example Erdogan and Sih, Richard) are presented in dependency of 
the Mixed Mode ratio KII/(KI+KII). It can be seen that these crack propagation criteria are able to 
predict the crack kinking angle for isotropic and nearly isotropic material sufficiently exact [7]. For 
more information about experimental investigations see [5, 8]. 
 

 
Figure 2. Kinking angle from criteria for 2D Mixed Mode cracks in comparison to experimental data 

 
Fig. 3 shows aluminum alloy specimens which vary in their rolling direction. The specimen in Fig. 
3a was rolled in crack direction, in Fig. 3b diagonal and in Fig. 3c perpendicular to the crack 
direction. After the production and rolling process these specimens were investigated 
experimentally. The resulting kinking angles ϕ0 of these anisotropic structures are presented in Fig. 
4. The results show that the crack propagation concepts are not able to predict the kinking angles of 
the rolled aluminum alloy specimens very well. The concepts are not able to consider the 
predominant direction due to the rolling process. 
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                  a) b)      c) 

Figure 3. Aluminum alloy specimens with special rolling direction: a) in crack direction, b) diagonal,  
c) perpendicular to the crack direction 

 
These results lead to the knowledge that the presented concepts are able to predict the crack growth 
behavior very well as long as the structure is a homogeneous and isotropic one. For the description 
of materials with a graded property, for example in form of the shown predominant direction, other 
concepts have to be used considering the influence of the material gradation. Therefore hypotheses 
describing Mixed Mode crack growth in graded materials are presented in the following 
contribution. 

 

 
Figure 4. Kinking angle from criteria in comparison to experimental data of a rolled aluminium alloy 

specimens for 2D Mixed Mode cracks 
 
3. Crack growth in functional graded materials 
In technical practice innovative manufacturing and application-oriented products, considering 
lightweight construction, gain increasingly in importance. In this context functional graded 
materials and structures take a special position. Due to the fact that these materials possess an 
application matched functional gradation they are able to meet different local demands such as 
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among other things absorbability, abrasion and fatigue of structures. The material gradation has a 
remarkable influence on the crack propagation behavior which is why the development of 
appropriate concepts is important. The material gradation can be realized by different properties. On 
the one hand the gradation can be defined by different fracture mechanical properties, on the other 
side by differences in the elastic parameters. Furthermore a combination of the fracture mechanical 
gradation and the elastic gradation is imaginable. The following considerations deal with a fracture 
mechanical gradation. 
    
3.1. Influence of a fracture mechanical material gradation on crack propagation 
A fracture mechanical material gradation exists for example within the flanged shaft, Fig. 5a, which 
is used as a demonstrator object by the collaborative research centre Transregio 30 with the title 
“functionally graded materials in industrial mass production”. Besides the development and 
manufacturing of these innovative materials another important task is the characterization of the 
mechanical properties of these materials regarding the remarkable influence of the gradation on the 
fracture mechanical behavior and hence on the life time of such a graded structure [9]. Due to a 
thermo-mechanical production process the unformed region of the shaft shows ferritic-perlitic base 
material of the heat treatable steel 51CrV4, whereas the formed flange consists of a martensitic 
structure. Fig. 5b clarifies that the fracture mechanical properties of these microstructures (i.a. 
Threshold value ΔKth, fracture toughness KIC, crack velocity da/dN) differ extremely from each 
other. The elastic properties (Young’s modulus E, Poisson’s ratio ν) are not affected by the 
production process. Furthermore there is a defined distinctive transition zone between the 
mentioned microstructures which is neglected in this contribution. 
  

 

 

 
base 
material 
 
pure 
martensite 

 

a) b) 
Figure 5. a) Metallographic micrograph of the flanged shaft [9], b) crack velocity curves for the steal 51CrV4 

with different microstructures [10] 

3.1.2. Influence on the limits of fatigue crack growth 
Fig. 6 shows the correlation between cyclic stress Δσ and crack length a in dependency of a fracture 
mechanical gradation for a Griffith crack (geometry factor Y = 1) [10, 11]. Below the Threshold 
value curves a crack is not able to grow, whereas the unstable crack growth is above the fracture 
limit curves. The region of stable fatigue crack growth is between both material curves.  
The crack starts in base material and reaches the martensitic microstructure at the crack length a = 
6mm. It can be seen that the region of stable fatigue crack growth is more distinctive for the base 
material than for martensite. Furthermore there is no real overlapping at the transition, hence the 
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crack becomes unstable immediately after reaching the martensitic structure.  
 

 
Figure 6. Δσ-a-diagram for a fracture mechanical gradation with a sharp transition at crack length a = 6mm 

 
3.1.3. Influence on the crack growth velocity 
Fig. 7a shows schematic crack velocity curves for two materials characterized by different fracture 
mechanical properties [10, 11]. At the beginning crack growth is starting within material 2. At 
reaching the other material a change to the crack velocity curve of material 1 occurs. Hence, the 
crack grows faster and reaches the fracture toughness much earlier as if it grows further within 
material 2. The worst imaginable case is that at the change to curve 1 the cyclic stress intensity 
factor ΔK is already larger than the cyclic fracture toughness ΔKC1 of material 1 leading to the 
immediate failure of the structure. In Fig. 7b the gradation is oriented opposite. The crack starts in 
the material with the worse fracture mechanical properties, material 1, and reaches material 2 
afterwards. Due to the change the crack velocity slows down and more load cycles are tolerated 
until final fracture. At the best crack arrest occurs if the cyclic stress intensity factor ΔK is smaller 
than the Threshold value ΔKth2 of material 2 at the material change. As can be seen, a positive or a 
negative impact on the prospective lifetime is connected with the gradation constellation.  
 

  
a) b) 

Figure 7. Schematic crack velocity curves:  
a) transition from material 2 to material 1, b) transition from material 1 to material 2 
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3.2. TSSRB-concept for the prediction of crack propagation in fracture mechanical graded 
materials 
The new developed TSSRB-concept enables the prediction of the start and the direction of the crack 
propagation as well as the determination of unstable crack growth in fracture mechanical graded 
materials [10, 11, 12]. Fig. 8 shows a crack-afflicted structure which is loaded periodically resulting 
in a pure Mode I loading solution. Furthermore the structure consists of two materials whose 
fracture mechanical properties differ from each other. The presented gradation angle ϕM = 30° 
defines the position of the material transition in relation to the crack tip. The crack could kink by 
the kinking angle ϕ0,MTS which depends on the stress situation and can be determined by a crack 
propagation concept for homogeneous and isotropic materials (for example the MTS-concept of 
Erdogan and Sih). Another imaginable kinking angle is the gradation angle ϕM itself, due to the fact 
that the crack strives to take the way of least resistance.  
 

 
Figure 8. Fracture mechanical graded structure with gradation angle ϕM = 30° 

 
The occurrence of fatigue crack growth as well as the entrant kinking angle ϕTSSRB can be 
determined by the TSSRB-concept. This concept is based on the assumption that stable crack growth 
starts, when the cyclic tangential stress Δσϕ (Eq. 5) reaches a material limit value Δσϕ,th or rather 
when a cyclic comparative stress intensity factor ΔKV, determined by the means of the cyclic 
tangential stress Δσϕ, reaches the Threshold value curve ΔKth(ϕ). This material function depends on 
the coordinate ϕ and consists of the values ΔKth,material1 and ΔKth,material2 for the different regions, see 
Eq. (8). Similarly the material functions ΔKC(ϕ) and KC(ϕ) can be defined in dependency of the 
gradation angle ϕM. 

MM2 materialth,

th

MM1 materialth,

180                                    
for                              )(

180                                     

ϕϕϕ
ϕ

ϕϕϕ

<<°−Δ
Δ

°+≤≤Δ

 K
K

K
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The determination of the start and the direction of fatigue crack growth is shown in Fig. 9a. The 
first intersection of the stress function Δσϕ√2πr with the material function ΔKth(ϕ) (Eq. 8) identifies 
the occurrence and the corresponding direction of crack growth, whereas the intersection of the 
stress function Δσϕ√2πr with the material function ΔKC(ϕ) defines the occurrence of final failure of 
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the structure. For static loading the occurrence of unstable crack growth can be predicted using the 
material function KC(ϕ). 
At first it is assumed that the crack is not able to grow resulting in a stress function without point of 
contact with the material function ΔKth(ϕ). Subsequently the cyclic load will be increased until the 
corresponding stress function has a contact with the material function. At this point the crack is able 
to grow. Furthermore the point of contact defines the kinking angle ϕTSSRB due to the loading 
situation and the material gradation. 
 
3.2.1 Mode I loading in a graded material 
As a special case of a Mixed Mode loading at first a pure Mode I situation is considered. In Fig. 9a 
a single Mode I (ΔKII = 0) is considered leading to the reduced stress function Δσϕ√(2πr), see Eq. 
(9), derived from Eq. (5).  

2
cosΔK2πΔσ 3

I
ϕ

ϕ =r  (9)

The point of contact can be found at the polar coordinate ϕM = 30° resulting in the kinking angle 
ϕTSSRB = ϕM = 30°. First experimental investigations considering the same loading condition and the 
same gradation angle ϕM

 confirm this theoretical concept (Fig. 9b). In spite of pure Mode I the 
crack kinks due to the material gradation. For the further crack propagation the kinked crack evokes 
a Mixed Mode loading situation.   
 

 

 

a) b) 
Figure 9. a) Point of contact for the determination of occurrence and direction of fatigue crack growth for a 

Mode I loaded crack, b) experimental confirmation of the TSSRB-concept 
 
3.2.2 Mixed Mode loading in a graded material 
The TSSRB-concept can also be used for a Mixed Mode loading situation. Thereby the Mixed Mode 
ratio V, see Eq. (10), defines the combination of the pure loading cases Mode I and Mode II. Fig. 10 
shows the stress functions Δσϕ√(2πr) (Eq. 11) for a Mixed Mode ratio V = 0,23, see also Eq. (5). 

III

II

KK
KV
+

= . (10)
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ϕϕϕ
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The structure in Fig. 10a and Fig. 10b possess different gradation angles ϕM. This difference in the 
gradation angle ϕM leads to a different kinking angle ϕTSSRB due to the loading condition and the 
material gradation. In Fig. 10a the gradation angle ϕM is 30°. The point of contact is at this 
coordinate leading to the kinking angle ϕTSSRB = ϕM = 30°. In Fig. 10b the structure possesses the 
gradation angle ϕM = 60°. Here the point of contact can be found at the coordinate with the largest 
stress. Hence the kinking angle ϕ0,MTS = -30° due to the loading condition, according to the 
MTS-concept of Erdogan and Sih, defines the kinking angle ϕTSSRB in this case. 
 

  
a) b) 

Figure 10. Occurrence and direction of fatigue crack growth for Mixed Mode loading in a fracture 
mechanical graded material: a) gradation angle ϕM = 30°, b) gradation angle ϕM = 60°. 

 
In graded materials the crack propagation direction depends on the Mixed Mode loading situation 
and the material gradation. Which crack growth occurs can be determined with the TSSRB-concept. 
Furthermore the concept enables the determination of the starting of fatigue crack growth and of 
unstable crack growth. 
 
4. Conclusion 
Using the presented TSSRB-concept crack propagation as well as the direction of crack growth can 
be determined in fracture mechanical graded materials. By comparing the stress function Δσϕ√2πr 
with the material functions ΔKth(ϕ), ΔKC(ϕ) and KC(ϕ) the occurrence, the direction as well as the 
start of unstable fatigue crack growth and the start of unstable failure due to static loading can be 
determined. Furthermore this concept can also be modified for the application for an elastic material 
gradation as well as for the combination of a fracture mechanical and elastic material gradation. 
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Abstract  This study proposes a hybrid approach that relies both on the numerically computed and on the 
experimentally measured load (P) versus the crack-mouth opening displacement (CMOD) relationships to 
derive the fracture resistance curve (J-R curve) for the mixed-mode I and II fracture specimen. The 
CMOD-based hybrid approach utilizes a single experimental specimen with a growing crack and multiple 
finite element (FE) models, each with a different crack depth. The experimental procedure measures the 
P-CMOD curve from a standard fracture specimen with a growing crack. The intersections between the 
experimental P-CMOD curve and the numerical P-CMOD curves from multiple FE models dictate the 
CMOD levels to compute the strain energy (U). This approach simplifies the J-R curve test for the 
single-edge-notched bend, SE(B), specimen by eliminating the multiple unloading and reloading procedures 
in determining the variation of the compliance during the test. This method also provides an alternative 
simple measurement of the J-R curves for mixed-mode I and II specimens. The validation procedure shows 
accurate predictions of the J-R curves for both SE(B) specimens and mixed-mode I and II specimens. 
 
Keywords  mixed-mode fracture, fracture resistance, J-R curve, hybrid approach. 
 
1. Introduction 
 
The traditional load-line displacement (LLD) based incremental method has become widely 
implemented as a convenient experimental method to determine the fracture resistance curve, 
namely the J-R curve, for the SE(B) specimen, as recommended by the testing standards [1, 2]. The 
measurement of the specimen compliance at the each unloading and reloading procedure leads to a 
direct evaluation of the crack extension (Δa). The area under the load versus the LLD curve 
corresponding to different crack lengths allows the calculation of the energy release rate, J-value [3]. 
However, the measurement of the LLD for the SE(B) specimen requires extreme effort to prevent 
the potential errors introduced by the indentation at the loading point and the deformation of the 
testing frame [4]. In addition, the fracture toughness tests for the mixed-mode I and II specimens 
face critical challenges such as the calculation of the J-value and the determination of Δa [5]. The 
evaluation of the bending strain energy, which contributes to the J-value, depends on the current 
crack size (ai) which cannot be determined via the traditional compliance approach for mixed-mode 
I and II specimens due to the unknown crack path prior to the test. Therefore, the experimental 
determination of the fracture resistance curve for both pure mode I SE(B) specimen and the 
mixed-mode I and II specimen requires a simplified and accurate approach based on the readily 
measurable quantities from the tests. 
 
This study proposes a hybrid, numerical and experimental approach to determine the fracture 
resistance curve based on the readily measureable load versus CMOD (or Δ) relationship for SE(B) 
specimen (CMOD-hybrid approach). This research also extends the same approach to determine the 
fracture resistance for the mixed-mode I and II specimens. The J-value is derived from the variation 
in the total strain energy (including the bending and shear strain energy) with respect to the change 
in the crack depth, using the P-Δ curve measured from a single experimental specimen and P-Δ 
curves computed from multiple FE models with different crack sizes. The comparison of the 
fracture resistance curve obtained using the CMOD-hybrid approach with those obtained from the 
experimental results for both the SE(B) specimens and mixed-mode I and II specimens confirms the 
accuracy of the proposed CMOD-hybrid approach. 
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2. The CMOD-Based Hybrid Approach 
 
The fundamental principle underlying the hybrid numerical and experimental approach remains 
similar to that of the conventional, multiple-specimen experimental approach proposed by Begley 
and Landes [6]. The procedure in the CMOD-hybrid approach follows similarly the hybrid 
approach, which relies on the P-LLD relations, proposed by the authors [7, 8], as illustrated in 
Figure 1. The numerical analyses of the hybrid approach generate a series of P-Δ curves from 
large-deformation, elastic-plastic analyses of multiple FE specimens with the same geometry, 
dimension and material, but different crack sizes. The experimental part of the hybrid approach 
produces the P-Δ curve for a fracture specimen with a growing crack. 
 

 
(a) 

 
(b) 

 
(c) 

Figure 1. Schematic description for the proposed CMOD-based hybrid approach to determine the ductile 
fracture resistance. 

 
Figure 1a illustrates the P-Δ curve obtained from the experimental specimen with the initial crack 
depth of a0 and those obtained from the FE models with crack sizes ranging from a1 to an. The 
intersection point between the experimental P-Δ curve and the numerical P-Δ curve defines a 
common loading and CMOD level in the FE specimen with a stationary crack and the experimental 
specimen with a growing crack. The crack extension (Δai ) in the experimental specimen assumes a 
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value of (ai – a0) at the intersection of the test P-Δ curve and the numerical P-Δ curve computed 
from the FE model with a crack size of ai. Since the crack size of the FE model equals the current 
crack size in the experimental specimen, the energy release rate calculated from the multiple FE 
specimens, using the same approach as the conventional multiple-specimen experimental approach, 
represents the J-value in the experimental specimen with the corresponding crack size. 
 
The CMODs corresponding to the intersection points between the experimental curve and the 
numerical curves, i.e., Δ1 to Δn in Figure 1a, define the CMOD levels to compute the strain energy 
U for each crack depth. The evaluation of the strain energy U from the P-Δ curve becomes the 
primary step in applying the CMOD-based hybrid approach. Since the strain energy for the SE(B) 
specimen dissipates mainly through the rotation of the crack plane, the strain energy U equals the 
bending strain energy in the mode I SE(B) specimen. Based on the J-integral calculation proposed 
by Tohgo and Ishii [9], the bending strain energy for SE(B) specimen follows, 
 IU Mdθ= ∫ . (1) 

Equation (1) also represents the mode I strain energy in mixed-mode I and II specimens. In such 
mixed-mode specimens, the shear strain energy follows, 
 II V VU F dδ= ∫ , (2) 
where, FV  is the shear force on the crack plane, and δV corresponds to the relative shear 
displacement between two crack planes. For the SE(B) specimens, the shear force remains zero and 
the bending moment M derives from equilibrium principles. The rotation of the crack plane, θ, 
depends on the current crack length, 

 
1 1

CMOD
( )i

i p ia r W a
θ

− −

=
+ −

, (3) 

where rp represents the plastic rotation factor and equals 0.44 as suggested in ASTM E1820 [1] for 
SE(B) specimens, ai–1 corresponds to the crack depth determined at the previous intersection point 
between the experimental P-Δ curve and that obtained from the FE analysis, as demonstrated in 
Figure 1a. 
 
Figure 1b illustrates the schematic variation of the strain energy with respect to the crack depth, 
calculated from multiple FE models. To facilitate the calculation of the energy release rate from the 
FE models, the hybrid approach utilizes a regression analysis to derive approximate polynomial 
functions in terms of the crack size, a, to describe the strain energy variations shown in Figure 1b. 
The solid circles in Figure 1b indicate the displacement level where the energy release rate 
calculated from multiple FE models equals (theoretically) the energy release rate in the 
experimental fracture specimen with a growing crack. The J-values at these solid circles are 
computed from Eq. (4), 

 1 dUJ =
B da

− . (4) 

Figure 1c sketches the J-values calculated at these solid circles with respect to the corresponding 
crack extensions. Tohgo and Ishii [9] separated the J-value for mixed-mode I and II specimens as, 
 T I IIJ J J= + , (5) 
where, JI and JII correspond to the energy release rate contributed by the bending and shear 
deformation of the crack plane, respectively. 
 
3. Validation on SE(B) Specimen 
 
This section presents the validation of the proposed CMOD-based hybrid approach based on the 
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fracture resistance test results for the SE(B) specimens made of aluminum alloy (Al-alloy) 5083 
H-112 reported by the authors [5]. The Al-alloy has a Young’s modulus E of 69 GPa, with a 
Poisson’s ratio of υ = 0.3, the yield stress of σy = 243 MPa and the ultimate stress of σu = 347 MPa. 
Figure 2a presents the uniaxial stress-strain curves for the aluminum alloy material obtained from 
the axial tension test. 
 
Figure 2a sketches the geometry of the SE(B) specimen. The total thickness of all the SE(B) 
specimen equals B = 18 mm, with the net-thickness after side-grooving equal to 80% of the total 
thickness, or BN = 0.8B. The width of the specimen, W, equals to 36 mm, while the span over width, 
S/W, has a constant ratio of 4 for all SE(B) specimens. The CMOD or Δ is measured by the crack 
opening displacement gauge mounted at the mouth of the crack. The initial crack depth over the 
width ratios, a0/W, equal 0.222 and 0.513 for the Al-alloy SE(B) specimens. The SE(B) specimen 
with a relatively shallow crack depth (a0/W ≈ 0.2) represents a fracture specimen with low 
crack-front constraints, while the deep crack (a0/W ≈ 0.5) corresponds to a high crack-front 
constraint condition complying with the ASTM E-1820 requirement [1]. 
 

  
(a)                                      (b) 

  
(c) 

Figure 2. (a) Uniaxial stress-strain curves for the aluminum alloy material; (b) geometric configuration of the 
SE(B) specimen; and (c) the typical FE mesh for the SE(B) specimen. 

 
Figure 2c shows a typical, half FE model for the Mode I SE(B) specimens, built from 3D 8-node 
brick elements. The FE model consists of one-layer of elements in the thickness direction, with all 
nodes in the FE model constrained against the out-of-plane displacement to represent the 
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plane-strain condition. The presence of a plane of symmetry enables a half model, with the 
displacement degree of freedom for all nodes on the plane of symmetry constrained in the direction 
normal to that plane. The crack-tip contains a focused mesh with an initial root radius of R0 = 25 μm 
to facilitate numerical convergence under large deformations, as shown in Figure 2b. The total 
number of nodes in the FE models with different crack depths varies from 2000 to 3000, with the 
number of elements ranging from 1000 to 1500. The numerical computation in this study utilizes 
the FE research code, WARP3D [10]. 
 
For the Al-alloy SE(B) specimen with a0/W = 0.222, this study generates thirteen FE models to 
compute the strain energy at thirteen different crack extensions (Δai), as summarized in Table 1. For 
the deep cracked SE(B) specimen with a0/W = 0.511, the validation utilizes twelve FE models with 
various crack lengths to represent twelve different crack extensions (Δai), as shown in Table 1. 
 

Table 1. The crack size in the FE models for the two SE(B) specimens made of Al-alloy 5083 H-112. 
Crack extensions (mm) a0/W a0 (mm) Δa1 Δa2 Δa3 Δa4 to Δa11 Δa12 Δa13 

0.222 8.0 0 0.2 0.5 1 to 4.5 @ 0.5 mm 
increment 5 5.5 

0.511 18.5 0 0.2 0.6 1.2 to 5.4 @ 0.6 mm 
increment 6 - 

 

 
(a)                            (b) 

 
(c) 

Figure 3. (a) P-Δ curve for SE(B) specimen with a0/W=0.222; (b) U-Δa curves for SE(B) specimen with 
a0/W=0.222; and (c) comparison of the J-R curves measured in the test and those derived from the 

CMOD-based hybrid approach for both shallow and deep cracked SE(B) specimens. 
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Figures 3a shows the P-Δ relationships for the experimental specimen of a0/W = 0.222 with a 
growing crack indicated by the discrete circular symbols. The good agreement between the test data 
and the FE results at the zero crack extension, Δa = 0, confirms the boundary conditions of the FE 
models. In addition, the numerical P-Δ curve computed from the FE model with the same crack size 
as the experimental specimen at the end of the fracture test intersects with the test P-Δ curve at the 
end of the measured history. Figure 3b shows the strain energy U versus the crack extension 
evaluated from the P-Δ curves for the shallow cracked SE(B) specimen. The U value is computed at 
varied CMOD levels (Δi), which correspond to the intersections between the experimental and 
numerical P-Δ curves. The discrete symbols in Figure 3b represent the strain energy value 
computed from the FE model with the corresponding initial crack lengths a0+Δai. The solid lines in 
Figure 3b correspond to the second-order polynomial functions derived from the regression 
analysis. 
 
The J-value corresponding to each crack extension, Δai, can be derived from Eq. (4), using the 
first-order derivative of the fitted polynomial for the strain energy U (at the corresponding Δi) with 
respect to the crack depth. This leads to a J-R curve schematically shown in Figure 1c. The 
determination of the J-R curve by the CMOD-based hybrid approach for the SE(B) specimen with 
a0/W = 0.511 follows the same procedures described in Figure 3a and 3b. Figure 3c compares the 
experimental J-R curves with those determined from the CMOD-based hybrid method for SE(B) 
specimens with two crack depth ratios, a0/W = 0.222 and 0.511. The J-R curves obtained from the 
CMOD-based methods agree closely with the test results for both the shallow-crack and the 
deep-crack SE(B) specimens. This validates both the applicability and the accuracy of the 
CMOD-based hybrid method in determining the J-R curves for SE(B) specimens. 
 
4. Validation on the Mixed-Mode Specimens 
 
The verification of the hybrid method on the determination of the J-R curves utilizes two 
mixed-mode Al-alloy 5083 H-112 specimens reported by the authors [5, 11], the mode I dominant 
specimen AM1 (mode-mixity βeq = tan-1(KI/KII) = 75o ) and the mode II dominant specimen AM5 
(βeq = tan-1(KI/KII) = 20o) [5]. 
 
Figure 4a and 4b shows the typical FE models for the two mixed-mode specimens, AM1 and AM5. 
The geometrical configurations and the orientation of the crack planes follow exactly the test 
procedures described by the authors [5, 11]. Figure 4c and 4d illustrates the close-up view of the 
region around the crack tips for AM1 and AM5, respectively. The crack path deviates by 20o from 
the original crack plane in the mode I dominant specimen AM1 and by 9o from the original crack 
plane in the mode II dominant specimen AM5. The multiple FE models have varied crack lengths of 
a0+Δai along the crack directions observed from the tests, which have been summarized in Table 2. 
The verification of the CMOD-based hybrid approach on the mixed-mode specimens includes eight 
and six FE models with different crack sizes for the mode I dominant AM1 and the mode II 
dominant specimen AM5, respectively, as shown in Table 2. The crack tips for both specimens are 
simulated with an initial root radius of 25 μm to facilitate the convergence of the large-deformation 
analysis, similar to the method shown in the Figure 2c. The element type, boundary conditions and 
the calculation procedures follow similarly the methods described by Qian and Yang [7]. The 
material properties of the elements remain the same as those shown in Figure 2a. 
 
Figure 5a and 5b show the M-θ curves and the FV-δV relationships computed from the FE models 
listed in Table 2. The circles in Figure 5a and 5b represent the test results for AM1. Figure 5c and 
5d illustrate the mode I strain energy UI versus Δa curves and the mode II strain energy UII versus 
Δa curves evaluated from the FE results at varied deformation levels listed in Table 2. The symbols 
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in Figure 5c and 5d represent the strain energy evaluated at different deformation levels (θi or δVi) as 
listed in Table 2. The solid lines correspond to the fitted second-order polynomial functions, which 
are utilized to determine the first-order derivatives at various crack extensions. 
 

   
(a)                            (b) 

 

    
(c)                            (d) 

Figure 4. Typical FE models for the mixed-mode specimens made of Al-alloy 5083 H-112: (a) global FE 
model of the Mode I dominant specimen AM1; (b) global FE model of the Mode II dominant specimen AM5; 

(c) a close-up view around the crack tip for AM1; and (d) a close-up view around the crack tip for AM5. 
 

Table 2. FE models for the mixed-mode I and II specimens made of Al-alloy 5083 H-112. 
FE models Specimen Crack 

Parameters i = 0 i = 1 i = 2 i = 3 i = 4 i = 5 i = 6 i = 7 i = 8
Δa (mm) 0 0.1 0.3 0.7 1.7 2.7 3.7 4.7 5.7 

θ (rad) - 0.024
7 

0.028
8 

0.035
6 

0.06 0.081
6 

0.092
4 0.106 0.115

AM1 
(Mode I 

dominant) δV (mm) - 0.052 0.09 0.159 0.273 0.486 0.588 0.672 0.749
Δa (mm) 0.15 0.5 1.0 2.0 3.0 3.9 4.5 - - 
θ (rad) - 0.017 0.019 0.021 0.022 0.023 0.024 - - 

AM5 
(Mode II 

dominant) δV (mm) - 0.604 0.731 0.911 1.050 1.233 1.412 - - 
 
Figure 6 compares the fracture resistance curves obtained from the hybrid approach and the test for 
AM1. Both the JI-Δa and JII-Δa hybrid results agree well with the test data at small crack extension, 
i.e., Δa < 1 mm, as shown in Figure 6a. Figure 6a also shows that the hybrid approach leads to 
slightly lower JI-Δa curve when Δa > 1 mm, due to the combined mode I dominant and mode II 
dominant fracture failure across the thickness of the specimen [11]. In general, the good agreement 
between the total J versus Δa curves determined using the hybrid approach and that obtained from 
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the test confirms the applicability of the hybrid method in predicting the fracture resistance for the 
Mode I dominant specimen AM1. 

 

   
(a)                            (b) 

    
(c)                            (d) 

Figure 5. Determination of the strain energy for the Mode I dominant specimen, AM1: (a) The 
moment-rotation curves computed from multiple FE models; (b) the shear force versus shear deformation 

computed from multiple FE models; (c) the Mode I strain energy versus the change in the crack size; and (d) 
Mode II strain energy versus the change in the crack size. 

 
Figures 6c and 6d compare the J-R curves reproduced from the hybrid approach and those obtained 
from the test for mode II dominant specimen, AM5. Very close agreement between the results 
obtained from these two methods is observed when Δa < 1 mm, as shown in Figure 6c and 6d. As 
Δa > 1 mm, the hybrid approach yields slightly lower (conservative) J-R curves. 
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(a)                            (b) 

   
(c)                            (d) 

Figure 6. Verification for the mixed-mode specimen: (a) the Mode I and Mode II fracture toughness versus 
the crack extensions for AM1; (b) the total fracture toughness versus the crack extension curves for AM1; (c) 

the Mode I and Mode II fracture toughness versus the crack extensions for AM5; and (d) the total fracture 
toughness versus the crack extension curves for AM5. 

 
5. Summary and Conclusions 
 
The proposed CMOD-based hybrid method relies on a single experimental P-Δ curve and multiple 
numerical P-Δ curves to derive the fracture resistance curve for both the SE(B) specimen and the 
mixed-mode I and II specimen. The CMOD-based hybrid method simplifies the J-R curve testing 
procedure by eliminating the multiple unloading and reloading sequences, required to determine the 
specimen compliance and hence the crack size. The current CMOD-based hybrid method removes 
the dependence on the LLD, which requires careful instrumentation to prevent possible errors 
introduced by the indentation at the loading point. The close agreement between the J-R curves 
derived from the CMOD-based hybrid approach and those determined from the tests validates the 
proposed hybrid approach for both the SE(B) specimens and the mixed-mode I and II specimens. 
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Abstract  In the present paper a cohesive zone model coupled with monotonic and cyclic damage 
mechanisms for simulating elastic-plastic fracture and fatigue crack growth is introduced and applied for 
investigating failure processes in compact tension specimens. Fracture and fatigue crack tests are conducted 
on the compact tension C(T) specimen made of stainless steel 304 to study crack growth behavior under 
fracture and low cycle fatigue loading condition associated with severe elastic-plastic deformations. A good 
agreement between the prediction and the experimental result is obtained from the present simulations. It 
confirms that the suggested cohesive model in conjugation with the nonlinear damage evolution equations is 
applicable for describing the material degradation behavior of stainless steel 304 under both monotonic and 
cyclic loading with large plastic deformations. 
 
Keywords  Cohesive model, damage evolution, low cycle fatigue, elasto-plastic growth, crack growth rate 
 

1. Introduction 
Fatigue crack in industrial components are often subjected to heavy cyclic loading, and it is 
important to predict the fatigue crack growth behavior under higher stress fields. In low cycle metal 
fatigue problems, e.g. under loading conditions with maximum stresses beyond yield stress, 
specimens fail in small numbers of loading cycles.  
Comparing with Paris’ law, Walker model and Forman model or any other kinds of stress intensity 
factor based models, the cohesive model is more advantageous and gives the possibility to analyze 
the fatigue propagation behavior under severe plastic loading conditions, since the characterization 
of the cohesive zone model is generally applicable for inelastic materials [1-7]. Furthermore, it 
becomes possible to describe crack nucleation and propagation uniformly by the cohesive model.  
Originally, the cohesive zone model was introduced to describe the fracture process zone ahead of 
the crack-tip by Dugdale [8] and Barenblatt [9]. In the last twenty years, the cohesive modeling has 
been applied in simulating monotonic fracture process for diverse materials and has also been 
verified by experimental results [10-13]. For the fatigue failure analysis, the loading history 
dependent development of material degradation has to be taken into account under cyclic loading. 
Establishing a physical solid cohesive model for finite fatigue life is under intensive investigation in 
many research groups worldwide [2, 3, 14-17].  
In the present study, the fatigue crack propagation experiments have been conducted using compact 
tension C(T) of type 304 stainless steel associated with large plastic deformations. A cohesive 
model coupled with damage for prediction of fracture and fatigue behavior is introduced for 
elastic-plastic crack propagation associated with both normal and shear displacements of the crack 
surface. Both rupture damage and cyclic damage accumulation are considered in the damage 
evolution equations. The numerical results agree with experimental data and reproduce the high 
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fatigue crack propagation rate. The present analysis is limited to a two-dimensional configuration 
by the plane strain assumption.  
 

2. Experimental arrangement 
2.1. Material and specimens 
The material used in the present investigation comes with 304 austenitic stainless steel cylindrical 
bars with a 200mm diameter. The mechanical properties were obtained through tensile test 
performed on cylindrical specimen of 6mm diameter and about 70mm gauge length. The C(T) 
specimens were fabricated following the ASTM E399. The dimensions of C(T) specimen are 
illustrated in Figure 1(a). The material curves are shown in Figure 1(b). 

   
                              
 
 
 
 
 
 
 
 
 

      (a)                                  (b) 
Figure 1. (a) Dimensions of C(T) specimen, the thickness is 12.5mm. (b) Engineering and true 
stress-strain curves for the stainless 304 steel. 
 

2.2. Experimental apparatus and conditions 
The configuration of clevis used for C(T) specimen is based on ASTM E647. All fatigue pre-cracks 
of the specimens were generated under mode I loading using high frequency testing machine at a 
loading frequency of approx. 90 Hz. The fracture test was conducted to determine the plane strain 
fracture toughness of the stainless steel 304. Fatigue loading during the crack growth process was 
carried out in a MTS servo-hydraulic testing machine. 
 
 
 
 
 
 
 
 

 
(a)                                 (b) 

Figure 2. (a) The compliance method and (b) beachmarks on the fracture surface for CT specimen. 
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The tests were performed in air at room temperature with sine waveform at a frequency of 8 Hz. 
The fatigue crack growth rate was measured by using the compliance method and also creating 
beachmark to record the crack front as displayed in Figure 2. 
   

3. Cohesive zone model  
3.1. Kinematics and constitutive relation under quasi-static and cyclic loading 
 
Taking the principle of virtual work of the boundary value problem into account, the weak form of 
the equilibrium equation without body forces can be written as  

: d d d
V S V

V S sδ δ δ• •

∂

′+ =∫ ∫ ∫σ ε T Δ T u                             (1) 

with σ  as the Cauchy stress tensor, T´ denotes the external traction vector and <δε  , δΔ  ,δu> are the 
admissible displacement fields. The cohesive traction T is taken to have the following form, 

),( 2 nsnsT nsns
TTT Δ+Δ
Δ

=+= ξ                          (2) 

where Ts and Tn are the cohesive traction components in shear and normal direction, respectively. 
Following the Ortiz et al. [1] and Ural et al. [17], the effective displacement jump Δ is a scalar 
parameter defined as   

,222
ns Δ+Δ=Δ ξ                                     (3) 

where Δs=| Δ s | and Δn are the displacement jumps in shear and normal directions and ξ weights the 
shear displacement jump over normal one. T is a scalar effective traction relates to the effective 
displacement jump Δ  in the process zone where a crack may arise. The formulation of T used in the 
present study refers to a coupled damage model defined as 
 

 
Figure 3. Illustration of the cohesive zone model under monotonic loading. 
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where Δc is the onset of the displacement jump associated with initiation of the cohesive zone 
hardening, σc refers to the initial cohesive strength of the process zone corresponding to Δc and Δu is 
the final displacement jump which mirrors the complete loss of stress carrying capacity when the 
traction equals to zero. κ  is a parameter which has the same unit as the displacement jump and n is 
the hardening exponent. Δf is the value of displacement jump after which the initiation of damage 
begins and the corresponding cohesive strength is σf , the effects of these parameters are shown in 
Figure 3. For the application of Eq. (4), the inequality must be satisfied that 

),1()( DDCT f −=≤ σ                                   (5) 

where D is a scalar variable representing the overall damage in materials and C is identified with 
the cohesion as the function of the damage. The monotonic cohesive law is insufficient and the 
cyclic damage should be taken into account in the constitutive description. Should the cohesive 
model be applied for both fracture and fatigue crack growth, the material damage depends on both 
monotonic loading and loading cycles, i.e. 

  

dD
dt

= D = Ds + Dc                                     (6) 

with Ds for damage under monotonic loading and Dc for damage under cyclic loading. Obviously, 
both damage variables have to be expressed in evolution equations. 
Under the monotonic loading condition, Eq. (4) denotes inelastic behavior of the material in the 
cohesive zone and Eq. (5) implies that the degradation of the material strength for Δ < Δf. For Δ>Δf , 
the damage grows and assumes to be expressed in a linear function of the displacement increment 
[17],  

DS =
Δ − Δ f

Δu − Δ f

                                     (7) 

under monotonic loading condition.  
For fatigue, the material should be damaged even under the cohesive strength, σf. The damage 
evolution equation proposed by Ural et al. [17] is used to characterize fatigue process reads   

   

Dc =

αDc(T − βC) Δ T − βC > 0, Δ > 0
γ Dc(T − βC) Δ T − βC < 0, Δ < 0
0 (T − βC) Δ < 0
λ T = C, Δ > 0

⎧

⎨
⎪
⎪

⎩
⎪
⎪

 ,                      (8) 

where α and γ  are two difference material constants used to conduct the damage accumulation 
during the reloading and unloading under the given conditions, respectively. The parameter β is 
adopted to denote the fatigue threshold in conjunction with the current cohesion C. The rate form of 
λ is a free variable is defined to represent the damage growth rate at a random stress state associated 
with the second equation of Eq. (4).  
Following the suggestion in [17], the unloading and reloading paths of the present study can be 
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described in the incremental form as 

Δ=  )(DFT   with 
cfu

f

qD
D
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Δ+Δ−Δ
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=
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)1(
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σ

 and 
c

fq
σ
σ

= .            (9) 

The equation above indicates that the unloading/reloading stiffness the cohesive zone, F(D), varies 
with D from σc /Δc for no damage (D=0) to zero for D=1.  
The total damage in terms of a loading history should be the sum of the monotonic damage and 
cyclic damage  

 

D = Ds + Dc =
Δ

Δu − Δ f

+ Dc                               (10) 

 
3.2. Implementation of cohesive element into ABAQUS 
The commercial software ABAQUS[18] allows the user to define a new element conveniently, via 
the interface UEL. The formulation of the cohesive element is referred to the ABAQUS theoretical 
manual. We have to provide the cohesive element stiffness, the residual nodal force vector and 
derive the cohesive traction and displacement jump according to the cohesive law. These variables 
are needed to calculate the virtual work generated by the cohesive zone such that the internal work 
equals to the external virtual work for every kinematically admissible displacement field in 
accordance with Eq. (1). As illustrated in Figure 4, a four node cohesive element is defined in two 
dimensional x-y coordinates. The nodal displacement vector corresponding to 4 nodes is defined by 

     [ ] 4,3,2,1, T == ivu iiu                             (11) 

with u and v as nodal displacements in x and y direction, respectively. Then the local displacement 
jump vectors Δ  are written using the shape functions and the nodal displacement as  

= =s

n

Δ⎡ ⎤
⎢ ⎥Δ⎣ ⎦

Δ αBu                                        (12) 

with B as the matrix about the shape functions,  

1 2 2 1

1 2 2 1

- 0 - 0 0 0
=
0 - 0 - 0 - 0
N N N N

N N N N
⎡ ⎤
⎢ ⎥
⎣ ⎦

B ,                      (13) 

where N1=(1-s)/2 and N2=(1+s)/2 are linear interpolation functions in the intrinsic coordinate 
system and α  is the rotation matrix denoted by   

cos sin
sin cos
θ θ
θ θ

⎡ ⎤
= ⎢ ⎥−⎣ ⎦

α .                                     (14) 

 The cohesive element stiffness matrix and the traction force term are given by  

   

K e = BTDB
e∫ dA=

le

2
BTDB

-1

1

∫ ds,

Te = BT

e∫ TdA=
le

2
BTT

-1

1

∫ ds,
                               (15) 

where le is the length of the element , T is the traction vector based on the Eq. (2) and D is the 
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material Jacobian matrix denoted as 
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During the implementation, the matrices of Eq. (15) should be transformed to x-y coordinates 
according to Eq. (14).  

  
Figure 4. Illustration of a cohesive element 

4. Results and discussion 

4.1. Crack growth under monotonic loading 

C(T) specimens were tested to determine cohesive parameters under monotonic loading. The 
load-displacement curve was recorded in the experiment. In computations the finite element mesh 
of the potential damage zone ahead of the crack tip is refined and the minimal element size is about 
0.4mm. In the process of numerical simulation, cohesive elements are placed at the symmetric line 
of the mesh with zero thickness. The rest of region is occupied by the conventional four nodal 
elements under the plane strain assumption. The initial crack length is around 29mm. The stainless 
steel is described by the J2 plasticity for simplicity. 

 
(a)                                        (b) 

Figure 5. Computational prediction of monotonic crack growth in a C(T) specimen. (a) Comparison between 
the simulation and the test result. (b) Cohesive response of a ruptured element during the crack propagation. 
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As mentioned in the previous sections, Eq. (4) shows the bilinear behavior if κ=0 under the 
monotonic loading and the initial cohesive strength of σc=σf =1100MPa associated with Δc=Δf 

=0.2mm. Computational simulation based on the cohesive zone model according to Eq. (4) is 
shown in Figure 5(a) for monotonic fracture. It confirms that the final displacement jump 
Δu=2.5mm gives a reasonable prediction in comparing with the experiment. This kind of the 
cohesive law is popular in simulation of quasi-brittle material failure. Figure 5(b) illustrates the 
cohesive response of a ruptured element along crack path, the static damage evolution of the 
element can be seen additionally and this result should be imagined according to Eq. (7) or Eq. (10).  

4.2. Crack growth under cyclic loading 

The crack growth under cyclic loading case is conducted within elasto-plastic region in this section.  
Considering the cyclic damage equation as mentioned in Eq. (8), the damage accumulation depends 
on the current cohesive traction and the increment of the displacement jump corresponding to the 
loading history. We use the concept of the loading cycles to capture the evolution of damage and 
predict the fatigue life. By recording the crack growth length, Δa, the fatigue crack growth rate can 
be determined by Δa/ΔN. Since the global loading behavior of the C(T) specimen is represented by 
the amplitude of the stress intensity factor, ΔK, the numerical simulation by using the cohesive 
element can be verified through the experimental da/dN vs. ΔK curve.  
 

 

Figure 6. Four loading amplitudes for the CT specimen as a function of load line displacement. 
 
As shown in Figure 6, four different loading amplitudes were performed under the displacement 
control at the loading ratio R=0.1. Because the stainless steel 304 is a cyclic instable material which 
associates the stress variation as a function of loading cycles, the average stress amplitude ΔKavg is 
used to express the loading level during the crack growth process. The specimen dimensions and 
mesh configurations for the fatigue simulation are the same as those for the fracture test. The 
material parameters for the damage evolution are α=0.00053, β=0.15 and γ=0.0 combined with the 
monotonic cohesive law which has been determined from the fracture simulation. The damage 
growth process in an element ahead of the crack-tip is displayed in Figures 7, 8 and 9 under the 
conditions with ΔKavg=83.1MPa m1/2 and ΔKavg =104.8 MPa m1/2, respectively. In the figures, the 
traction and displacement jump are non-dimensionalized by σc and Δc, respectively. The negative 
displacement jump associated the compression of the crack surface is constrained by introducing a 
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penalty equation for contact. Comparing the amplitudes, the higher loading level results in a faster 
material degradation (Figure 7) and so shorter fatigue life (Figure 8). Actually, ΔKavg=104.8 MPa 
m1/2 asymptotically approaches the plain strain toughness Kc of 133MPa m1/2 at the loading ratio 
R=0.1, larger amount of damage accumulation is coincident with that caused by the fracture loading. 
In Figure 8, the traction against the loading segment (half cycle) is illustrated in both loading and 
unloading path, no damage growth is assumed in the unloading path including the compression in 
terms of Eq. (8), as shown in Figure 9. In order to verify the simulation results, the popular crack 
growth law proposed by Erdogan et al. [19] is used to consider all ranges of cyclic crack growth 
which is given by 

th( )d
dN (1 )

n

c

C K Ka
R K K

Δ −Δ=
− −Δ

,                          (17) 

where the fracture toughness of Kc=133MPa m1/2, the threshold value of ΔKth is 7.5MPa m1/2 and 
material constants C=10-5.578 and n=2.697 for correlating the experimental data. The computational 
result together with the experiment are compared in Figure 10, the prediction gives a better 
agreement with the test, especially in the region III of fatigue crack growth.  

 
Figure 7. The traction vs. displacement jump curves in a cohesive element for ΔKavg=83.1MPa m1/2 and 
ΔKavg=104.8MPa m1/2. 

 
Figure 8. The traction vs. loading segements curves for ΔKavg=83.1MPa m1/2 and ΔKavg=104.8MPa m1/2. 
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Figure 9. The traction vs. damage evolution curves for ΔKavg=83.1MPa m1/2 and ΔKavg=104.8MPa m1/2. 

 
Figure 10. Comparison between the numerical simulation and the experimental data. 

 

5. Concluding remarks 
In the present paper a cohesive zone model in conjunction with monotonic damage and cyclic 
fatigue damage was investigated based on experimental tests, to create a unified fatigue crack 
growth model for both elastic and elastic-plastic fatigue crack growth. 
In simulations the initial cohesive strength and the corresponding displacement jump are defined 
based on the true stress-strain relationship so that the cohesive zone does not affect the compliance 
of the specimen before damage initiation. The penetration of the crack surface under compression is 
prevented using the contact formulation. The first results confirm that the present cohesive zone 
model coupled with monotonic and cyclic damage evolution is suitable to describe fracture and 
fatigue crack growth of stainless steel 304 with severe plastic deformations.  
In addition, the present computations reveal that the damage evolution in the low stress level and 
the material compression process could not be properly described need further improvement. More 
extensive studies on the cohesive model and the damage evolution equation may provide further 
understanding of ductile fatigue damage under more complex loading conditions.  
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Abstract. Distributions of the singular (KI, KII) and the non-singular (Txx, Tzz) terms along the 3D crack front 
are analyzed for the case of mixed (mode I and II) loading. Relations between the singular, non-singular 
terms and specimen thickness are calculated in the specimen middle plane for different values of the mixity 
parameter. The values of the mixity parameter are varied through 1 (pure mode I), 0.75, 0.5, 0.25–0 for pure 
mode II. It is shown that the increase of thickness in 8 times influences on values of KI , KII and Tzz . The 
strong effect of thickness and mixed mode loading conditions on the Tzz-stress is observed. At the same time, 
there is not the effect of thickness on the non-singular Txx at the same loading conditions.  
 
Keywords T-stress, Mixed mode, In-plane and out-of-plane constraint, Specimen thickness 
 
Introduction 
 
 The development of modern fracture mechanics is closely related to the formation of 
two-parameter approaches and criteria, which introduce and nonsingular components of the stress 
field at the crack tip, such as the T-stress. Primarily it is due to the fact that the fracture toughness of 
structural materials shows a significant effect of the specimen geometry and thickness, load 
conditions, etc. (e.g. [1, 2]). The results of analytical and numerical calculations show that stress 
fields in the vicinity of the crack tip, in many cases, are strongly dependent on the non-singular 
terms of the stress field [3, 4]. Introduction of an additional parameter, namely, the nonsingular 
Txx-stress in the criteria allows to eliminate the above-mentioned effects [5, 6]. It should be noted 
that the Txx-stress describes in-plane constraint. In contrast to the Txx-stress, out-of-constraint is 
connected with the Tzz-stress. However, investigation of joint influence of the nonsingular T-stress 
(Tzz and Txx) terms on the fracture mechanics parameters is not carried out yet. 
 Present paper deals with numerical analysis of three-dimensional stress fields in the vicinity of 
through-thickness crack tip under mixed mode (I + II) loading. The combined effect of thickness on 
the effective stress intensity factor and T-stress terms are discussed.   
 
Statement of the problem 
 
 An analysis of 3D stress field in the vicinity of the crack front is performed on the 
CCCD-specimen with the thorough-thickness crack of arbitrary space orientation. The specimen is 
loaded by 2 compressive forces acting in the vertical direction (Fig. 1). This configuration of the 
specimen is very suitable to create different conditions of mixed loading [7].  

Finite element method is employed to estimate the 3D stress field in the vicinity of crack front. 
The orientation of the crack plane with respect to the disk can be arbitrary, since it is determined by 
both the angle α (Fig. 1) and the other two spatial angles. Changing the combination of angles can 
provide almost any relationship between the magnitudes of the KI, KII, KIII. The geometrical 
parameters of the model are given in dimensionless form, namely, b=B/R, l=a/R (Fig. 1). Note that 
the developed procedure for the construction of the model allows taking into account the spatial 
symmetry of the problem and getting the best mesh in terms of accuracy and speed of calculation. 
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Figure 1. Model of the CCCD-specimen 
 
 The stress field in the vicinity of the crack tip of mixed type (I+II) can be represented in the 
form [8]: 
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where x is the direction formed by the intersection of the plane normal to the crack front and the 
crack plane, y is the direction orthogonal to the crack plane, z is the direction orthogonal to x and y 
directions (tangent to crack front); r and θ are the in-plane polar coordinates in plane x0y. Here, E 
and ν are the elastic modulus and Poisson’s ratio, respectively. 
 The value of the angle α and the corresponding parameters Me, which characterize loading 
mode mixity, for the specimen under consideration are shown in Table 1. Note that in the case of 
mode I crack (KII=0) Me=1, in the case of mode II crack (KI=0) Me=0. 
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Table 1. The mixity parameter and crack orientation 

α, º 0 5 10,5 18 27 
Me 1 0,75 0,5 0,25 0 

 
Determination of KI, KII, Txx, Tzz 
 
 The evaluation of the stress intensity factor (SIF) is based on the well-known approach that 
includes the calculating of the SIF in a number of points (at varied r) using relations obtained from 
Eq. (1): 
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and extrapolation of the obtained values of the SIFs to the point r=0. 
 The computational procedure considers the nodes of the finite element mesh as the calculation 
points, but the nodes are located at some small distance from the crack front. To obtain the 
distribution of the SIF along the crack front, this procedure is used for a number of planes (x0y) 
orthogonal to the crack front. Their location is characterized by local coordinate s along the front 
and starts from the center of the crack front. 

 To assess the accuracy of the values of SIF, the comparison of magnitudes of the J-integral, 

calculated as contour integral (Eq. 4a) and based on the known relationship (Eq. 4b), has been done. 
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 The calculation of the Txx- and Tzz-stress is performed using the stresses in the points on the 
crack surface: 

      
[ ]

[ ]
πθπθ

πθπθ

σσ

σσ

+=−=

+=−=

+=

+=

zzzzzz

xxxxxx

T

T

2
1
2
1

         (5) 

 
 The determination of Txx Tzz is similar to the procedure for SIF including extrapolation to the 
point r=0. 
 The special macros that carry out the automatic computation of the SIF, J-integral and 
T-stresses (on referred above relations) along the crack front are created in ANSYS environment. 
 Estimation of the accuracy of the numerical model and computational procedures is based on 
comparison of the calculated values of the SIF and the T-stresses with one presented in [7] for the 
СССВ-specimen in case of R=50 mm, b=0,8, l=1/3. Comparison of the results shows that there is 
good coincidence and only in some cases the relative difference is close to 10%. 
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Discussion of the results 
 
 The results of distribution of the SIF and the T-stress along the crack front for different mixed 
mode loading conditions are summarized in Fig. 2 and 3. To study the effect of specimen thickness 
on Tzz-stress, the compressive load was adjusted so that the Txx-stress was remained approximately 
constant at variation of the specimen thickness (b= 0,2; 0,4; 0,8 and 1,6) at constant l=1/3 (for the 
corresponding values of mixity parameter Me). 
 The increase of the specimen thickness is 8 times greatly reduces (in absolute value) the 
Tzz-stress (up to 75% at Me=0,25), whereas the value of Txx is virtually unchanged (Table 2). The 
predicted results are consistent with the data of numerical calculations [6]. Thus, magnitudes of the 
Tzz- stress have significant correlation with thickness of the specimen and allows taking into 
account the level of the out-of-constraint which should be included into assessment of the fracture 
toughness of full-scale structures.  
 

Table 2. The effect of thickness on the SIF and T-stresses for Me=0,25 
b KI, MPa·m0,5 KII, MPa·m0,5 Txx, MPa Tzz, MPa 

0,2 0,105 0,252 -2,691 -0,309 
0,4 0,104 0,255 -2,681 -0,206 
0,8 0,099 0,254 -2,647 -0,121 
1,6 0,087 0,246 -2,581 -0,079 

 
To reflect mixed mode loading conditions, an effective SIF (Keff) is introduced into consideration as 
follows 
         22

IIIeff KKK +=          (6) 
 
 There are dependence of Keff on Txx and Tzz in the middle plane of the crack front (s=0) for 
varied parameters Me at different thickness (b=0,2; 0,4; 0,8; 1,6) of the specimen and constant value 
of l=1/3 ( Fig. 2 and 3). 
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Figure 2. The effect of Txx, Me and thickness on Keff at s=0 
 

 
Figure 3. The effect of Tzz, Me and thickness on Keff at s=0 at s=0 

 
Conclusions 
 
 The three-dimensional stress field ahead of the through-thickness crack under mixed mode 
(I+II) loading conditions is analyzed. The in-plane and out-of-plane constraint effect are discussed 
by means of the non-singular terms, namely, Txx-stress and Tzz-stress, respectively. The distribution 
of the singular and non-singular terms along the crack front has been predicted. The significant 
effect of specimen thickness on the Tzz-stress in the middle plane of the crack front has been 
observed. 
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Abstract   
The basic loading cases (Mode I, Mode II and Mode III) of cracks are generally defined by the near-field 
solutions for the stress distribution at the crack front. Cracks, whose stress near fields are symmetric due to 
geometry and/or loading of the structure, are called Mode I-cracks. In case of spatial loaded cracks the stress 
fields near the crack tip are unsymmetrical. The fracture mechanical treatment of such Mixed-Mode-loaded 
cracks is consequently more complicated as of pure Mode I-loaded cracks.  
For experimental investigations of 3D-Mixed-Mode-loaded cracks the CTSR-specimen (Compact-Tension- 
Shear-Rotation-specimen) will be proposed. The CTSR-specimen with the corresponding loading device 
enables the generation of pure Mode I, pure Mode II, pure Mode III and several combinations of the three 
basic fracture modes. 
In this paper the CTSR-specimen, the loading device and various experimental results for fracture and fatigue 
loading situations are illustrated. Furthermore these results will be compared with existing fracture criteria for 
3D-Mixed-Mode-problems. 
 
Keywords  
3D-Mixed-Mode, fracture, fatigue, CTSR-specimen 
 
1. Introduction 
 
In real structures fracture processes are in many cases of a three dimensional character. Different 
defects, e.g. pre-cracks, which often exist in materials and structures, may experience complex 
loading conditions. Cracks under complex loading are subjected to a superposition of the three basic 
fracture modes I, II and III. In this case cracks tend to kink and/or twist, Fig. 1.  
 

 

Mode I+II+III

pre-crack

crack growth 
surface

Figure 1. Crack screwing under combined loading 

 
For static loading the stress field near the crack front (Eq. 1) here is not only defined by the stress 
intensity factor KI, but also by KII and KIII. In this case the calculation of a comparative stress 
intensity factor KV is important (Eq. 2) [1].  
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In this regard the fatigue crack growth then is governed by the cyclic stress intensity factors ∆KI, 
∆KII and ∆KIII respectively the cyclic comparative stress intensity factor ∆KV, which can be derived 
from Eq. 2:  
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The K-concept for spatial Mixed-Mode-loading is based on the fact that unstable crack growth 
occurs, if the comparative stress intensity factor KV reaches the fracture toughness value KIC for 
Mode I. In case of fatigue crack growth the crack is propagable, if the cyclic comparative stress 
intensity factor ∆KV for spatial Mixed-Mode-loading reaches or exceeds the threshold value ∆Kth. 
Both contexts can be illustrated clearly in a KI-KII-KIII-diagram, Fig. 2.  
Unstable crack growth will occur, if a local loading condition along the crack front reaches a point 
on the fracture limit surface. Fatigue crack growth or stable crack growth develops, if points 
characterizing the local crack front loading conditions are lying between the threshold and the 
fracture limit surfaces.  
 

KII
KIC

KI

fracture limit surface

KIC

KIII
KIC

threshold value
surface

∆KII,th

∆KI,th

∆KIII,th

∆KI,th

∆KI,th

∆KI,th

 

Figure 2. Fatigue crack growth limits at spatial Mixed-Mode-loading 

 
Precisely because the fracture mechanical treatment of such three dimensional Mixed-Mode-loaded 
cracks is very complicated compared to pure Mode I-loaded cracks, the prediction of the above 
mentioned 3D-fracture-process is not yet well understood.  
In addition there is a shortage of experimental investigations and findings regarding general spatial 
Mixed-Mode-fracture in order to compare the correlation between the experimental results and 
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existing fracture criteria for 3D-Mixed-Mode-loading conditions. Experimental investigations on 
spatial Mixed-Mode-loading are also necessary, in order to get a solid basis, on which, on the one 
hand, the existing fracture criteria for 3D-Mixed-Mode could be enhanced, on the other hand, new 
fracture criteria or hypotheses including the desired understanding could be established.  
 
2. Mixed-Mode-criteria for 3D-loading conditions 
 
For a complete prediction of crack growth behavior under combined loading not only the crack 
growth direction is required, but also the determination of comparative stress intensity factors, like 
KV or ∆KV, see Eq. 2 and Eq. 3.  
Compared to characteristic fracture mechanical values, e.g. threshold value or fracture toughness 
value, conclusions could be drawn on crack growth behavior.  
In this purpose some criteria for characterizing the crack growth under spatial Mixed-Mode-loading 
were established:  

• Crack growth criterion by POOK [2-4] 

• σ1'-criterion by SCHÖLLMANN et al. [5, 6] 

• Criterion by DHONDT [7] 

• 3D-criterion by RICHARD [1] 
A comparison of these criteria is given in e.g. [1].  
 
3. Experiments on cracks under general loading 
 
In order to understand the 3D-fracture-process completely not only further theoretical, but also 
experimental investigations have to be performed. Currently several types of specimens are 
available for experimental investigations of fatigue crack growth and fracture under various 
Mixed-Mode-loading conditions [8-17]. None of these specimens enables investigating the full 
range of all basic fracture modes or any combinations thereof.  
But the AFM-specimen with the corresponding loading device and the so-called CTSR-specimen 
(Compact-Tension-Shear-Rotation-specimen) in combination with the special loading device fulfill 
these high requirements. Some of the experimental results of both specimen types are shown below.  
 
3.1. Experiments on AFM-specimen 
 
As already mentioned the AFM-specimen, developed by RICHARD, allows the investigation of crack 
problems under general loading conditions by using a simple uniaxial testing machine [18]. In the 
past experiments under static load were performed in order to determine the fracture limit surface 
and the crack deflection angles φ0 and ψ0 [19], see Fig. 3.  
For fatigue tests this loading device is less suitable, due to its high weight and deformation. Only 
low test frequency, which leads to high test duration, can be realised for fatigue experiments. 
Making use of this background the CTSR-specimen (Fig. 4a) with the corresponding loading device 
(Fig. 4b) was developed.  
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Figure 5. Setting of the ratio of Mode I to Mode II/Mode III 

 
The superposition of Mode I, Mode II and Mode III takes place by the adjustment of both angles α 
and γ. Thereby the load line of action always passes through the center of the specimen.  
 

 

Figure 6. Setting of the ratio of Mode II- or Mode III-load 

 
In this paper some experimental results on CTSR-specimen will be presented. On the one hand 
experiments on PMMA have been performed, in order to determine the fracture limit surface 
(cf. Fig. 2) for this material. On the other hand fatigue tests were performed on an 
EN AW-7075-T651 aluminium alloy, in order to identify the threshold value surface. The results of 
both experiment types are illustrated and discussed in the next chapter.  
 
4. Results of experimental investigations 
 
Figure 7 illustrates the measured fracture toughness values for PMMA material under several 
Mixed-Mode-loading combinations.  
The fracture toughness values KIIIC for pure Mode III-loading, measured on CTSR-specimen, 
exhibits a significant variation in comparison with the 3D-criterion by RICHARD. The resulting 
values for Mode III are around factor 2.7 above the hypothesis. Similar significant variations have 
already been observed on other specimen, e.g. [15]. Furthermore it is noticeable, that the difference 
between measured KC values and the hypothesis decreases with decreasing Mode III-ratio. The 
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values are very close to the criterion as soon as there is no Mode III-loading. The same trend can be 
observed by the comparison with other criteria, mentioned in this paper. All these criteria are 
conservative.  
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Figure 7. Comparison of experimental results with 3D-criterion by Richard 

 
Due to these results and the significant difference to the hypothesis, an approximation of the 
3D-criterion by Richard on the fracture toughness values for PMMA material is proposed. In 
Figure 8 the approximation of the criterion by RICHARD is shown. Here the α2 parameter was 
changed to 0.36. This approximation is still conservative, but agrees very well with the 
experimental results.  
In addition, fatigue tests on an EN AW-7075-T651 aluminium alloy were performed. The 
experimentally measured threshold values for different Mixed-Mode-loading conditions are 
pictured in Figure 9. Compared to the threshold value surface by RICHARD the experimentally 
determined threshold values depict also a significant variation under pure Mode III-loading. Here 
the ∆KIII,th values are around factor 2.2 above the hypothesis.  
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Figure 8. Approximation of the 3D-criterion by Richard on experimental results 
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Figure 9. Threshold values for several Mixed-Mode-loading conditions 

 
Moreover, for a complete description of crack growth behavior under general Mixed-Mode-loading 
the crack kinking and twisting angles were established by using an optical 3D-scanner. In order to 
prove the reliability of the criteria the determined crack deflection angles φ0 and ψ0 were compared 
with the predictions of the criteria. The comparison of the crack kinking angle φ0 is shown in 
barycentric coordinates in Figure 10.  
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Figure 10. a) Comparison of kinking angle with criterion by RICHARD 
b) Comparison of kinking angle with criterion by SCHÖLLMANN et al. 

c) Comparison of kinking angle with criterion by DHONDT 
d) Comparison of kinking angle with criterion by POOK 

 
The measured crack kinking angle φ0 coincides very well with the predictions of the hypotheses by 
RICHARD as well as by SCHÖLLMANN et al. and by DHONDT (see Fig. 10a-c). The maximal deviation 
here one finds at pure Mode III-loading. In Comparison with the predictions of the criterion by 
POOK the real crack kinking angle differs considerably from its predictions as soon as 
Mode III-loading part occurs (Fig. 10d).  
The measurement results of the crack twisting angle ψ0 exhibit also a very well agreement with the 
criterion by RICHARD as well as by SCHÖLLMANN et al. (Fig. 11a, 11b). The predictions of the 
criteria by DHONDT and by POOK show the greatest deviations from the real crack twisting angle 
(Fig. 11c, 11d). 
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5. Conclusion 
 
In this paper the suitability for experimental investigations under 3D-Mixed-Mode-loading 
conditions of the CTSR-specimen in combination with its loading device was presented.  
The experimental results show obviously higher threshold and fracture toughness values for high 
Mode III-loading ratios than by criteria predicted. The most exactly predictions indicate the criteria 
by RICHARD and by SCHÖLLMANN et al.  
These criteria give the best predictions regarding the crack kinking and twisting angle. Due to their 
exactness of predictions, they should be implemented in numerical calculation programs.  
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Abstract   
The structural integrity of cracked mechanical components can be assessed using the fracture 
toughness material property. The fracture toughness of a particular component is often dependent 
upon the component geometry as well as the nature of loading (e.g. uniaxial or biaxial loading). 
This dependence is interpreted as the constraint effect in fracture. Various methods have been 
developed to investigate the constraint effect, including the two parameter J-A2 method. The J-A2 
method is a more accurate representation of the stress fields near the crack tip, as additional terms 
from the well-known HRR series solution are included. The current study applies the J-A2 method 
to fracture toughness data of cracked cruciform specimens subjected to uniaxial and biaxial stresses. 
The J-A2 results of the cruciform specimens are compared to those of other plane strain specimens 
described by ASTM standards, including three point bend and compact tension, to determine if loss 
of constraint exists. Finite element models of each specimen were analyzed to determine the A2 
parameter used to quantify the level of constraint based on geometry and loading. The results reveal 
loss of constraint for shallow cracked specimens when compared to deep cracked specimens, and 
also that uniaxial loading results in loss of constraint when compared to biaxial loaded specimens. 
In summary, the J-A2 method appears to be a viable tool to predict failure including the 
consideration of the constraint effect. 
 
Keywords  fracture, constraint, biaxial, cruciform 
 

1. Introduction 
A material’s fracture toughness is used to determine the structural integrity of mechanical 
components containing cracks.  Materials used in nuclear reactor pressure vessels (RPV), 
including A533B and A508, are of particular interest.  RPVs can be subjected to conditions close 
to equibiaxial loading during extreme temperature gradients experienced during pressurized thermal 
shock (PTS). 
 
Based on such biaxial loading, it is possible that traditional methods used to determine material 
properties may not provide accurate results.  Widely used industry standards [1, 2] used to 
calculate material properties related to fracture toughness utilize specimens subjected to uniaxial 
loading, e.g., three point bend (3PB) and compact tension (CT) specimens.  Therefore, the 
question arises regarding whether or not a “biaxial effect” exists for loading conditions similar to 
that of RPVs. 
 
Much research has been conducted in recent years to determine how component geometry and 
applied loading affect fracture toughness.  The industry standards mentioned previously typically 
use deep cracked (high constraint) specimens to determine the fracture toughness.  But it is known 
that shallow cracked (low constraint) specimens exhibit higher fracture toughness, resulting in a 
“constraint effect” in fracture. 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

 
 

-2- 
 

 
 

 
The current study uses a two-parameter method to quantify the constraint of a variety of specimens 
and also to predict failure of specimens of biaxial loads.  The J-A2 method has been applied to 
experimental data published by  the Fraunhofer Institute for Mechanics.  Fraunhofer conducted 
fracture toughness testing on 3PB and cruciform specimens, with the cruciform specimens 
subjected to biaxial loads.  Such experimental data can be used to determine if the J-A2 method 
can be used as a tool to i) predict failure of mechanical components of different constraints and ii) 
quantify the constraint due to loading and geometry. 
 
2. J-A2 Two Parameter Method 
 
The stress distribution ahead of the crack tip described by the well-known HRR solution [3, 4] is 
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where σ0 is a reference (or yield) stress, ε0 = σ0 / E is a reference (or yield) strain, E is Young’s 
modulus, α is a material constant, and n is the strain-hardening exponent.  The integration constant 
In and the dimensionless angular functions of stresses ijσ~  depend on the strain-hardening exponent.  

Equation 1 is the first term of a series solution.  Further, the HRR solution described by Equation 1 
is defined by only one parameter, the J-integral, which is related to the energy release rate around 
the crack tip during loading.  As shown in Figure 1, the stress field as described by the HRR 
solution is valid as r →0.  In theory, the stress approaching the crack tip increases asymptotically 
to infinity, meaning a component subjected to such stress would fail under very small loads. 
 
In practice, this is typically not the case, especially with materials exhibiting elastic-plastic behavior.  
The HRR solution does not consider large deformations or blunting of the crack and is only valid 
for small strains as r →0.  An example of the actual stress field near the crack tip is also shown in 
Figure 1.  Ritchie, et al. [5] determined that cleavage fracture actually occurs at some critical 
distance (rc) when the stress at that location exceeds the critical stress (σc) and this failure criterion 
is often referred to as the RKR model.   
 
Clearly, the single term HRR solution can overestimate the actual stress ahead of the crack tip.  As 
a result, various procedures have been developed to include additional terms from the series 
expansion.  Yang et al. [6, 7] and Chao et al. [8] developed an asymptotic crack-tip solution using 
three terms of the series solution from which the HRR solution is derived.  The J-A2 procedure 
uses two parameters to better define the stress ahead of the crack tip.  The J-integral is 
representative of the magnitude of the applied loading, while the A2 term is used to describe the 
constraint at the crack tip based on the loading and specimen geometry. 
 
The procedure begins by using the Ramberg-Osgood power-law relationship for a strain-hardening 
material for a Mode I crack under plane strain conditions.  The Ramberg-Osgood equation relating 
uniaxial strain ε to the uniaxial stress σ in tension is 
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Eq. 2 can be rewritten in general terms by applying the J2 deformation theory of plasticity 
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where ν is the Poisson’s ratio, δij is the Kronecker delta, sij is the deviatoric stress, and σe is the von 
Mises effective stress defined as 2/3 ijije ss=σ  .  The asymptotic stress field can then be 

expressed as 
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The angular stress functions and the stress power exponents are functions solely of the hardening 
exponent and are independent of the applied load and any material properties. The characteristic 
length, L, in Equation 4 is typically assigned one of the primary dimensions of the specimen under 
investigation; possibilities include the crack length, the specimen width, the specimen thickness, or 
even unity.  For the current study, L = 1 mm for all cases.  The parameters A1 and s1 from 
Equation 4 are related to the HRR solution (Eq. 1) by 
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Comparing Eq. 4 and 1, it can be seen that the first term of the two-parameter equation (Eq. 4) is the 
same as the HRR solution (Eq. 1).  Further, the additional stress power exponents can be 
calculated using s3 = 2s2 – s1 for n ≥ 3.  Thus, the final stress power exponent, s2, can be calculated 
numerically. 
     
An apparent application of the J-A2 method is to use the two parameters to predict failure of flawed 
components.  Chao et al. [9] described the development of Material Failure Curves by plotting 
J-integral values versus the absolute value of A2 (J vs. |A2|), as A2 is always a negative value.  
Using a modified version of Equation 4, 
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the aforementioned critical stress (σc) and corresponding critical radial distance (rc) from the RKR 
model are substituted and J and A2 can be determined and plotted.  According to the RKR model, 
the location where failure initiates, rc, occurs in the range of 2-4 grain diameters ahead of the crack.  
This equates to 0.12mm to 0.24mm for A533B, or 1 < r/(J/σ0) < 5 where r/(J/σ0) is the normalized 
radial distance ahead of the crack.  Once σc and rc have been determined, the critical values can be 
used in Equation 6 to plot a Material Failure Curve as shown in the left portion of Fig. 1. 
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Figure 1.  J vs. |A2| with Material Failure Curve and Crack Driving Force curve (left) and comparison of 

constraint levels (right) 
 
The J vs. |A2| plot can be used to predict failure of components when the Crack Driving Force curve 
is added.  The Crack Driving Force curve is a plot of multiple (J, |A2|) pairs at any applied load,  
not just at the critical values.  The intersection of the Material Failure Curve and the Crack Driving 
Force defines the critical J value (Jc) at which cleavage fracture will occur and can be used to 
predict the load at failure. 
     
The J vs. |A2| plot can also be used to determine the constraint effect of specimens with different 
geometries and loading configurations.  An example is shown in right diagram of Fig. 1.  Crack 
Driving Force curves for 3PB specimens are shown on the J vs. |A2| plot.  Specimens with deep 
cracks are high constraint specimens and typically exhibit lower fracture toughness than shallow 
cracked specimens.  It should be noted that constraint is a relative term.  A2 provides a 
quantitative measure of constraint, although the magnitude of A2 is of little value.  The A2 value of 
one specimen is simply compared to the A2 value of other specimens to determine if there exists 
“loss of constraint” or, rather, an increase in fracture toughness. 
 
 
3. Fraunhofer Experimental Data 
 
3.1. Background 
 
A set of published results to which the J-A2 method could be applied were found in journal articles 
[10, 11] published by a team of researchers from the Fraunhofer Institute for Mechanics of 
Materials.  These specimens and results presented in the article will be hereinafter referred to as 
the “Fraunhofer” specimens and results. 
 
The goal of the Fraunhofer research was to determine the fracture toughness of a variety of cracked 
specimens.  Specimens were tested over a wide range of lower shelf temperatures.  Many trials 
with 3PB, C(T), and cruciform specimens were conducted at -85°C.  The Fraunhofer cruciform 
specimen is shown below in Fig. 2.  The cross sectional area of the small-scale cruciform arms 
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Figure 2.  Fraunhofer cruciform specimen with five-point bending to simulate biaxial loading of crack 

 
is only 10 mm x 20 mm (B = 10 mm and W = 20 mm).  The distance between the roller supports in 
the five point bending test rig is 80 mm, while the overall dimensions of the specimen are 90 mm x 
90 mm. 
 
Also, smaller scale 3PB specimens are incorporated as well.  The Fraunhofer study used 
pre-cracked Charpy test specimens rather than standard 3PB specimens specified in ASTM E1921 
[2].  The 3PB specimens contained shallow cracks (a/W = 0.18).  Standard 1T-C(T) specimens 
(a/W = 0.5) were also tested.  Testing of such small specimens is completed in an effort to 
determine if the fracture toughness results are applicable to much larger scale components, 
including reactor pressure vessels. 
 
3.2. Material Properties 
 
The Fraunhofer specimens were machined from a section of A508 Class 2 steel, commonly used to 
fabricate reactor pressure vessels.  Material properties for A508 were obtained from another recent 
study conducted by Scibetta et al. [12].  The researchers provided the following equation to correct 
the yield stress (in MPa) based on temperature (T, in degrees Celsius) 

                                         (7) 

In addition, Scibetta et al. [12] also presented a temperature correction for E (in GPa) again where 
the temperature is in degrees Celsius, 

                                                             (8) 

Thus, at -85°C, the yield stress and Young’s modulus were determined to be 550 MPa and 212.1 
GPa, respectively.  Poisson’s ratio was assumed to be 0.3 as typical with many steels. 
 
The Fraunhofer study [11] provided true stress vs. true strain curves for the material.  A curve 
fitting procedure was used to determine the strain hardening exponent necessary for the 
elastic-plastic finite element analysis using the Ramberg-Osgood equation.  The strain hardening 
exponent was determined to be n = 8.  The angular stress functions and the stress power exponents 
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necessary to solve the two-parameter J-A2 equation (Eq. 4) are provided in tables developed by 
Chao et al. [13]. 
 
3.3. Finite Element Analysis Models 
 
The FEA models developed using Abaqus [14] for the 3PB and 1T C(T) specimens are shown 
below in Fig. 3. 
 

             
Figure 3.  FEA mesh for Fraunhofer 3PB specimen (left) and 1T C(T) specimen (right). 

 
Both meshes are composed mostly of eight node CPE8R quadratic plane strain elements, The 
extremely fine mesh around the crack tip includes elements with width of 0.001mm necessary to 
capture A2 within the range of 1 < r/(J/σ0) < 5.  The innermost ring of elements at the crack tip is 
comprised of eight node wedge elements with collapsed nodes at the tip to allow for blunting of the 
crack and large scale deformation. 
 
The Fraunhofer cruciform is a small scale specimen.  The overall dimensions are 90 mm x 90 mm.  
The specimen is machined with a shallow crack such that the crack depth ratio a/W = 0.08.  The 
cruciform is tested in a five point bending configuration.  In addition, two of the roller supports 
can be adjusted to allow for varying biaxiality ratios.  However, only 1:1 biaxial loading was 
tested at the -85°C test temperature. 
 

 
Figure 4. FEA mesh for Fraunhofer cruciform specimen 

 
The cruciform specimen mesh shown in Fig. 4 contains 20,174 elements composed mostly of 20 
node quadratic hexahedral C3D20R 3-D stress elements with a focused mesh around the crack tip.  
Elements in the focused mesh region are as small as 0.001 mm in order to capture the stress field in 
the region of cleavage fracture as defined by the RKR model.  The average fracture toughness (Jc) 
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of the Fraunhofer biaxial cruciform specimens was determined to be 85.7 N/mm. 
 
3.4. J-A2 Method Applied to Fraunhofer Test Data 
 
Loads were applied to the 3PB and C(T) FEA models until the Jc values presented in Table 1 were 
achieved.  The stress (obtained from FEA output) perpendicular (i.e., θ = 0°) to the crack front at a 
node ahead of the crack tip, along with radial position, r, of the node and Jc, can be substituted into 
Equation 4 to solve the quadratic equation for A2 at each node.  Again, according to the RKR 
model, fracture typically initiates within the range 1 < r/(J/σ0) < 5.  Thus, A2 was calculated at each 
node within this range and the average was tabulated.  For this study, the average was actually 
taken approximately for the range 2 < r/(J/σ0) < 5 i.e., the first few nodes adjacent to the crack tip 
were neglected for the average A2  calculation.  The A2 results are also summarized in Table 2 in 
the form of (Jc, A2) pairs. 
 

Table 1.  (Jc, A2) pairs for the 3PB and C(T) specimens 
 

Jc is in N/mm, A2 is unitless 

  -85°C 
3PB shallow (a/W = 0.18) (54.2, -0.392) 

1T-C(T) (a/W = 0.5) (13.1, -0.260) 

 
Next, using the (Jc, A2) pair for the 3PB specimen, and substituting the published value of σc = 1830 
MPa [15, 16], Equation 6 can be used to solve for the fracture initiation location rc, which is 0.104 
mm for both specimens, a value which is in agreement with other published results.  A study 
conducted by Wang et al. [17] focused on the determination of the fracture initiation location and 
they determined that, for temperatures in this range, rc lies within the range of 0.1 mm to 0.25 mm.  
Additional evidence of an appropriate range of rc values was found in [18], in which dozens of data 
points for the similar A508 material yielded 0.05 mm < rc < 0.25 mm.  Substituting rc and σc into 
Equation 5, the Material Failure Curve can be plotted.   
     
The FEA models are processed with incremental loads to determine a range of J values above and 
below Jc such that the Crack Driving Force curves for each specimen can be determined.  The 
Material Failure Curve and Crack Driving Force curves are then plotted on the same J vs. |A2| plot.  
As the loading increases, the applied J increases from zero.  And, therefore, referring to Figure 2, 
points on the plot above and left of the Material Failure Curve indicate fracture has occurred.  
Crack Driving Force curves, as shown in Figure 3, are indicative of each specimen’s constraint and 
can be used to determine if the desirable “loss of constraint” occurs, i.e., fracture toughness 
increases due to geometry and/or loading conditions.  The J vs. |A2| plot for the specimens is 
shown in Fig. 5. The triangles are actual data points obtained from the Fraunhofer study. 
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Figure 5. Material Failure Curve and Crack Driving Force curves for the Fraunhofer specimens (A508 
material) at -85°C 

 
4. Discussion of Results 
 
The results presented in Fig. 5 reveal that the two parameter J-A2 method does have the potential to 
i) predict failure, and ii) quantify constraint.  The 3PB and biaxial cruciform specimens reveal 
significant loss of constraint when compared to the high constraint C(T) specimen.  The biaxial 
cruciform exhibits higher fracture toughness (lower constraint) than the 3PB specimen.  This may 
be attributed to the fact that the crack depth of the biaxial cruciform (a/W = 0.08) is more than twice 
as shallow as the 3PB specimen (a/W = 0.18), which may have overshadowed the biaxial effect.  
This supports the findings of Lidbury et al. [19] of a shallow crack effect. 
  
Fig. 5 also shows the experimental fracture toughness data [10, 11] added to the Crack Driving 
Force curves in the form of the triangular symbols.  The experimental fracture toughness data has 
been added at the |A2| values corresponding to the predicted critical |A2| to be compared with the 
Crack Driving Force curves. The average values of the experimental fracture toughness for all three 
specimens lies near the intersection of the MFC and the specimen CDFs.  The constraint effect of 
each of the specimens can also be quantified and compared using the Crack Driving Force curves.  
The Crack Driving Force curves in Fig. 5 for the biaxial loading lies to the right of the 3PB 
specimen, meaning some loss of constraint and increased fracture toughness based on the loading 
and geometry.   
 
For the purposes of comparing the fracture toughness values, a similar FEA and J-A2 analysis of a 
uniaxial cruciform was conducted as part of the current investigation.  The supports in the FEA 
model on the cruciform arms parallel to the crack, i.e., the horizontal arms shown in Fig. 2, were 
removed to simulate uniaxial loading.  The same procedure was followed to develop the Crack 
Driving Force curve for the theoretical uniaxial cruciform specimen, which is shown as the red 
curve in Fig. 6.  Clearly, the uniaxial cruciform specimen exhibits significant loss of constraint 
(increased fracture toughness) compared to the biaxial cruciform specimen.   
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Figure 6. Crack Driving Force curve for theoretical uniaxial cruciform specimen indicated by the red curve 
(A508 material at -85°C) 

 
The fracture toughness (Jc indicated by the intersection of the MFC and CDF) of the uniaxial 
cruciform specimen is estimated to be around 92 N/mm, while the fracture toughness of the biaxial 
cruciform is approximately 75 N/mm.  In addition, the 3PB specimen has a slightly deeper crack 
than the cruciform specimens, therefore its fracture toughness is much less.  The uniaxial specimen 
shows slightly greater loss of constraint (higher fracture toughness) when compared to biaxial 
specimens.  This agrees with findings published by AREVA [20] related to RPV integrity 
assessment. 
 
 
5. Conclusion 
 
The two parameter J-A2 method has been applied to experimental data obtained from testing A508B 
3PB, C(T), and small scale cruciform specimens.  The J-A2 method shows great potential for use 
to predict failure in structural components and also to quantify the constraint effect due to varying 
loading and geometry.  However, additional work is necessary to continue examination of the 
method.  The current study utilized a small amount of data available from the literature.  Future 
work will involve searching for larger available fracture toughness results necessary to conduct 
further evaluation of the J-A2 method. 
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Abstract A two-dimensional electroelastic fracture analysis is performed on a plane piezoelectric 
material by the finite element model based on fundamental solution approximation. In the present 
element model, the fundamental solution of the piezoelectric problem is employed to construct the 
intra-element fields to make the final stiffness equation containing element boundary integrals only. 
Solving the stiffness equation can yield nodal displacement and electric potential, which are in turn 
used to evaluate the stress intensity factor and electric intensity factor by way of extrapolation 
techniques. Numerical results are provided to show the accuracy of the present method. 
 
Keywords Piezoelectric materials, Crack, Stress intensity factor, Hybrid finite element method, 
Fundamental solution. 
 

1. Introduction 
 
Fracture analysis of piezoelectric materials is important for enhancing our understanding on 
the effect of the coupling properties on their fracture or damage behavior [1,2]. Because of 
complicated inherent coupling between electric and mechanical behaviors in piezoelectric 
solids, numerical simulation techniques have been widely employed for the fracture analysis 
of piezoelectric materials under complicated electric and mechanical load conditions. For 
example, finite element method [3, 4], boundary element method [5, 6], hybrid Trefftz finite 
element method [7,8], meshless methods [9], and virtual boundary integral method [10] have 
been developed for solving crack problems of piezoelectric materials.  
   In the paper, the hybrid finite element method developed recently by Wang and Qin [11-14] 
is extended to the case of cracked piezoelectricity. Different to other hybrid methods like the 
Trefftz finite element method [15-18], the basic idea of the proposed finite element model is 
the use of the novel interpolation kernels composed of fundamental solutions (or Green’s 
functions) inside the multi-edge element to achieve the purpose of analytical satisfaction of 
governing equations of the problems of interest, and then the element stiffness equation 
which includes element boundary integrals only are formed for solving the electroelastic 
behavior. 
  In this work, the hybrid finite element method is extended for solving the piezoelectric 
problems. Using the fundamental solutions of piezoelectric problems, the intra-element 
displacement and electric potential fields are constructed. A modified variational functional is 
introduced to produce the linkage between intra-element and boundary fields. The 
minimization of the functional yields the stiffness matrix equation. As a result, the nodal 
displacements and electric potential can be determined by solving the linear stiffness 
equation. In the fracture analysis, the present hybrid finite element model is used to determine 
the displacement and electric potential distribution in the vicinity of the crack tip and then the 
stress and electric intensity factors can be obtained using the extrapolation technique [19]. 
 
2. Basic equations 
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For the transversely isotropic piezoelectric material, if the x-y plane is considered as the 
isotropic plane and the polarizing direction is assumed along the z-direction, one can employ 
either x-z or y-z plane to study the piezoelectric behavior. Here a plane piezoelectric media in 
the x-z plane is considered. In the absence of body forces and body electric charges, the 
equilibrium equations are given by [20] 
 , 0,                       0ij j i,iD    (1) 

where ( , , )ij i j x z   and iD  are stress tensor and electric displacement in the i-direction, 

respectively. 
With plane strain assumption ( 0yy xy yz yE      ), the constitutive equations in the xz 

system can be expressed as 
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where ij  and iE  denote the strain tensor and electric field in the i-direction, respectively. ijc , 

ije  and ij  stand for two dimensional material elastic, piezoelectric and dielectric coefficients. 

For the case of plane stress, the constitutive equation can be obtained similarly [20]. 
The remaining elastic strain-displacement and electric field-potential relations are given by 

 , , ,

1
( ),        

2ij i j j i i iu u E      (3) 

where iu  and   are elastic displacement in the i-direction and electric potential, respectively. 

The following boundary conditions are admissible on the boundary of the piezoelectric 
medium 
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in which the components with an over bar denote specified values, and in  is the i-component 

of outward unit normal vector. 
 
3. Stress and electric intensity factors for plane piezoelectric crack  
Now let us consider a crack embedded in an infinite plane piezoelectric solid, the origin of 
the local coordinate system is at the crack tip to be analyzed. Along the crack surface, the 
traction and normal electric displacement are free. According to Sosa’s work [19] based on 
Lekhnitskii theory, the displacement components and electric potential along the upper crack 
surface near the crack tip can be written as 
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where I II EK ,K ,K  are respectively stress and electric intensity factors and r  is the distance 

from the crack tip. In Eq. (5), the coefficients , ,i i ip q   and jk  can be found in Sosa’s work 

[19]. 
  From Eq. (5), it can be seen that the accuracy of displacement and electric potential can 
affect the results of stress and electric intensity factors. Therefore, developing new numerical 
approaches to achieve high accuracy of displacements and electric potential is important. The 
obtained numerical results below demonstrate that the proposed hybrid finite element 
formulation can serve for this purpose.  
4. Hybrid finite element formulation 
Consider a 2D electro-mechanical coupling problem, the energy functional used for 
constructing the proposed finite element model is given by 

1
( )d d d ( )d ( )d

2 e t D e e
e ij ij i i i i n i i i nD E t u D t u u D    

    
                    (6) 

in which ,  iu   and ,  iu   are the displacement components and electric potential respectively 

defined along the element boundary and inside the element domain. 
    In the present hybrid finite element model, the intra-element fields like displacement and 
electric potential inside the element can be approximated using the combination of the 
fundamental solution at different source points (the fundamental solution can be derived by 
either Lekhnitskii’s formalism [21, 22] or Stroh’s formalism [5]): 
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is the interpolation matrix and 
 T

11 21 31 1 2 3[ ... ]
s s se n n nc c c c c cc  (9) 

is the unknown coefficient vector. * ( , )ij sku x y  and *( , )j sk x y  are induced displacement 

fundamental solutions at field point x  due to a unit concentrated point load applied in the j-
direction ( 1, 2j  ) and unit electric charge ( 3j  ) at source point sky
 ( , ;  1, 2, , )si x z k n   . 

  Whilst, the frame displacement and electric potential over the element boundary can be 
defined by 
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where eN  is the matrix of shape functions which is that same as those used in the 

conventional finite element method and boundary element method. ed  stands for the vector 

of the nodal displacements and electric potential. 
Applying the Gauss theorem to the functional (6) and making use of the intra-element 

fields (7) and frame fields (10) yields 
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In Eq. (12), the matrix eQ  is a coefficient matrix in terms of intra-element traction and 

electric displacement induced by intra-element fields, that is 
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which can be derived from the assumed displacement and electric potential (7). 
  With the stationary condition of the functional (11), we finally have 
 1

e e e e e
TG H G d = g  (14) 

and 
 1

e e e e
c H G d  (15) 

 

5. Numerical example 

In this section, to investigate the performance of the present hybrid finite element formulation 
for the simulation of piezoelectric fracture behavior, a plane piezoelectric prism under 
uniform tension is considered with an embedded central crack and traction- and electric 
charge-free conditions are assumed along the crack surface (see Figure 1). Due to symmetry 
of the problem, only one quarter of the prism modeled, i.e. the shaded domain in Figure 1. 
The proper symmetrical mechanical boundary conditions should be applied along the 
symmetric lines x=0 and z=0 and the electric potential along the symmetric line z=0 is 
assumed to be zero. The plane strain case is assumed here and the PZT-4 material used in the 
computation has the following material constants [22] 

10 2 10 2 10 2
11 12 13

10 2 10 2
33 44

2 2 2
15 31 33

9 9
11 33

12.6 10 Nm ,  7.78 10 Nm ,  7.43 10 Nm

11.5 10 Nm ,  2.56 10 Nm

12.7Cm ,  5.2Cm ,  15.1Cm

6.464 10 C / Nm,  5.622 10 C / Nm

c c c

c c

e e e

 

  

 

  

 

     

   

   

   

 

Firstly, to verify the present algorithm and show the accuracy of displacements and electric 
potential, the case without the crack is taken into consideration and the analytical results can 
be found in [22]. In the computation, thirty 8-node quadrilateral elements are used for the 
present hybrid finite element model (see Figure 2a). The results of displacements and electric 
potential at specific points are tabulated in Table 1, from which it’s found that the numerical 
results from the proposed algorithm are in good agreement with the analytical results. Thus, 
the developed hybrid finite model can produce highly accurate displacement and electric 
potential results, which are important for the evaluation of stress intensity factors by 
displacement and electric potential extrapolation technique in the following analysis. 
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(a)                            (b) 
Figure 1 Geometry and boundary 

conditions of the piezoelectric prism with a 
central crack 

Figure 2 Mesh configurations: (a) without 
central crack (b) with central crack 

 
 

Table 1 Comparison of the numerical results by the present algorithm and the analytical solutions 

Position 
Analytical solutions Numerical results 

xu  zu    xu  zu    

(2, 0) -0.7222E-10 0 0 -0.7222E-10 0 0 

(3, 0) -1.0832E-10 0 0 -1.0832E-10 0 0 

(0, 5) 0 3.915E-10 1.2184 0 3.915E-10 1.2184 

(0,10) 0 7.829E-10 2.4367 0 7.829E-10 2.4367 

 
Next, fracture analysis of the prism is considered and the corresponding mesh 

configuration is shown in Figure 2b, in which total 287 piezoelectric quadrilateral elements 
are used. The numerical results for crack is tabulated in Table 2, from we can find the 
displacement variation along the upper surface of the crack, also the corresponding electric 
displacement stress intensity factors 6 3/2

EK 10 (Cm )   can be evaluated by Eq. (5). The 

average value of it is 28.753. 
 

Table 2 Variations of displacement and Stress intensity factor near the crack tip 

r  0.01 0.02 0.03 0.04 0.05 

xu  -20.326E-12 -19.262E-12 -18.442E-12 -17.817E-12 -17.031E-12

zu  17.901E-12 25.352E-12 31.050E-12 35.792E-12 39.651E-12
  0 0 0 0 0 

6
EK 10  28.793 28.834 28.834 28.784 28.521 
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6. Conclusions 

In the paper, a new hybrid finite element formulation is present for performing fracture 
analysis of piezoelectric media using fundamental solution approach. The hybrid 
piezoelectric element established in the present method contains element boundary integrals 
only. Numerical verification is conducted by analysing electroelastic behavior of plane 
piezoelectric prism without any internal crack. It is found that the developed hybrid finite 
model can produce relatively high accurate displacement and electric potential results. 
Subsequently, the fracture analysis is performed by considering a central crack in the 
piezoelectric prism and the corresponding electric displacement stress intensity factors is 
evaluated by using the extrapolation technique in the vicinity of crack tip. 
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Abstract  In this paper, the dynamic thermal stresses around a crack in a substrate bonded to a coating are 
obtained using the hyperbolic heat conduction theory. Fourier and Laplace transforms are applied and the 
hyperbolic heat conduction and thermo-elastic crack problems are reduced to solving singular integral 
equations. The crack kinking phenomenon under thermal loading is investigated by applying the criterion of 
maximum hoop stress. Numerical results show that the hyperbolic heat conduction parameters, the material 
properties and the geometric size of the composite have significant influence on the dynamic stress field. It 
seems that high temperature loading on the surface may lead to crack kinking away from the surface and low 
temperature loading may cause crack kinking toward the coating. Moreover, the hyperbolic heat conduction 
theory may give more conservative results than that the Fourier’s heat conduction theory. 
 
Keywords  Cracked Substrate, Coating, Hyperbolic heat conduction, Singular integral equations, Crack 
kinking 
 
1. Introduction 
 

 High-rate heat transfer has become a major concern in modern industries especially in material 
processing, such as the pulsed laser heat and ultrasonic waves, and accurate heat conduction 
analysis is of great importance for the material and structural integrity. Investigation of the 
temperature and stress fields is essential to the safety design of the composite structures under 
severe temperature loading. The Fourier heat conduction model, although give sufficient accuracy 
for many engineering applications, implies infinite thermal wave propagation speed, and renders 
ineffective at the very small length and time scales associated with small-scale systems [1]. 
Consideration of the hyperbolic heat conduction model becomes important if irreversible physical 
processes, such as crack or void initiation in a solid, are involved in the process of heat transport. In 
these cases, the hyperbolic heat conduction model should be used [2].  

Inherent defects in materials such as dislocations and cracks may disturb the temperature 
distribution when thermal loading is applied, and singularities may be developed in the 
neighborhood of discontinuities. The singular behavior of temperature gradient around crack tip has 
been studied based on the classical Fourier heat conduction model [3]. Some investigations on crack 
problems in thermo-elastic materials have been made using the hyperbolic heat conduction model. 
The problem of a finite crack in a material layer under transient non-Fourier heat conduction was 
investigated by Wang and Han [4] and the problem of an interface crack in layered composite media 
under applied thermal flux was studied using the hyperbolic heat conduction theory [5]. A 
thermo-elastic analysis of a cracked substrate under a thermal shock was given in Chen and Hu [6] 
based on the hyperbolic heat conduction theory; and based on the same theory the transient 
temperature and thermal stresses around a partially insulated crack in a thermoelastic strip under a 
temperature impact were obtained [7]. The transient temperature field around a thermally insulated 
crack in a substrate bonded to a coating has been obtained by using the hyperbolic heat conduction 
model [8]. 
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The thermo-elastic problem of a cracked substrate bonded by a coating under transient thermal 
loading is studied in this paper using the hyperbolic heat conduction model. Fourier and Laplace 
transforms are employed to reduce the problem to solving singular integral equations. The 
asymptotic fields around the crack tip are obtained in an explicit form and Laplace inversion is 
applied to get the dynamic temperature and stress fields. The crack kinking phenomenon is 
investigated by applying the criterion of maximum hoop stress. 
 
2. Statement of the problem and basic equations 
 
   Consider a thermoelastic substrate containing a crack of length c2  parallel to the interface 
between the substrate and the coating, as shown in Figure 1. The composite is initially at certain 
temperature and the free surface of the coating )( bahy +−=−=  is suddenly heated to by a 
temperature change 0T . The crack surfaces are assumed to be thermally insulated.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. Crack geometry and coordinates. 
 
 
2.1. Heat conduction equations 
 

In the heat-transfer situations include extremely high temperature gradients, extremely large 
heat fluxes or extremely short transient durations, the Fourier’s law may be modified to a relation of 
the type [9], 

Tk
t
qq ∇⋅−=
∂
∂

+τ                                  (1) 

where q  is the heat flux, T  is the temperature, k  is the thermal conductivity of the material, ∇  
is the spatial gradient operator, and τ  is the so-called relaxation time. The local energy balance 
equation with vanishing heat source follows: 

t
TCq
∂
∂
⋅=∇− ρ                                   (2) 

where ρ  and C  are the mass density and the specific heat capacity, respectively. Incorporating 
Eq. (1) with Eq. (2) leads to the hyperbolic heat conduction equation for the substrate and the 

)(0 tHT ⋅

(x,y)
r

x

y

cc

a h
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θ
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coating, 
2)(2)()(2 tTtTTd i

i
ii

i ∂∂+∂∂=∇⋅ τ ,        ( 2,1=i )               (3) 

where 2∇  is Laplace’s differential operator, iτ , ( )iiii Ckd ρ=  and ik  ( 2,1=i ) are the 

relaxation times, the thermal diffusivities and the thermal conductivities of the substrate and the 

coating, respectively. It is noted that here and afterwards the subscript “ 2,1=i ” denote the 

quantities of the substrate and the coating, respectively. 
By introducing the dimensionless variables 

2
0

_

0

_
, ctdtTTT ==                                   (4) 

where 0T  is the reference temperature and 0d  is the reference thermal diffusivity, the governing 

equations (3) have the following dimensionless forms: 

2

)(2

2

2
00

)(
)(2

t
T

dc
d

d
d

t
TT

i

i

i

i

i
i

∂
∂

+
∂

∂
=∇

τ
,       ( 2,1=i )                  (5) 

It is noted that here and afterwards, the hat “
_

” of the dimensionless variables is omitted for 

simplicity. The hyperbolic heat equation (5) is subjected to the following boundary and initial 
conditions in dimensionless forms 

y
axTk

y
axTkaxTaxTThxT

∂
−∂

=
∂
−∂

−=−=−
−+

−+ ),(),(),,(),(,),( 210 ,  ( ∞<x , 0>t )    (6) 

)(,)0,()0,(),0,()0,(

)(,0)0,(

cxyxTyxTxTxT

cxyxT

≥∂∂=∂∂=

<=∂∂
−+−+

                 (7) 

   It should be noted that the relaxation time (τ ) for most engineering materials are of the order of 
614 1010 −− − s  and the thermal diffusivity 38 1010 −− − sm 2 , and therefore the Fourier parabolic 

heat conduction model can give good results. Experiments have shown that some special materials 
may have thermal relaxation time up to the order of 10s, which are important materials to work as 
thermal insulators [10]; in this case it is necessary to take into account the effect of the relaxation 
time and use the hyperbolic heat conduction model. Other applications of hyperbolic heat 
conduction model are in the area of transient thermal disturbance with small length and time scales. 
 
2.2. Thermal-elastic field equations 
 

The equilibrium equations, the strain-displacement relations, the compatibility equation and the 
constitutive law of plane stress thermoelasticity can be expressed as follows,  

0=∂∂+∂∂ yx xyx σσ , 0=∂∂+∂∂ yx yxy σσ                      (8) 
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( ) 2,, xvyuyvxu xyyx ∂∂+∂∂=∂∂=∂∂= εεε                   (9) 

yxxy xyyx ∂∂∂=∂∂+∂∂ εεε 22222 2                          (10) 

ETETE xyxyxyyyxx σνεανσσεανσσε )1(,)(,)( +=+−=+−=            (11) 

where E , ν  and α  are Young’s modulus, Poisson’s ratio and the coefficient of linear thermal 
expansion, respectively.  

Let ),( yxU  be the Airy stress function, then the stresses can be expresses in terms of U  as 

yxUxUyU xyyx ∂∂∂=∂∂=∂∂= 22222 ,, σσσ                       (12) 

Substitution of Eq. (12) into (10) and (11) leads to 

( ) 0222 =∇⋅+∇∇ TEU α                                   (13) 

By introducing the following dimensionless quantities 

( ) ( ) ( ) ( ) ( )0

__

0

_

0

_

0
2

_
,,,,, cTvuvuTTETcEUU ijijijij ααεεασσα =⎟

⎠
⎞

⎜
⎝
⎛===        (14) 

the governing equations (13) can be rewritten in the following dimensionless forms: 

( ) 0222 =∇+∇∇ TU                                     (15) 

The mechanical boundary conditions can be expressed as 

0),(),(),,(),(),,(),( =−=−−=−−=− −+−+ hxhxaxaxaxax yxyyyxyxy σσσσσσ ,   ( ∞<x )  (16) 

0)0,()0,( == xx yxy σσ ,           ( cx < )                      (17) 

)0,()0,(),0,()0,(),0,()0,(),0,()0,( −+−+−+−+ ==== xvxvxuxuxxxx yyxyxy σσσσ , ( cx ≥ )  (18) 

 
3. Temperature field 
 

Apply Laplace transform to Eqs. (5): 

( )

( ) dpptpyxT
i

pyxTLtyxT

dtpttyxTtyxTLpyxT

Br

iii

iii

∫

∫
==

−==

−

∞

)exp(),,(
2
1),,(),,(

)exp(),,(),,(),,(

*)(*)(1)(

0

)()()*(

π

              (19) 

where Br  stands for the Bromwich path of integration, and assume the composite is at rest in the 
beginning, we have: 

*)(2*)(*)(2 i
i

i
i

i TpBpTAT +=∇ ,       ( 2,1=i )                    (20) 

where ii ddA 0=  and iii dcdB 22
0τ=  ( 2,1=i ). 

Following the procedure in Chen and Hu [8], the temperature field in the Laplace domain 
satisfying the boundary condition and regularity condition can be expressed as 
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)()exp()exp()(),,( 1
)*1( yWdixryEpyxT +−= ∫

∞

∞−
ξξξ ,     ( 0≥y )             (21) 

[ ] )()exp()exp()()exp()(),,( 32
)*1( yWdixryEryEpyxT +−−+= ∫

∞

∞−
ξξξξ   ( 0≤≤− ya )   (22) 

[ ] )()exp()exp()()exp()(),,( 21
)*2( yVdixnyDnyDpyxT +−−+= ∫

∞

∞−
ξξξξ   ( ayh −≤≤− )  (23) 

where ),()( pEE ii ξξ =  ( 3,2,1=i ) and ),()( pDD jj ξξ =  ( 2,1=j ) are unknowns to be 

determined, and 

)exp()exp(),()(),exp(),()( 0
2

0
1 myCmyCpyVyVqyfpyWyW −⋅+⋅==−⋅==       (24) 

2
22

22
11

22
22

2
11 ,,, pBpAnpBpArpBpAmpBpAq ++=++=+=+= ξξ    (25) 

   Constants 0
1C , 0

2C  and f  can be obtained from the boundary conditions. As the unknown 

functions are dependent, all other unknown functions can be expressed by only one independent 

unknown function, for example )(1 ξD , as follows  

[ ])(2exp)()( 12 banDD +−= ξξ                             (26-1) 

[ ] )()()(),()()(),()()()( 1231121121 ξξλξξξλξξξλξλξ DEDEDE ==−=        (26-2) 

2)()exp()(,2)()exp()( 212211 ααξλααξλ −−=+= rhra                (26-3) 

[ ] [ ] [ ])exp()2exp(1,)exp()2exp(1 1221 narknbnknanb −+=−−= αα           (26-4) 

Introduce the temperature density function as 

xpxTxpxTpxx ∂∂−∂∂== −+ ),0,(),0,(),()( *)1(*)1(φφ                     (27) 

It is clear from the boundary conditions (27) that 

( ) )(0)(,0 cxxdtt
c

c
≥==∫− φφ                            (28) 

Substituting (21) and (22) into (27) and using Fourier inverse transform, we can get 

dsiss
i

D
c

c
)exp()(

4
1)(

1
1 ξφ

ξπλ
ξ ∫−=                              (29) 

Substituting (21) and (22) into (7) and applying the relation (29), we get the singular integral 
equation for )()( ctt φϕ =  as follows 

( ) ( )[ ] )1(,2,)(1
1

1
<=+−∫− xqfdttxKxtt πϕ                       (30) 

where the kernel function ),( txK  is given as 

[ ] [ ] ξξξ dtxcRtxK ∫
∞

−−=
0

)(sin)(1),(                          (31) 
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and ξλλλξ 121 )()( −= rR . The singular integral equation (30) under the single-valuedness 

condition in (28) has the following form of solution [11]: 
21)()( xxx −Ψ=ϕ ,   1<x                               (32) 

where )(xΨ  is a bounded and continuous function. From the condition (28), it is clear that )(xΨ  
is an odd function of x , i.e., )()( xx Ψ−=−Ψ .  
   Function )(xΨ  can be solved numerically, as detailed in Chen and Hu [8], and function 

)(1 ξD  can be calculated by using the Chebyshev quadrature for integration as 

( ) ( )∑
=

Ψ≅
n

i
iii xcxwcD

11
1 sin

4
)( ξ

πξλ
ξ                            (33-1) 

[ ] ninixnw ii ,...,2,1,2)12(cos, =−== ππ                      (33-2) 

By substituting Eq. (33) into (21)-(23) the temperature in the Laplace domain can be obtained. 
The temperature in the time domain can be determined by applying the Laplace inverse transform. 
 
4. Thermal stress field 
 
   Considering the temperature expressions (21-23), the general solution of the Airy function 
satisfying the regular condition at infinity can be expressed as 

[ ] 2
1121

* ),()exp()exp()()exp()( qpyWdixryGyyAAU −−−++= ∫
∞

∞−
ξξξξ   )0( ≥y       (34) 

[ ]

[ ] 2
2221

4321
*

),()exp()exp()()exp()(

)exp()exp()()exp()(

qpyWdixryGryG

dixyyBByyBBU

−−−++

−−+++=

∫
∫

∞

∞−

∞

∞−

ξξξξ

ξξξξ
    )0( ≤≤− ya   (35) 

[ ]

[ ] 2
3231

4321
*

),()exp()exp()()exp()(

)exp()exp()()exp()(

mpyVdixmyGmyG

dixyyCCyyCCU

−−−++

−−+++=

∫
∫

∞

∞−

∞

∞−

ξξξξ

ξξξξ
   )( ayh −≤≤−  (36) 

where iB , iC  ( 41−=i ), 1A  and 2A  are unknowns to be determined, and )(ξijG  

)2,1,31( =−= ji  are known functions determined from the boundary conditions. 

Denote the jumps of displacement across the plane 0=y  by u  and v , 

),0,(),0,(),,0,(),0,( pxvpxvvpxupxuu −+−+ −=−=                   (37) 

Following the procedure in Jin and Noda [12] and introducing two dislocation density functions 

)(xf j  ( 2,1=j ) as 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-7- 
 

xvpxfxfxupxfxf ∂∂==∂∂== ),()(,),()( 2211                    (38) 

By applying the boundary conditions (16-18), it can be shown that  )(xf i  ( 2,1=i ) satisfy the 

following singular integral equations: 

[ ] )(),()(),()(1)( 1

1

1 122111 xUdttxMtfdttxMtxtf
c

c
=++− ∫∫ −−

               (39-1) 

[ ] )(),()(1)(),()( 2

1

1 222211 xUdttxMtxtfdttxMtf
c

c
=+−+ ∫∫ −−

               (39-2) 

where functions )2,1,(),(),( =jitxMxU iji are known functions. Functions )(xf j  ( 2,1=j ) also 

need to satisfy the single-valuedness conditions 

0)( =∫− xdxf
c

c j ,            ( 2,1=j )                        (40) 

The solution of the integral Eqs. (39), )(xf j  ( 2,1=j ), can be expressed as follows 

21),()( tptFctf jj −= ,    ( 2,1=j )                        (41) 

and the singular integral equations can be reduced to solving a system of algebraic equations in 

terms of ),(1 ptF  and ),(2 ptF , see [6, 7]. 

   Following the procedure in Chen and Hu [9], the stress intensity factors (SIFs) )(*
1 pK  and 

)(*
2 pK  are obtained as 

4),1()(,4),1()( 1
*
22

*
1 pFcpKpFcpK ππ −=−=                          (42) 

and the dynamic singular stresses near the crack tip are 
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where the dynamic SIFs )(1 tK  and )(2 tK  are given by 

( ) ( ))()(,)()( *
2

1
2

*
1

1
1 pKLtKpKLtK −− ==                                  (46) 

and ),( θr  are the polar coordinates measured from the crack tip defined by 
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   The hoop and shear stresses at an angle θ  near the crack tip can be obtained in terms of the 
polar coordinates ),( θr  as 

[ ] θθσθσθσθθσ

θθσθθσθθσθσ

θ

θθ

2cos),(2),(),(2sin),(
2sin),(sin),(cos),(),( 22

rrrr
rrrr

xyxyr

xyxy

+−=

−+=
               (48) 

   The hoop stress intensity factor and shear stress intensity factor associated with the hoop and 
shear stresses at an arbitrary angle θ  can be defined as: 

( ) ( )θθθθθθ σσ rrrr
rKrK 2lim,2lim

00 →→
==                         (49) 

 
5. Numerical results and discussion 
 
   The effect of the thickness of coating cb  on the dynamic SIFs is shown in Figure 2 when the 
geometry of the cracked substrate is 1=ca , the material properties are 121 == kk , 4.0=ν  and 

5.0,1 21 == ττ  and the boundary temperature condition 10 +=T . The SIFs oscillate and increase 
in magnitude till they reach the peak values and oscillate for some time before approaching their 
static values. The magnitude of the peak value decreases as the size ratio cb  increases, which 
indicates that a thicker coating may decrease the magnitude of SIF. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. Effect of cb  on the dynamic SIFs when 1=ca . 
 
 
   Figure 3 exhibits the variation of the dynamic SIFs with different thermal relaxation times 1τ  
and 2τ  when 121 == kk , 4.0=ν , 5.0,1 == cbca  and 10 +=T . The results based on the 
Fourier heat conduction is the special case when 021 ==ττ , which shows that the dynamic SIF 
increases smoothly to reach the peak values and then decrease to the static values. The oscillating 
feature of the dynamic SIFs is observed when the hyperbolic heat conduction theory is applied, and 
as the relaxation time of the coating decreases the magnitude of the dynamic SIF decreases. This 
conclusion indicates that the structure safety design based on the hyperbolic heat conduction theory 
may lead to more conservative design than Fourier’s heat conduction theory. 
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Figure 3. Effect of relaxation time on dynamic SIFs. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4. Angular functions of the normalized hoop stresses and shear stresses at a time instant.  
 
 
 
   The angular functions of the normalized dynamic hoop stresses crπσθθ 2  and shear stresses 

crr πσ θ 2  at a specific time instant 0.3=t  are displayed in Figure 4 when 1.0,1 == cbca , 
121 == kk  and 4.0=ν . The maximum hoop stress criterion is used to study crack kinking in this 

paper. It is shown that when the hoop stress reaches the maximum value, the shear stress is zero. 
When the temperature loading on the surface of the coating is positive, the maximum hoop stress 
appears at the angle 60+=θ  degrees, which indicates that the crack may kink in this direction; 
when a negative temperature is applied on the coating surface, the hoop stress reaches the maximum 
value at the angle 70−=θ  degrees, which means that the crack may kink toward the coating in 
this direction. It seems that high temperature loading on the surface may lead to crack kinking away 
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from the surface and low temperature loading may cause the crack to kink toward the coating. 
 
6. Conclusions 
 
   The transient thermal stresses around a crack in a substrate bonded to a coating have been 
obtained using the hyperbolic heat conduction theory. Integral transform method is applied and the 
hyperbolic heat conduction and thermo-elastic crack problem are reduced to solving singular 
integral equations. The crack kinking phenomenon is investigated by applying the criterion of 
maximum hoop stress. Numerical results show that the hyperbolic heat conduction parameters, the 
material properties and the geometric size of the composite have significant influence on the 
dynamic stress field. Hot or cold temperature loadings may lead to different crack kinking 
directions. The results predicted by the hyperbolic heat conduction model are more conservative 
than that by the Fourier’s heat conduction model. 
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Abstract  Due to thermal contractions, tensions and electromagnetic forces, YBCO coated conductors in 
high-temperature superconductors apparatuses are subjected to mechanical strains. The strains cause the 
degradation of the critical current densities and influence thermo-electro-magnetic features in the conductors. 
Based on the dynamic process of thermo-electro-magnetic interaction, we report the results of numerical 
simulation of thermo-electro-magnetic phenomena in an infinite YBCO film subjected to a uniform in-plane 
strain in an alternating external magnetic field parallel to the sample surface. The numerical simulation 
shows the distributions of magnetic induction, electric intensity, current density and temperature in the film 
and their dependences on the uniform strain. The AC loss in the film is also calculated. We find that whether 
the magnetic field fully penetrates the superconductor is the key factor to influence the feature of AC loss. 
When the magnetic field cannot fully penetrate the superconductor the loss rises with increasing strain. 
When the magnetic field can fully penetrate the superconductor the feature is just opposite. 
 
Keywords  YBCO film; thermo-electro-magnetic phenomenon; strain 
 
1. Introduction 
 
The second-generation high-temperature superconductors consisting of a YBCO film deposited on a 
metallic substrate, referred to as YBCO coated conductors, are promising materials for power 
applications, such as cables, fault-current limiters and transformers. During the past several years 
impressive development is being made for the conductors. Very high critical current densities of 

22.5 3.0 MA cm  at 77 K  have been reached in long conductor lengths [1]. Due to thermal 
contractions, tensions and electromagnetic forces, the coated conductors in high-temperature 
superconductors apparatuses are subjected to mechanical strains. The strains cause the degradation 
of the critical current densities and influence thermo-electro-magnetic features in the conductors. 
But it is impossible to avoid the strains. The effects of strains on the critical current densities have 
been reported by many researches. However, researches investigating the effects of strains on the 
other thermo-electro-magnetic features are relatively less. Osami Tsukamoto and his partners have 
done a series of studies on the AC losses in coated conductors subjected to strains [2-6]. But they 
have not studied the details of thermo-electro-magnetic phenomena in the coated conductors, such 
as the distributions of magnetic induction, temperature, electric intensity and current density. 
 
In this paper, we propose an approach to investigate the thermo-electro-magnetic features in an 
infinite YBCO film subjected to a uniform strain in an external AC magnetic field parallel to the 
surface of film. The approach is based on numerically solving the coupled magnetic and heat 
diffusion equations associated with the intrinsic nonlinear behaviors of ( , , )B T  , ( , , )cJ T B  , 

( )c T , etc., from which the details of thermo-electro-magnetic phenomena in the film and their 
dependences on the strain are obtained. 
 
2. Mathematical model and numerical analysis method 
 
We consider an infinite YBCO film in yz  plane with thickness 2d  in x  direction subjected to a 

uniform strain   in y  direction and an external magnetic field exB  parallel to the sample 
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surface in z  direction (see Fig. 1). 
 

 
Figure 1. Sketch of the model. 

 
The YBCO film is modeled as a slab, at which the distributions of the z  component of magnetic 
induction ( , )B x t , the y  component of electric intensity ( , )E x t , and the current density ( , )J x t  
are governed by the Maxwell equations 

 0 0,
B J
x


 


 (1) 

 0, .
B E d x d
t x

 
    

 
 (2) 

Here， 7 2
0 4 10  N A      is the permeability of free space. Considering the E J  relation of 

superconductor can be assimilated with that of normal conductor, i.e., 
 ( , , ) ,E B T J   (3) 

where ( , , )B T   stands for the effective electric resistance, hence Eqs. (1) and (2) can be reduced 
into the form 

 0( , , ) 0, .
B BB T d x d

x x t
              

 (4) 

The temperature ( , )T x t  is satisfied with one-dimensional Fourier’s heat conducting equation 

 ( ) 0, ,
T Tc T W d x d

x x t
             

 (5) 

in which   represents the thermal conductivity, ( )c T  is the heat capacity, and W EJ  
indicates the heat source intensity. After the YBCO film is cooled to the temperature of the coolant 
in the zero magnetic field (i.e., the external magnetic field is equal to zero), the boundary and initial 
conditions of the magnetic field and the temperature field can be written as 

 : ( , ) ( ),exx d B x t B t    (6) 

 0: ( )( ),
Tx d h T T T
x

 
    


 (7) 

 00 : ( , ) 0, ( , ) ,t B x t T x t T    (8) 

where ( )h T  is the heat transfer coefficient， 0T  denotes the temperature of the coolant, and ( )exB t  
stands for the external magnetic field. Here, we apply a sinusoidal field 0( ) sin 2exB t B ft . 

At the temperature zone of liquid nitrogen，a power law 0 /( / )U kT
c cE E J J  is reasonable for 

describing electromagnetic constitutive relation of the high-temperature superconductor, where cJ  

is the critical current density defined by the reference electric field cE , 0U  denotes the activation 

energy and k  is the Boltzmann constant [7]. According to Eq. (3), the effective electric resistance 
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  is given by 

 
0 / 1

( , , ) .
U kT

c

c c

E JB T
J J

 


  (9) 

The present research on the activation energy indicates that the energy is dependent on the local 
temperature and magnetic field, and it is explicitly expressed by [8] 

 4
0 00 2( , ) [1 ( / ) ][1 / ( )],c cU T B U T T B B T    (10) 

where 00U  denotes the barrier height in the zero magnetic field at 0 K , cT  is the critical 

temperature, and 2
2 2( ) (0)[1 ( / ) ]c c cB T B T T   stands for the upper critical magnetic field.  

For the samples of YBCO, the dependence of the critical current density on strain ( )cJ   is given 

by fitting the experimental data with relation [9, 10] 

 
2.2

( ) ( 0)(1 ),c cJ J a      (11) 

in which a  is the fitting parameter. After the temperature and magnetic field dependence of 
critical current density is taken into account [11, 12], i.e., 

 2 1/2 2 5/2
0( , ) [1 ( / ) ] [1 ( / ) ] ,c c c c

BJ T B J T T T T
B B




  


 (12) 

we can get the temperature, magnetic field and strain dependence of critical current density, i.e., 

 
2.22 1/2 2 5/2

0( , , ) [1 ( / ) ] [1 ( / ) ] (1 ) ,c c c c
BJ T B J T T T T a

B B
 




   


 (13) 

where the parameter 0cJ  is the critical current density when the temperature, magnetic field and 

strain are equal to zero, and B
 is a phenomenological parameter. 

 
Consequently, the system with thermo-electro-magnetic interaction can be described by the 
initial-boundary problem of Eqs. (4)-(8). It is hard to solve the nonlinear coupling problem 
analytically, so we propose a numerical code by means of the finite difference method and iteration 
to solve it. 
 
3. Results and discussions 
 
In this section, thermo-electro-magnetic phenomena in the YBCO film subjected to a uniform strain 
in an external magnetic field parallel to the sample surface at the temperature zone of liquid 
nitrogen are displayed by the numerical results which are obtained from the essential equations in 
the previous section. We investigate the distributions of magnetic induction, temperature, electric 
intensity and current density in the film and their dependences on the uniform strain. Two situations 
are taken into account. One is that the magnetic field does not fully penetrate the YBCO film. The 
other one is that the magnetic field fully penetrates the YBCO film. In addition, the AC loss in the 
film is calculated. In the numerical analysis, we select the parameters in their possible regions given 
in literatures [9, 13-18]: 9900a  , 11 2

0 6.4 10  A mcJ   , 62 0.8 10  md   , 92 KcT  , 

0 76 KT  , 2 (0) 200 TcB  , 00 0/ 54U kT  , 0.3 TB  , 4 110  V mcE   , 2 1 11 J m  s  Kh    , 
1 1 14 J m  s  K    , 2 2 3 4 1 3( ) 2.02 10 7.82 10  (J K  m )c T T T      . The external magnetic field 

frequency f  is selected as 50 Hz . 
 
3.1. The magnetic field does not fully penetrate the YBCO film 
 
Fig. 2 shows the distributions of the z  component of magnetic induction ( , )B x t , temperature 
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( , )T x t , the y  component of electric intensity ( , )E x t  and current density ( , )J x t  in the YBCO 

film at 0.2%   and 0 0.001 TB  . The curves at different times in a magnetization period cycleT  

are displayed. When the external magnetic field amplitude 0B  is applied to 0.001 T , the 

magnetic field cannot fully penetrate the film. From Fig. 2(a), one sees that the magnetic field 
penetration depth increases with increasing external magnetic field. When / 4cyclet T , the 
external magnetic field gets to the maximum. After the time, the external magnetic field decreases 
gradually. The magnetic induction in the film near the surface decreases with that. However, the 
magnetic field penetration depth does not decrease. This is because the pinning force hinders flux 
lines from moving out of the superconductor. After / 2cycleT , the external magnetic field increases 
in the opposite direction. When 3 / 4cyclet T  the external magnetic field gets to the maximum in 
the negative direction. The distribution of magnetic induction in the film at this time is just opposite 
compared with that when / 4cyclet T , which means the distributions at the two times have the 
same values, however, their directions are opposite. The distributions of magnetic induction at 

/ 2cycleT  and cycleT  have the same feature. Fig. 2(b) illustrates the temperature at every position in 
the film is the same during the magnetization period. Due to the AC loss in the film, the temperature 
of the film increases with time. But the increments of temperature are slight. From Fig. 2(c), one 
sees that the distributions of electric intensity are antisymmetrical about the middle layer of the film. 
At the surface of the film, the values of electric intensity at / 2cycleT  and cycleT  are larger than 
those at / 4cycleT  and 3 / 4cycleT . This is because the external magnetic field sweep rate /exdB dt  

at / 2cycleT  and cycleT  is faster than that at / 4cycleT  and 3 / 4cycleT , the vortex electric intensities 
generated are larger. The current density has the same direction with the electric intensity, so the 
distributions of electric intensity are also antisymmetrical about the middle layer of the film (see Fig. 
2(d)). 
 

 
Figure 2. The distributions of the z  component of magnetic induction ( , )B x t , temperature ( , )T x t , the 

y  component of electric intensity ( , )E x t  and current density ( , )J x t  in the YBCO film at 0.2%   

and 0 0.001 TB  . In Fig. 2(a), the magnetic induction B  is normalized by the external magnetic field 

amplitude 0B . 
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Fig. 3 demonstrates the dependences of the distributions of magnetic induction, temperature, 
electric intensity and current density on the uniform strain under the situation that the magnetic field 
does not fully penetrate the film. We find that their dependences on the strain are slight. Fig. 3(a) 
shows the distributions of magnetic induction at 0%, 0.2%, 0.4%   when the time is equal to 

/ 4cycleT . One sees that the magnetic induction in the superconducting film increases slightly when 
the strain increases. According to Eq. (13) the critical current density cJ  decreases with increasing 

strain  , so the pinning force decreases with increasing strain. When the pinning force decreases, it 
is easier for the flux lines to move into the superconductor. So the magnetic induction in the film 
increases. However, the increment is slight, which indicates the effect of strain on the pinning force 
is very small when the magnetic field does not fully penetrate the film. From Fig. 3(b) and Fig. 3(c), 
one sees that the strain almost has no effect on the distributions of temperature and electric intensity. 
The three curves at 0%, 0.2%, 0.4%   superpose. Fig. 3(d) illustrates the current density in the 
film near the surface decreases with increasing strain. At the deeper position in the film, the feature 
is opposite. We need to point out that only the range of reversible strain is considered in our 
simulations. When the strain exceeds the irreversible strain limit irr  ( irr 0.5%   in this paper), 

cracks begin to appear in the superconductor, which result in the irreversible degradation in critical 
current density [9]. This is not permitted in applications [10, 19, 20]. 
 

 
Figure 3. The dependences of the distributions of magnetic induction, temperature, electric intensity and 
current density on the uniform strain when 0 0.001 TB  . In Fig. 3(b) and Fig. 3(c), the three curves at 

0%, 0.2%, 0.4%   superpose. 
 
3.2. The magnetic field fully penetrates the YBCO film 
 
Fig. 4 shows the distributions of magnetic induction, temperature, electric intensity and current 
density in the YBCO film at different times when 0.2%   and 0 0.02 TB  . When the external 

magnetic field amplitude 0B  is applied to 0.02 T , the magnetic field can fully penetrate the film. 

The features of the evolutions of these distributions with time are similar to those when the 
magnetic field cannot fully penetrate the film. From Fig. 4(a), one also sees that after / 4cycleT  
although the external magnetic field decreases, the magnetic induction in the film closed to the 

-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1

x/d

B
/B

0

 

 

=0%
=0.2%
=0.4%

-1 -0.95 -0.9 -0.85
0

0.2

0.4

0.6

0.8

1

x/d

B/
B 0

 

 

B0=0.001T

t=Tcycle/4

(a)

-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1
75

75.4

75.8

76.2

76.6

77

x/d

T 
(K

)

 

 

=0%
=0.2%
=0.4%

B0=0.001T

t=Tcycle/4

(b)

-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1
-1.5

-1

-0.5

0

0.5

1

1.5x 10-9

x/d

E
 (V

/m
)

 

 

=0%
=0.2%
=0.4%

B0=0.001T

t=Tcycle/4

(c)

-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1
-2

-1.5

-1

-0.5

0

0.5

1

1.5

2 x 1010

x/d

J 
(A

/m
2 )

 

 

=0%
=0.2%
=0.4%

B0=0.001T

t=Tcycle/4

(d)



6 
 

middle layer increases. According to this phenomenon, we can deduce the pinning force in the film 
closed to the middle layer reduces during the decrease of external magnetic field (Fig. 2(a) 
illustrates the same feature). 

 
Figure 4. The distributions of magnetic induction, temperature, electric intensity and current density in the 
YBCO film at 0.2%   and 0 0.02 TB  . 

 
Fig. 5 demonstrates the dependences of the distributions of magnetic induction, temperature, 
electric intensity and current density on the uniform strain under the situation that the magnetic field 
fully penetrates the film. It is found that the effects of strain on these distributions are more obvious 
than those when the magnetic field does not fully penetrate the film in the range of reversible strain. 
When the strain increases the AC loss in the film decreases, which results in the decrease of 
temperature in the film (see Fig. 5(b)). Fig. 5(c) and Fig. 5(d) indicate that the larger the strain is, 
the smaller the electric intensity and current density are. This feature is different from that when the 
magnetic field does not fully penetrate the film. 

 
Figure 5. The dependences of the distributions of magnetic induction, temperature, electric intensity and 
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current density on the uniform strain when 0 0.02 TB  . In Fig. 5(b), the red line and blue line superpose. 

 
3.3. The AC loss in the YBCO film 
 
After ( , )E x t  and ( , )J x t  in the YBCO film are numerically obtained, AC loss per unit volume 
per cycle Q  is obtained by the following formula 

 
cycle

1
d d .

2

d

T d
Q t EJ x

d 
    (14) 

Fig. 6 shows curves of the AC loss Q  versus the uniform strain   at different external magnetic 
field amplitudes. It is interesting to find that when the magnetic field cannot fully penetrate the 
superconducting film ( 0 0.001 TB  ), the loss rises with increasing strain. However, the feature is 

opposite when the magnetic field can fully penetrate the film ( 0 0.02 TB  ). 

 

 
Figure 6. Curves of the AC loss Q  versus the uniform strain   when 0 0.001 TB   and 0 0.02 TB  . 

 
4. Conclusions 
 
By solving the nonlinear coupled equations of magnetic and heat diffusions numerically, we study 
thermo-electro-magnetic phenomena in an infinite YBCO film subjected to a uniform in-plane 
strain in an alternating external magnetic field parallel to the sample surface. The distributions of 
magnetic induction, temperature, electric intensity and current density in the film are investigated at 
different times under two situations. In one of the situations the magnetic field does not fully 
penetrate the film and in the other one the magnetic field does. In addition, we investigate the 
effects of the uniform strain on those distributions. It is found that the effects of the uniform strain 
are small in the range of reversible strain. At last, the AC loss in the film is reported. We find that 
whether the magnetic field fully penetrates the superconductor is the key factor to influence the 
feature of AC loss. When the magnetic field cannot fully penetrate the superconductor the loss rises 
with increasing strain. When the magnetic field can fully penetrate the superconductor the feature is 
just opposite. 
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Abstract   J-integral of nonlinear fracture for the colloid soft material is calculated by the finite element 
method in this paper. The J-integral is based on the concept of conservation of energy, hardly depending on 
the crack-tip stress singularity. Therefore, the fracture of colloidal soft material could be characterized by the 
J-integral. In this paper, a limited area near the crack tip replacing the integral loop is used to calculate 
J-integral value. J-integral within one unit is approximated by summation of the formulas related with gauss 
points. Such repeatedly, J-integral corresponding to integral path is calculated. Effect of different loading 
conditions and crack lengths on J-integral of PVA-H nonlinear fracture mainly is emphasized. This study 
shows that the J-integral can effectively characterize the nonlinear fracture of colloidal soft material.  
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1. Introduction 
 
The wide use of hydrogels in the biomedical field is getting more and more frequent in recent years, 
and enormous potential in the tissue engineering is showed for the swelling and indissolvable 
features in the water. Especially, polyvinyl alcohol hydrogel (PVA-H) is a very promising material. 
A few studies have confirmed that the biomechanical properties of the polyvinyl alcohol hydrogel 
are similar to that of the articular cartilage, which is based on the good biocompatibility and is able 
to be a partial substitute for the articular cartilage, delay or prevent the occurrence of traumatic 
osteoarthritis. So PVA-H has become an alternative material with great promise in a clinical context 
[1-2]. However, after implantation into the human body PVA-H will appear wearing and cracks 
which can impact its function as well as what articular cartilage damage seriously affects. Therefore, 
the study of the PVA-H fracture characteristics is obviously important, but few international 
scholars research on the aspect at present. 
 
Although the mechanical constitutive relation of the PVA-H is complicated, a relatively simple 
elastic-plastic theory model is adopted to research PVA-H material by simplifying the relation in 
this paper. On linear elasticity or small range yield condition, PVA-H crack tip energy release rate 
is evaluated by J-integral fracture criterion which is commonly used to deal with nonlinear fracture 
problem. The J-integral is based on the concept of conservation of energy, hardly depending on the 
crack-tip stress singularity and treating specially for the unit at the crack tip. Hence, J-integral can 
effectively characterize the nonlinear fracture of PVA-H material. 
 
In this paper, aiming at PVA-H as articular cartilage repair material, the energy release rate of 
PVA-H crack tip is calculated by finite element method. J values of the crack tip under different 
loading conditions and different integration paths are obtained, also in consideration of the impact 
of the crack length on the J-integral.  
 
2. Theoretical model 
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Polyvinyl alcohol aqueous solution gel can be made into polyvinyl alcohol hydrogel elastomer by 
repeated freezing-melting method. In 2007, Pan et al. [3] obtained the PVA-H curves of the stress 
and instant tensile modulus with changing strain through five freezing-melting cycles (see Fig.1). 
PVA gel is a kind of viscoelastic material, whose stress-strain relationship has typical viscoelastic 
properties. Taking the modulus-strain relationship into consideration, it is known that the tensile 
modulus of PVA gel is significantly various in different strain range. When strain range is 0 ~ 100%, 
PVA gel whose tensile modulus is essentially unchanged has elasticity characteristic, so its 
stress-strain shows a good linear relationship. In 100 ~ 250% strain, PVA tensile modulus increases 
up to 4 times with the increment of strain. In this range, PVA gel demonstrates typical viscoelastic 
character, whose stress-strain relationship is distinctly nonlinear. 

 
Fig.1 Stress-strain, modulus-strain and simplified stress-strain characteristic of PVA hydrogel 

—: tension strength ▲: tension modulus ┈: simplified stress-strain 
 
Rice [4] introduced the J integral theory to analyze the crack behavior in an elastic body. This 
theory can quantitatively describe stress-strain field intensity of elastic materials with a crack, 
which has clear definition and strict theoretical basis. Consider a homogeneous plate containing a 
penetrating crack. There is no external force near the crack tip, but tension stress acting on the 
homogeneous plate produces 2D stress-strain field around the crack. J integral is defined as 

J= wdy-T U ds
xΓ

∂⎛ ⎞
⎜ ⎟∂⎝ ⎠∫                              (1) 

Where Г loop shown in Fig.2 is around the crack tip, which starts from the crack lower surface and 
ends at the upper surface (counterclockwise direction), w is the strain energy density of the plate, T 
is the force vector acting on micro arc, and U is the displacement on Г loop.  
 

 
Fig.2 Schematic of the J-integral path 

 
Rice [4] proved the path-independence of the J integral in the case of linear and nonlinear elastic 
material. Eq. (1) is not suitable for numerical calculation, because of not only the infeasibility of 
calculating stress and strain on Г loop but the results are not always compatible when integral 
circuit is very close to the crack tip. Therefore, Shih [5] and Raju et al. [6] proposed the equivalent 
integral area method to compute J-integral by numerical calculation. A limited area near the crack 
tip replacing the integral loop is used to calculate J-integral value. According to divergence theorem, 
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Eq. (1) translates into 

i j 1
1

J= -j
iA

i

u q dA
x x

σ ωδ
∂⎛ ⎞ ∂

⎜ ⎟∂ ∂⎝ ⎠
∫                          (2) 

For 2D crack analysis, Eq. (2) can be divided into 

J= + - + +xx xy xy yyA

u v q u v q dA
x x x x x y

σ τ ω τ σ
⎡ ⎤∂ ∂ ∂ ∂ ∂ ∂⎛ ⎞ ⎛ ⎞
⎜ ⎟ ⎜ ⎟⎢ ⎥∂ ∂ ∂ ∂ ∂ ∂⎝ ⎠ ⎝ ⎠⎣ ⎦

∫                (3) 

In order to easily calculate the integral numerically, function q(x, y) must have a certain value on 
each node of the integral area. Shih etc. proofed that the J integral is not sensitive to the assumption 
form of q(x, y), i.e., q(x, y) can be arbitrarily selected [5]. But the boundary values of the integral 
area are strictly prescribed. For example, q = 1on the internal boundary, then q=0 on the external 
boundary for a plane problem. Equivalent integral area method is very convenient in finite element 
analysis, surely becoming the common tools calculating J integral. 
 
In this paper, the plane stress four node unit calculating the J integral of the PVA-H crack tip is used, 
which is corresponding to standard CPS4 in ABAQUS. Using the gauss integral method, J-integral 
within one unit is approximated by summation of the formulas related with gauss points, i.e. 

1 1 2 2 3 3 4 4(r ,s )+ (r ,s )+ (r ,s )+ (r ,s )J I I I I≈                        (4) 
In which  

eI(r,s)= + - + + det (J )xx xy xy yy
u v q u v q
x x x x x y

σ τ ω τ σ
⎡ ⎤∂ ∂ ∂ ∂ ∂ ∂⎛ ⎞ ⎛ ⎞
⎜ ⎟ ⎜ ⎟⎢ ⎥∂ ∂ ∂ ∂ ∂ ∂⎝ ⎠ ⎝ ⎠⎣ ⎦

           (5) 

1 1 1 1= - , , , -
3 3 3 3

r ⎧ ⎫
⎨ ⎬
⎩ ⎭

, 1 1 1 1s= - , - , , 
3 3 3 3

⎧ ⎫
⎨ ⎬
⎩ ⎭

 

Thus, J integral of PVA-H corresponding to one unit is obtained. Such repeatedly, J values of all 
units covering integral area are calculated. By determining J integral of different integral paths, 
whether the J integral of nonlinear fracture of PVA-H depends on the integral loop near the crack 
tip or not is given. Moreover, the influence of loadings and crack lengths on the J integral of 
nonlinear fracture of PVA-H is obtained by changing different loadings and crack lengths.  

 
2. Determination of J integral 
 
Figure 3 shows a center crack in a limited plate subjected to tension stress. It has a span 2H=400mm, 
a width 2W=200mm, a thickness B=1mm and the length of the crack a=20mm. Tensile modulus of 
PVA-H material is various as different manufacture method. According to the results given by Gao 
etc. [7], PVA-H with the following material properties is considered  

E=10Mpa , =0.49ν , s =4.47Mpaσ  
Where E is the elastic modulus, ν is the Poisson ratio, sσ is the tensile strength.  
 
According to the asymmetry, the finite element model of a quarter PHV-H plate is shown in Fig.4 
by ABAQUS pretreatment with transverse 100 division and vertical 200 division. Then all the 
information including geometric and material properties of the model extracted from ABAQUS is 
input into the FORTRAN input data file. The units from 1 to 20 are free, and the twenty-first node 
is the crack tip. Hence, y direction displacement of the right nodes of the crack tip and x direction 
displacement of the left boundary nodes is restrained, then the upper boundary nodes are applied by 
tensile loadσ=0.1Mpa.  
 
Equivalent integral area (gray section) including 8*2 units near the crack tip is selected shown in 
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Fig.5. J value of nonlinear fracture of PVA-H by FORTRAN program is given as J= 
0.065082349N/mm.  
 

                       
Fig.3 A center crack in a limited plate                   Fig.4 PHV-H plate finite element model 

subjected to tension stress. 
 

 
  Fig.5 Equivalent integral area 

 
Change tensile loadσ, respectively, σ= 0.1、0.4、0.7、1.0、1.5 and 2.0Mpa. The calculated J 
integral values by FORTRAN in equivalent integral area are plotted in Fig.6. It shows that the J 
integral of nonlinear fracture of PVA-H increases as the increment of the applied loading, 
approximately, for square relation.  
 

 
Fig.6 J-σ curve under different loadings 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-5- 
 

 
Each layer starting from the third layer outside of the crack tip is taken as integral path. The largest 
number of units of the layer is 24*2. Fig.7 plots the J-integral by FORTRAN in equivalent integral 
area against different integral paths under different loadings. It shows J integral in a certain loading 
remains unchanged as the increment of the chosen integral units, namely the J integral of nonlinear 
fracture of PVA-H is independent on the integral path. The result is found in very nice agreement 
with path-independent of the J integral in the case of linear and nonlinear elastic materials proved 
by Rice. Moreover, the bigger the applied loading, the greater the J integral value in the same 
integral path.  

 

 
Fig.7 J curves for different integral paths under different loadings 

 
In order to get the influence of the crack length on the J integral of nonlinear fracture of PVA-H, the 
location of the crack tip is changed from the eighteenth to the twenty-four node and the crack length 
ranges from 34 mm to 46 mm. The equivalent integral area is similar to that of Fig.5 (gray section). 
When the crack tip moves one unit length to the left or to the right, correspondingly, the equivalent 
integral area also moves a unit length to the left or to the right for guaranteeing the area covering 
8*2 units. Change the tensile load, respectively, σ= 0.1、0.4、0.7、1.0、1.5 and 2.0Mpa. The 
calculated J values by FORTRAN in equivalent integral area are shown in Fig.8. It shows that J 
integral value at the crack tip increases linearly along with the PVA-H crack length increasing. It is 
clear that J integral or energy release rate of nonlinear fracture of PVA-H is severely affected by the 
crack length.  

 
Fig.8 Effect of crack length on J-integral under different loadings 
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3. Conclusin 
 
In this work, J-integral of nonlinear fracture for the colloid soft material with a center crack is 
calculated by the finite element method. When the integral circuit is very close to the crack tip, 
using the equivalent integral area method simulates J integral numerically. Through the divergence 
theorem, a limited area near the crack tip replacing the integral loop is used to calculate J-integral 
value. The PVA-H colloid soft material is simplified to elastic plastic model. J-integral within one 
unit is approximated by the gauss integral method. By summing for the J values of all units, J 
integral of the equivalent integral area corresponding to integral path is derived. Change integral 
path and calculate J integral of PVA-H colloid soft material in different integral path. The results 
can be summarized as follows: 
(1) J integral of nonlinear fracture of PVA-H in a certain loading is independent on the integral path. 
Path-independent of the J integral obtained by Rice is proved once again by numerical method.  
(2) The bigger the applied loading, the greater the J integral value of nonlinear fracture of PVA-H in 
the same integral path, approximately, for square relation. 
(3) J integral value at the crack tip increases linearly along with the PVA-H crack length increasing. 
It is obvious that J integral or energy release rate of nonlinear fracture of PVA-H is severely 
affected by the crack length.  
In the future, the above conclusions will provide certain theoretical guidance for PVA hydrogel as 
articular cartilage repair materials. 
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Abstract  A mixed-mode crack in a magnetoelectroelastic layer under in-plane mechanical, electric 
and magnetic loadings is considered for electrically and magnetically impermeable crack surface 
conditions. Fourier transforms are applied to reduce the mixed-boundary-value problem of the crack 
to a system of singular integral equations. The asymptotic fields near the crack tip are obtained in an 
explicit form and the corresponding field intensity factors are obtained. The exact solution for a 
crack in an infinite magnetoelectroelastic material can be recovered if the width of the layer tends to 
infinity. The crack kinking phenomenon is investigated by applying the criterion of maximum hoop 
stress intensity factors. The results show that the size of the layer and the electric and magnetic 
loadings have significant effects on the singular field distributions around the crack tip, and the 
hoop stress intensity factors are influenced by the material parameters, the electric loadings and the 
geometric size ratios. 
 
Keywords  Mixed-mode crack, Magnetoelectroelastic layer, Singular integral equations, Crack kinking,  
Hoop stress intensity factor 
 

1. Introduction 
 
   In the recent decade, effect, magentoelectroelastic materials can be used in intelligent structures 
as sensors, actuators and transducers Owing to the unique magneto-electro-mechanical coupling 
effect. In the recent decade, there is a growing interest among researchers in solving fracture 
mechanics problems in magnetoelectroelastic media.  

   Crack initiation behavior in magnetoelectroelastic composite under in-plane deformation was 
investigated by Song and Sih [1]. Gao et al. [2] developed an exact treatment on the crack problems 
in a magnetoelectroelastic solid subjected to far-field loadings. Qin [3] obtained 2D Green’s 
functions of defective magnetoelectroelastic solids under thermal loading, which can be used to 
establish boundary formulation and to analyze relevant fracture problems. The moving crack 
problem in an infinite size magnetoelectroelastic body under anti-plane shear and in-plane 
electro-magnetic loadings has recently been solved by Hu and Li [4] whose results predicted that 
the moving crack may curve when the velocity of the crack is greater than a certain value. The 
dynamic response of a penny-shaped crack in a magnetoelectroelastic layer was studied by Feng et 
al. [5]. Boundary element method was developed by Rojas-Díaz et al. [6] to study crack problem in 
linear magnetoelectroelastic materials under static loading conditions. Wang and Mai [7] discussed 
the different electromagnetic boundary conditions on the crack-faces in magnetoelectroelastic 
materials, which possess coupled piezoelectric, piezomagnetic and magnetoelectric effects. Zhong 
and Li [8] gave a magnetoelectroelastic analysis for an opening crack in a piezoelectromagnetic 
solid. Zhou and Chen [9] analyzed a partially conducting mode I crack in piezoelectromagnetic 
materials. Zhao and Fan [10] proposed a strip electric-magnetic breakdown model in 
magnetoelectroelastic medium to study the nonlinear character of electric field and magnetic field 
on fracture of magnetoelectroelastic materials. The problem of a planar magnetoelectroelastic 
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layered half-plane subjected to generalized line forces and edge dislocations is analyzed by Ma and 
Lee [11]. Li and Lee [12] established real fundamental solutions for in-plane magnetoelectroelastic 
governing equations and studied collinear unequal cracks in magnetoelectroelastic materials. An 
embedded mixed-mode crack in a functionally graded magnetoelectroelastic infinite medium has 
been studied by Rekik et al. [13]. Recently, the pre-curving analysis of a crack in a 
magnetoelctroelastic strip under in-plane dynamic loading has been conducted by Hu and Chen [14] 
and the same authors [15] also studied the anti-plane problem of a magnetoelectroelastic strip 
sandwiched between elastic layers. The mode III crack crossing the magnetoelectroelastic 
bimaterial interface under concentrated magnetoelectromechanical loads was investigated by Wan 
et al. [16]. 

   To the best knowledge of the authors, the mixed-mode crack in a magnetoelectroelastic layer 
with finite width under in-plane magneto-electro-elastic loadings has not been reported in the 
literature. This problem is solved in this paper. Fourier transforms are applied to reduce the 
mixed-boundary-value problem to a system of singular integral equations which can be solved 
numerically. The asymptotic fields near the crack tip are obtained in an explicit form and the 
corresponding field intensity factors are determined. The crack kinking phenomena is investigated 
by applying the criterion of maximum hoop stress intensity factors. The coupling 
magneto-electro-elastic effects on the crack-tip fields are investigated and the finite size effects on 
the dynamic fracture properties are discussed. 

  

2. Problem statement and method of solution 
 
   Consider a transversely isotropic, linear magnetoelectroelastic material and denote the 
rectangular coordinates of a point by ),,( zyx . The constitutive equations can be written as 
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where zx uu ,  are components of the displacement vector, φ  and ϕ  are the electric and magnetic 

potentials, respectively; 
44331311 ,,, CCCC  are elastic constants, 3115 ,ee  are piezoelectric constants, 

3115 ,hh  are piezomagnetic constants, 3311 ,λλ  are dielectric permittivities, and 3311, dd  are 
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electromagnetic constants; ijσ , iD  and iB  ( zxji ,, = ) are components of stress, electric 

displacement and magnetic induction, respectively. 

   We study an electrically and magnetically impermeable crack of length c2  in a 

magnetoelectroelastic layer of width 21 hh + , with the poling direction perpendicular to the crack 

plane, as shown in Fig. 1. Uniform normal stress 0P and in-plane electric field 0E  and magnetic 

field 0H  are applied on the cracked layer. Symmetry conditions can be applied and then it is 

necessary to consider only the region ( 12,0 hzhx ≤≤−≥ ). 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. A cracked magnetoelectroelastic layer under in-plane magnetoelectromechanical loadings 

 

      Under the assumption of plane strain, the governing equations take the form 
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   The boundary conditions on the layer surfaces and the impermeable crack faces are: 

021 ),(),( Phxhx zzzz =−= σσ         ( ∞<≤ x0 )                     (3) 

0),(),( 21 =−= hxhx zxzx σσ          ( ∞<≤ x0 )                     (4) 

021 ),(),( EhxEhxE zz =−=          ( ∞<≤ x0 )                     (5) 

021 ),(),( HhxHhxH zz =−=         ( ∞<≤ x0 )                     (6) 
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0)0,(,0)0,( == xx zxzz σσ           ( cx <≤0 )                     (7) 

0)0,(,0)0,( == xBxD zz           ( cx <≤0 )                     (8) 

   The continuity conditions for the physical quantities across the crack plane are: 
),0,()0,(),0,()0,( −+−+ == xxxx zzzzzxzx σσσσ        ( cx ≥ )              (9) 

)0,()0,(),0,()0,( −+−+ == xBxBxDxD zzzz ,         ( cx ≥ )             (10) 

)0,()0,(),0,()0,( −+−+ == xuxuxuxu zzxx ,          ( cx ≥ )             (11) 

)0,()0,(),0,()0,( −+−+ == xxxx ϕϕφφ ,              ( cx ≥ )           (12) 

   Fourier transforms are then applied on Eq. (2) and the solutions may be expressed as 
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where ϕφ === zzzz uuuu 321 ,, , jjjjj db =Ω=Ω=Ω 321 ,,1 , )3,2,1( =Τ jj  are constants and 

jjj dba ,, )41( −=j  are known functions defined in Appendix A,  
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j ξξ  are unknowns to be determined and the superscripts 

)2(),1(
 
denote the fields quantities in the upper 10 hy ≤≤  and lower parts 02 ≤≤− yh  of the 

cracked magnetoelectroelastic layer (as shown in Fig. 1), respectively. 

   The roots jγ  ( 41−=j ) are determined from solving the following characteristic equation: 
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   It is noted that the eighth-order characteristic equation (15) has eight roots which occur in pairs 
with the same magnitude but opposite signs, and for complex roots, the roots always appear in 

conjugate pairs. In the expressions (13, 14), the roots jγ  ( 41−=j ) are chosen as 0)Re( >jγ  by 

requiring a positive internal energy for the system to be in a steady state. 
   The expressions for the stresses, electric displacement and magnetic induction can be obtained 
as follows:  
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and the coefficients are defined as: 
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   From the boundary conditions (3-10), the unknown functions ),()1( ξjB
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where ),( 1
)1( hRji ξ , ),,( 21 hhTji ξ  and ),( 2

)2( hRji ξ  are known functions. 

    Introduce the auxiliary functions )41()( −=Φ ixi  such that 
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   By applying the solutions (13, 14) and using the Fourier inverse transform, the unknowns can be 
obtained as 
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where )41,()( −=jiYij ξ  are known functions. Satisfaction of the mixed boundary conditions (7, 

8) on the crack face plane leads to the simultaneous singular integral equations 
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where )()( css ii Φ=Ψ , and )41(),( −=ixsijκ  are known  kernel functions, the constants 0
ijU  

are defined as )(lim0 ξ
ξ ijij UU

∞→
= , and )(ξijU  are known functions. The functions ( )41)( −=Ψ isi  

satisfy the single-valuedness condition: 
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   The solution of )(siΨ  may be expressed as 
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where ( )41)( −=isHi  are new unknowns to be solved. 

   The singular integral equations can be solved numerically as [17], [18]:  
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   For ∞→21, hh , 0),( =xsijκ  and from (25) the exact solution can be obtained as 

2
1 1)(,0)( sscss ii −=Ψ=Ψ      ( )42 −=i                      (30) 

where ic  ( )42 −=i  are constants related to 0
ijU . 
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3. Asymptotic fields near the crack tip 
 

   Once the functions )(sH j  ( 41−=j ) are obtained from solving the algebraic equations (28), 

following the procedure in Li and Lee [19], the asymptotic solutions of the magnetoelectroelastic 
fields near the crack tip can be obtained by introducing a polar coordinate system ( θ,r ) with the 

origin at the right crack tip as 

[ ])(tan,)( 122 cxzzcxr −=+−= −θ                         (31) 

   The hoop and shear stresses at an angle θ  near the right tip of the crack are obtained from the 
following relations in terms of the polar coordinates ),( θr  
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   Define the hoop stress intensity factor and shear stress intensity factor associated with the hoop 
and shear stresses at an arbitrary as angle θ  as [20]: 
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==                         (33) 

    The hoop and shear stress intensity factors can be obtained as: 

( )[ ]

( )[ ]∑ ∑=
=

⎪
⎭

⎪
⎬

⎫

⎪
⎩

⎪
⎨

⎧

+Λ+Λ−+

Λ−+Λ−
=

4

1
22

21

4

2

0

2
22

1
0
11

)(

sincos)(2sin)()1()1(

2sin)(sincos)()1()1(

j jjjjj
n

k
jkk

jjjjj
n

j
n

qgfYH

fqgYH
cK

θθθθθ

θθθθθ

θθ      (34) 

( )[ ]

( )[ ]∑ ∑=
=

⎪
⎭

⎪
⎬

⎫

⎪
⎩

⎪
⎨

⎧

Λ−−−Λ+

Λ+−Λ−
=

4

1 12

4

2

0

21
0
11

)(

2cos)()1(22sin)()1(

2cos)(22sin)()1()1(

j jj
n

jjj
k

jkk

jjjjj
n

j
n

r fqgYH

fgqYH
cK

θθθθ

θθθθ

θ

     

 (35) 

where πθ ≤≤0  when 1=n  for the upper part and 0≤≤− θπ  when 2=n  for the lower part 

of the cracked layer, respectively; )(lim0 ξ
ξ ijij YY

∞→
= , and the angular functions )(1 θjΛ  and )(2 θjΛ  

)41( −=j  are defined as 
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   By setting the angle θ  equal to zero, the common expressions for the Mode-I and Mode-II 
stress intensity factors can be recovered 
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   In this paper the criterion of maximum hoop stress intensity factors is applied to predict the 
crack kinking phenomena. It is noted that the applied electric and magnetic loadings and material 
properties have influence on the singular field near the crack tip, as shown in Eqs. (18), (25), (34), 
and (35). 
    
4. Numerical results and discussions 
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   For the magneto-electrically impermeable crack problem, the crack-tip fields are dependent on 
the remote mechanical, electrical and magnetic loading. To study the effect of 
magneto-electro-elastic interaction, the electric and magnetic loading parameters are introduced as:  

00330033 , PHhLPEeL HE ==                            (38) 

   The material constants used in the numerical calculation are selected as BaTiO3-CoFe2O4 
composite [21]: 
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Figure 2. Normalized SIFs versus angle θ  when 3.0,5.0 −=+= HE LL . 

 

   The variation of the normalized hoop and shear stress intensity factors (normalized by cP0 ) 

with angular position θ  are displayed in Fig. 2. Without loss of generality, the applied stress is 

taken as MPa2.40 =P , and the magnitudes of the electric and magnetic loading parameters are 

chosen as 3.0,5.0 −=+= HE LL . The maximum hoop stress intensity factor (HSIF) occurs at 

0=θ  when the crack locates on the central plane of the layer, which indicates that the crack has a 
tendency to propagate along its original plane when the criterion of the maximum hoop stress 
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intensity factor is applied. When 21 hh ≠ , the maximum HSIF occurs at 0≠θ  , which indicates 

that the crack has a tendency to deviate from its original plane. When the HSIFs reach the 
maximum, the magnitude of the SSIF is zero. 
 
 
5. Concluding remarks 
 
    A mixed-mode crack in a magnetoelectroelastic layer under in-plane mechanical, electric and 
magnetic loadings is studied for impermeable crack surface conditions. Fourier transforms are 
applied to reduce the mixed-boundary-value problem of the crack to a system of singular integral 
equations. Asymptotic fields near the crack tip are obtained explicitly and the corresponding field 
intensity factors are defined. The analytic solution of the degenerated case for a cracked infinite 
magnetoelectroelastic solid is recovered when the width of the layer tends to infinity. The crack 
kinking phenomena is investigated by applying the criterion of maximum hoop stress intensity 
factors.  
 

Appendix A 
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Abstract: This contribution presents a new theory with lattice Boltzmann & finite element & 
hypersingular integral equation (LB-FE-HIE) to explore the three-dimensional pore-network cracks 
transient hydrofacturing-liquefaction in tight sandstone (3D PC-TH-TS) under seismic waves & 
electro-magneto-thermo-elastic fields through intricate theoretical analysis and numerical 
simulations. First, the 3D PN-TH-TS problem is reduced to solving a set of coupled LB-FE-HIEs 
by using the Green functions and distribution functions, in which the unknown functions are the 
extended pore-network cracks displacement discontinuities. Then, the behavior of the extended 
displacement discontinuities at the pore-network cracks surface terminating at the solid-liquid film 
interface are analyzed through extended dynamic hypersingular integral main-part analysis method 
of LB-FE-HIEs. Closed formed solutions for the extended singular dynamic stress, the extended 
dynamic stress intensity factor and the extended dynamic energy release rate near the dislocations 
interface are provided. Last, the tight sandstone sample from the Ordos Basin Triassic formation is 
selected, the fluid-solid coupled digital rock physical modeling is established, and the simulations 
of 3D PC-TH-TS process is presented on the parallel CPU-GPU platform. The 
hydrofacturing-liquefaction varying with the amplitude, frequency and constituting time of 
earthquake wave is obtained. The relationship between the tight sandstone pore-network cracks 
transient propagation-evolution and the maximum tight sandstone fracturing-liquefaction stress 
criteria is explored. 
 
Keywords Hydrofracturing-liquefaction, tight sandstone, lattice Boltzmann method, finite element 
method, hypersingular integral equation, seismic wave & electro-magneto-thermo-elastic fields, 
parallel CPU-GPU technology. 
 

1. Introduction   
Hydrofracturing-liquefaction mechanism is the basic theory for understanding the in-situ stress 
measurement, the petroleum-gas (nature gas and shale gas)-geothermic develop, and the earthquake 
evaluation and mechanism exploration. With the complex and challenge of this issue, the 
mechanism of dynamic Hydrofracturing-liquefaction is still not clear even a lot of fundamental and 
landmark achievements have been obtained in this field since the last century 60’s. The oscillation 
singularity of dynamic stress wave as well as stress oscillation singularity index of pore-network 
cracks transient Hydrofracturing-liquefaction (PC-TH) fluid pore-solid sketch interface under 
seismic wave & electro-magneto-thermo-elastic fields (SW&EMTE) makes it much more difficult 
than the unsaturated cased of the ordinary cracks, for in this process, including fluid transient 
undrained process, fluid transient compression and expansion process, physical properties of tight 
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stone varying with PC-TH propagation process and tight stone transient failure with the liquefaction 
process (the liquefaction process time is around 10E-5s). 
The mode I stress intensity factor for a constant velocity semi-infinite crack moving in a 
fluid-saturated porous medium with finite height is calculate[1]. The linear elastic solid with 
cavities containing nonviscous compressible fluid is explored[2], and the abnormally high fluid 
pressure in the cavities affects is analyzed. The mode I crack in an elastic fluid-saturated porous 
solids is studied[3], and relatively closed-form asymptotic solution near the crack tip is obtained. 
Extended horizontal cracks in a vertical column of saturated sand is explored [4], and the theory is 
good qualitative agreement with the experimental findings. The interaction of a normally incident 
time-harmonic longitudinal plane wave with a circular crack imbedded in a porous medium is 
considered [5], and the problem is formulated in dual integral equations for the Hankel transform of 
the wave field. The formation mechanism of “water film” (or crack) in saturated sand is analyzed 
theoretically and numerically[6]. The cracks in fluid-saturated two-phase medium is explored [7] by 
finite element method. A circular crack imbedded in a porous medium under a normally incident 
time-harmonic longitudinal plane wave is studied by second kind single Fredholm integral 
equation[8]. A finite element algorithm is presented for the numerical modeling of cohesive fracture 
in a partially saturated porous media[9]. The saturated cracks in 4% porosity Fontainebleau 
sandstone fro an effective mean pressure ranging from 2 to 95MPa under high ultrasonic 
frequencies, Vp/Vs, ratio is explored [10]. The narrow distribution of cavities permeability model is 
devised combining the hydraulic radium and percolation concepts [11]. But this problem is far from 
solved for complex relationship between fluid states, physical properties of tight sandstone and ultra 
high temperature-pressure (UHTP). There are four differences between classical porous medium 
and tight sandstone. First, the pore/void size is located at atom-molecular-pico-nano scale level, the 
fluid viscous (as function of UHTP), the effects of boundary layer, and the unsteady fluid flow 
(eddy flow and turbulent flow) can not be neglected; Second, when the P-T conditions are high 
enough, the water role in the rock/mineral includes free-supercritical-constitutional state, the fluid 
flow particles are composed of four components [H2O, H+, (OH)-, (H3O)+]. Third, the micro pore 
is composed of four types [multi-grain gap, polycrystalline space, crystal space and crystal internal 
space] and the deformation of the micro-structure had to be considered; Last, the fluid flow 
permeability and diffusion include intermolecular collisions and diffusion (Fick’s laws of diffusion), 
molecular collisions with interface (Knudsen diffusion), molecular and interfacial adhesive and 
viscous flow (Darcy and Forchheimer flow). With the scale decrease, the surface stress component 
became domain, the effect of the body stress component reducing, and the classical N-S equation is 
no longer applies. 
In this work, based on the previous work on saturated dislocation transient propagation-evolution in 
olivine structure under ultra-high temperature and pressure (UHTP)[12], and general solutions of 
extended displacement (elastic displacement, electrical potential, magnetic potential and thermal 
potential) given in the previous work[13, 14], the three-dimensional pore-network crack transient 
Hydrofracturing-liquefaction in tight sandstone (3D PC-TH-TS) under seismic waves & 
electro-magneto-thermo-elastic fields is studied by using lattice Boltzmann & finite element & 
hypersingular integral equation (LB-FE-HIE) on parallel GPU-CPU environment. 
First, the 3D PN-TH-TS problem is reduced to solving a set of LB-FE-HIEs coupled with extended 
boundary integral equations by using the Green functions and distribution functions, in which the 
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unknown functions are the extended pore-network cracks displacement discontinuities. Then, the 
behavior of the extended displacement discontinuities around the pore-network cracks surface 
terminating at the solid-liquid film interface are analyzed by the extended hypersingular integral 
main-part analysis method of LB-FE-HIEs. Analytical solutions for the extended singular dynamic 
stresses, the extended dynamic stress intensity factors and the extended dynamic energy release rate 
near the dislocations front are provided. Thrid, the tight sandstone sample from the Ordos Basin 
Triassic formation is selected and different tomography resolution data is obtained by X-ray CT 
digital technology, the fluid-solid coupled porous medium physical modeling is established, and the 
relatively Hydrofracturing-liquefaction numerical modelling of tight sandstone is obtained for the 
first time. Last, The simulations of 3D PC-TH-TS process is presented, the 
hydrofacturing-liquefaction varying with the amplitude, frequency and time of earthquake wave is 
obtained. The relationship between the tight sandstone pore-network cracks transient 
propagation-evolution and the maximum tight sandstone fracturing-liquefaction stress criteria is 
explored. 

2. Basic equations  
Here summation from 1 to 3(1 to 6) over repeated lowercase (uppercase) subscripts is assumed, and 
a subscript comma denotes the partial differentiation with respect to the coordinates. The ultralow 
permeability tight sandstone (UPTS) consists of six constituents, i.e. the particles of solid skeleton 
(the 1st component), bound liquid film (the 2nd component), static pore-liquid (the 3rd component, 
free state water), dynamic pore-liquid I (the four component, free state water), dynamic pore-liquid 
II (the five component, supercritical state water) and dynamic pore-liquid III (the 6th component, 
constitutional state water [H+, (OH)-, (H3O)+]. The governing equations and constitutive relations 
of UPTS under EMTE field can be expressed as [15, 16],  
A
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i6
denote the components of displacements of 

drained porous solid frame, the components of displacements of drained bound liquid film, denote 
the components of displacements of the static pore-liquid, the components of displacements of the 
dynamic pore-liquid I, the components of displacements of the dynamic pore-liquid II, and the 
components of displacements of the dynamic pore-liquid III respectively; 
!
L

,!
NL

, ! , !
NL

and !
L

denote density, viscosity, intrinsic permeability, relative permeability and 
volume fractions of L th component of ultra-low permeability porous rock respectively;! ,! , 
!
2

P ,!
3

P ,!
4

P ,!
5

P and !
6

P  represent macro porosity of ultra-low permeability rock, fraction occupied by 
bound liquid film, the connected porosity of bound liquid film, the connected porosity of static 
pore-liquid part, the connected porosity of dynamic pore-liquid I, II and III respectively. In addition, 
the extended stress displacement matrix tensor and the extended body load vector,!

iJ
and f

J
, are 

defined respectively as 
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The combined constitutive equation is written as 
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where the EMTE constant matrix tensor and the extended strain field matrix tensor, E
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The extended elastic stiffness tensor, the extended thermal stress constants tensor and the extend 
elastic displacement vector, C
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The drained porous solid frame and the drained bound liquid film have the same displacement and 
pressure; The static pore-liquid, the dynamic pore-liquid I have the same displacement; The 
pressure of saturated porous solid frame is the sum of static pore-liquid, dynamic pore-liquid I, 
dynamic pore-liquid II and dynamic pore-liquid III components pressure. The seismic wave 
displacement in ultra-low permeability porous rock can be written as 
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respectively. If we defined that solid skeleton component and liquid components are parallel and 
subjected to the same strain, the time-dependent rigidity modulus components G

L
of ultra-low 

permeability porous rocks can be defined as 
G
L
= (1! f )G

0
+! f (v

s

L
!
L

!2 )
,t

 

f , ! , !
L

!2  and G
0
 represent macro-porosity of ultra-low permeability porous rocks, fraction 

occupied by bound liquid film, non-dimensional parameter (linked fluid viscosity, bulk modulus, 
density and permeability) of L th component of ultra-low permeability porous rock, and rigidity 
modulus of solid grains. 

3.LB-FE-HIE for 3D PC-TH-TS under seismic wave & 
electro-magneto-thermo-elastic fields 
3.1 Lattice Boltzmann & finite element (LB-FE) coupled modeling 
It is shown in the Fig 1, The LB-FE coupled modeling for tight sand porous media is established. 
The finite element method is using to analyze solid sketch part of the porous tight sand (the 
strain/strain rate-stress/stress rate-temporal spatial solid sketch structure-macro strength) (Fig1D, 
1E); D3Q27 lattice Boltzmann method is using to analyze fluid pore part of the porous tight sand 
(fluid stress-viscous-density-time-bulk strain) (Fig 1F); LB-FE coupled modeling can deal with 
interface stress-strain between solid sketch and fluid pore (surface of pore-network cracks) (Fig 1C). 
In our work, the three-dimensional 20 node arbitrary hexahedral element (3D-20 Hexahedral 
element) is defined for the solid sketch part of the porous tight sand, and the three-dimensional 27 
particle arbitrary hexahedral node (D3Q27) is defined for the fluid pore part of the porous tight sand; 
if the element is located at the surface of the pore-network cracks, then we defined that each D3Q27 
node has the same physical meaning as one arbitrary node of 3D-20 Hexahedra element (Fig 1G,1H 
and 1I), the distribution function of lattice Boltzmann and the shape function in finite element can 
be linked through intricate theoretical formulation, and the LB-FE coupled fluid pore-solid sketch 
porous modeling can be established, the theoretical derivation can be written as follows,The 
equation of shape function for 3D-20 Hexahedra isoparametric element is defined as  

Nk =
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The relatively stiffness matrix for 3D-20 Hexahedra isoparametric element is defined as 
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The extended equivalent stress and tension for 3D-20 Hexahedra isoparametric element is defined 
as 
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R{ }volume = N[ ]T p{ } J
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1
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1

∫−1

1

∫ dx1dx2dx3                                                        (8) 

R{ }surface = Ax1x2
∫∫ N[ ]T p{ }

x1 =1
dA                                                            (9) 

Take the distribution function of D3Q27 LB node[17] into the shape function of 3D-20 Hexahedra 
element, the LB-FE modeling can be established to analyze the fluid-solid coupled porous structure 
problem.  

 
Fig 1. The lattice Boltzmann & finite element fluid-solid coupled modeling 

Fig 1A. Cross-section of rock CT scan digital data, Fig 1B. Cross-section of digital rock, Fig 1C. LBM & FEM fluid-solid coupled modelling 
Fig 1D, Sketch of 20 nodes FEM cell, Fig 1E. Sketch of 20 nodes isoparametric FEM cell, Fig 1F Sketch of D3Q27 LBM grid point 

Fig 1G. Micro structure of tight rock (Scale I), Fig 1H. Micro structure of tight rock (Scale II), Fig 1I Micro structure of tight rock (Scale III) 

3. 2 LB-FE-HIE for 3D PC-TH-TS under seismic wave & electro-magneto-thermo-elastic 
fields 
Using Micro XCT-400 CT system, the high resolution data are obtained, the 3D virtual digital rock 
are reestablished, and the LB-FE-HIE physical model are constructed; The threshold is arrange 
from 78~100, the interior geometry structure at low level scales translate from the pix RGB color 
into the cell-mesh-grid model, the initial/boundary conditions, the physical/chemical parameters of 
rock and water, and the low level scales geometry pore-solid structure can be defined.  
 

 
Fig 2. The tight sandstone transient hydrofracturing-liquefaction lattice Boltzmann & finite element fluid-solid coupled modelling 

Fig 2A. Sample of tight sandstone, Fig 2B. Virtual digital rock sample of tight sandstone 
Fig 2C, A circle drilling in the tight sandstone, Fig 1D. Sketch of transient hydrofracturing-liquefaction in the tight sandstone 

Fig 2. shows the PC-TD-TS LB-FE-HHIE coupled modeling, the diameter and the length of the 
core samples are equal to 5cm and 10cm respectively; the resolution of cross-section and the 
interval between cross-sections are equal to 10µm. The general model was formulated by utilizing 
an automatic local amplification grid technique, and the initial LB-FE-HIE physical model is equal 
to 1024×1024×1024 pixels, which does not include the extended variables. Applying function in 
references [18, 19] to the initial virtual digital rock modeling, we can obtained the random 
LB-FE-HIE modeling (decreasing the computational scale in parallel CPU-GPU environment). The 
pore/void size is located at atom-molecular-pico-nano scale level, the fluid viscous (as function of 

A B

C D
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pressure-temperature), the effects of boundary layer, and the unsteady fluid flow (eddy flow and 
turbulent flow) had to be considered. The water role in the rock includes free state, supercritical 
state and constitutional state; the fluid flow particles are composed of four components [H2O, H+, 
(OH)-, (H3O)+]. The micro pore is composed of four kinds [multi-grain gap, polycrystalline 
clearance, crystal space and crystal internal clearance] and the deformation of the microstructure 
had to be considered. The fluid flow permeability and diffusion include intermolecular collisions 
and diffusion (Fick’s laws of diffusion); molecular collisions with interface (Knudsen diffusion), 
molecular and interfacial adhesive and viscous flow (Darcy flow and Forchheimer flow). With the 
scale decrease, the surface stress component became domain, the effect of the body stress 
component reducing, and the classical N-S equation is no longer applies. The more detailed 
introduction can be found elsewhere in the literature[20-23]. 
Consider the tight sandstone containing a random three-dimensional transient 
hydrofacturing-liquefaction crack as shown in Fig.2D. A fixed global rectangular Cartesian system 
x
i
(i=1,2,3) is chosen. Assume that the pore-network crack S (S +

! S
! )  is subjected to remote the 

seismic wave mechanical loads p
j
(P,Q,t) , the seismic wave electrical loads q(P,Q,t) , the seismic 

magnetic loads b(P,Q,t) and the thermal loads !(P,Q,t) , respectively. The local rectangular Cartesian 
system !

i
are chosen, the stochastic flaws are assumed to be in the !

1
!
2

i  plane and normal to the 
!
3

axis. Using the EMTE form of the Somigliana identity, the extended displacement vector, U
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( p) , 

at interior point p(x
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,x
3
) is expressed as 
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where! is the domain occupied by the EMTE-CMCs,!  is the external boundary, T
J
(q)  is the extended 

elastic tractions on boundaries, U
IJ
( p,q)  and T

IJ
( p,q) are the fundamental solutions. Using constitutive 

Equation (10), the corresponding extended stresses tensor, !
IJ

, is expressed as 
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The kernels functions, S
KiJ

 and D
KiJ

, are as follows: 
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The hypersingular integral equations can be obtained as 
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where p
i

î , p
4

î (qî ) , p
5

î (bî ) and p
5

î (! î ) can obtained from the solution for the loads of the solids.  

4. Dynamic stress, dynamic stress intensity factors and energy release rate near 
the dislocations front  
In order to investigate the singularity of the dislocations front, consider a local coordinate system defined 
as x

1
x
2
x
3
. The x

1
-axis is the tangent line of the dislocation front at point q

0
, x

2
-axis is the internal normal 

line in the dislocation plane, and x
3
-axis is the normal of the dislocation. Then, the extended displacement 

discontinuities of the dislocation surface near a dislocation front point q
0

 can be assumed as 
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where g
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î
= lim
r!0

2rD
3
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where r is the distance from point p to the dislocation front point , the dynamic stress around the 
dislocation front can be expressed as follows 
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î

m=2

5

! +
4!

32
t
i

2
g
2

î
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The extended singular stresses, !!
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î
= K

3

î
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where the coefficient functions f
IJ

are listed in [14]. Other extended singular stresses near 

point can also be obtained by use of above method. K
2

î is coupled with K
3

î and K
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î , K
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î  is coupled 
with K
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î and K
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î .The energy release rate can be obtained and expressed as followings, 
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W =Us +Uk +U f
                                                                        (14)  

5. Numerical simulation and discussion 
A tight sandstone core samples from the Ordos Basin Triassic formation of China which include 
multi pore-network cracks is selected, the rock depth, the diameter, the length, the density, the 
confining pressure, the pore stress and the temperature are defined as 862.76~864.36m, 25.4mm, 
25~30mm, 2.359~2.426g/cm3, 0~200MPa, 0~10MPa, 35~45 °C respectively, the more detail 
parameters of the tight sandstone core sample are shown in Tab.1.  

Tab.1. Mineral composition, porosity and matrix density of the tight sandstone samples 

Mineral composition(volume percent) 
Sample Number Direction 

Quarzt Feldspar Rock debris Mica Heavy placer mineral 
Porosity (%) Density (g/cm3) 
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X1 24.34 63.05 8.17 3.73 0.71 8.216 2.368 

Y1 23.05 63.16 9.98 3.63 0.18 6.744 2.359 S1 

Z1 28.66 61.36 7.95 0.16 1.87 6.992 2.379 

X2 33.33 57.43 9.24 - - 6.252 2.426 

Y2 27.93 61.39 10.68 - - 6.822 2.384 S2 

Z2 23.42 56.32 12.08 8.18 - 7.649 2.379 

X3 34.05 57.93 7.83 - 0.19 7.017 2.374 

Y3 29.14 58.48 11.43 - 0.95 7.333 2.379 S3 

Z3 26.36 58.53 13.56 - 1.55 6.918 2.382 

 
 

5.1 Hydrofacturing-liquefaction process varying with the frequency of earthquake wave 
 The pore-network cracks transient hydrofacturing-liquefaction as function of the frequency of the 
earthquake wave is shown in Fig. 3. At the fixed amplitude and constituting time, the dynamic fluid 
stress act on the tight sandstone as electromagnetic wave and stress wave, at the range of 10Hz～
100Hz, the surface of pore-network cracks do not appear liquefaction phenomena, even the surface 
of pore-net-work cracks began propagation and hydrofacturing phenomena appears; with the 
frequency increasing, when it reach to 200Hz～300Hz, the hydrofacturing phenomena is domain 
and some pore-network cracks zone of the tight sandstone appear hydrofacturing-liquefaction 
phenomena, and the constituting time and amplitude decreasing with the frequency increased, the 
constituting time is around 10E-5s and no draining phenomena appears during 
hydrofacturing-liquefaction process..   
When the frequency is lower than 10Hz, the dynamic fluid stress act on the tight sandstone as 
quasi-static pore hydrostatic stress, and accompanying draining phenomena in the hydrofacturing 
failure progress; the maximum tight sandstone fracturing-liquefaction stress is the criteria which 
leading the hydrofacturing failure.    
In general, the low frequency part of the earthquake wave act on the tight sandstone as 
static/quasi-static style, when the maximum principle stress is reach to the tight sandstone strength 
criteria, the pore-network cracks begin propagation and accompanying with draining process, no 
liquefaction appearing for do not reach the maximum micro tight sandstone structure strength limit; 
the dynamic stress released sharply with the distance between the surface of cracks, we defined it as 
crack surface frequency earthquake wave or near-field (around the crack surface) frequency 
earthquake wave.     
The high frequency part of the earthquake wave act on the tight sandstone as transient 
electromagnetic wave and stress wave, the constituting time is very short and no draining 
accompanied in the whole process; the high frequency energy reach the maximum micro tight 
sandstone structure strength limit and destroy the tight micro pore-network structure in 10E-5s 
(Non-connected pore throat destruction); when the frequency is exceed to 400Hz, the 
electromagnetic wave can leading pore stress oscillation sharply and make the transient liquefaction 
appear in the whole tight sandstone zone, without draining and  hydrofacturing process.   
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Fig 3. The transient hydrofracturing-liquefaction process as function of frequency of earthquake wave 

Fig3A. Frequency is 10Hz, Fig3B. Frequency is 50Hz, Fig3C. Frequency is 100Hz 
Fig3D. Frequency is 200Hz, Fig3E.Frequency is 250Hz, Fig3F. Frequency is 300Hz 
Fig3G. Frequency is 400Hz, Fig3H. Frequency is 450Hz, Fig3I. Frequency is 500Hz 

 
Figure 4. Dynamic stress in x direction as function of frequency at undrained state under earthquake wave 

Fig4A. Frequency is 10Hz, Fig4B. Frequency is 50Hz, Fig4C. Frequency is 100Hz 
Fig4D. Frequency is 200Hz, Fig4E. Frequency is 250Hz, Fig4F. Frequency is 300Hz 
Fig4G. Frequency is 400Hz, Fig4H. Frequency is 450Hz, Fig4I. Frequency is 500Hz 

The dynamic stress in x and y direction as function of frequency at undrained state are shown in the 
Fig.4 and Fig.5, the low frequency dynamic stress destroy the structure closed to the surface of the 
pore-network cracks, the high frequency dynamic stress destroy the structure far from the 
pore-network cracks surface. The low frequency earthquake wave have little energy than frequency 
part, with the distance (far from the front of the crack) increased, their effect to the structure of the 
tight sandstone decreased sharply; while the high frequency carry major energy of the earthquake 
wave, their effect distance to the tight sandstone can reach the whole zone. All these results are 
consisted with the observation data in tight sandstone liquefaction process in nature 
earthquake[25-28]. 
 

 
Figure 5. Dynamic stress in y direction as function of frequency at undrained state under earthquake wave 
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Fig5A. Frequency is 10Hz, Fig5B. Frequency is 50Hz, Fig5C. Frequency is 100Hz 
Fig5D. Frequency is 200Hz, Fig5E. Frequency is 250Hz, Fig5F. Frequency is 300Hz 
Fig5G. Frequency is 400Hz, Fig5H. Frequency is 450Hz, Fig5I. Frequency is 500Hz 

The transient liquefaction process as function of frequency of the earthquake wave are plotted in 
Fig.6, when the frequency of the earthquake is higher than 1250Hz, the electromagnetic wave 
energy make the fluid volume in the three-dimensional pore-network cracks changed sharply, let the 
dynamic stress in the three-dimensional pore-network cracks surface (solid sketch interface) exceed 
the solid sketch part strength criteria in 10E-5s, the liquefaction in the micro tight sandstone zone 
appears in 10E-5s and propagates to the whole domain zone of the tight sandstone in 10E-5s, only 
seldom higher strength components in the tight sandstone can keep macro-structure (the white zone 
in the Fig 6D).     

 
Fig 6. The transient liquefaction process as function of frequency of the earthquake wave 

Fig6A. Frequency is 500Hz, Fig6B Frequency is 750Hz, Fig6C. Frequency is 1000Hz, Fig6D Frequency is 1250Hz 

5.2 Hydrofacturing-liquefaction process varying with the amplitude of earthquake wave 
The pore-network cracks hydrofacturing-liquefaction process as function of the amplitude of the 
earthquake wave is shown in the Fig. 7, at the fixed constituting time and frequency of the 
earthquake condition, when the amplitude is arrange at 0.01GPa~0.03GPa, the surface of the 
pore-network cracks begin propagate, the hydrofracturing around the big pore-network cracks fronts 
appear, and the liquefaction phenomena do not happen; with the amplitude of the earthquake 
increased, when it reach to 0.05GPa~0.07GPa, the coupled hydrofacturing-liquefaction begin at 
most of the pore-network cracks fronts; when the amplitude of the earthquake is exceeded to 
0.07GPa~0.1GPa, the pore-network cracks propagate sharply and the hydrofacturing-liquefaction 
happen in the whole tight sandstone zone, only seldom components micro structure do not 
failure(white zone in Fig7E, 7F). 

 
Fig 7. The cracking propagating process variation as the AM of the earthquake wave 

Fig7A. AM of earthquake wave is 0.01GPa, Fig7B AM of earthquake wave is 0.03GPa, Fig7C AM of earthquake wave is 0.05GPa 
Fig7D. AM of earthquake wave is 0.07GPa, Fig7E AM of earthquake wave is 0.09GPa, Fig7F AM of earthquake wave is 0.1GPa 

The distribution of dynamic stress in x and y direction as function of amplitude of the earthquake 
are shown in the Fig.8 and Fig 9, respectively. When the amplitude arrange at 0.01GPa~0.03GPa, 
the electromagnetic wave and stress wave propagation far in the tight sandstone, for the whole tight 
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sandstone structure remains intact, low earthquake energy consumed in the spreading process; 
When the amplitude of the earthquake reach to 0.05GPa~0.07GPa, with the pore-network cracks 
propagation, the non-connected pore throats in the tight sandstone are destroyed quickly, most of 
the earthquake energy are used to providing the surface energy of the pore-network cracks interface, 
the electromagnetic wave and stress wave propagation distance decrease with the amplitude 
increasing; When the amplitude of the earthquake is exceeded to 0.07GPa~0.1GPa, the vase 
majority non-connected pore throats in the tight sandstones are destroyed and the whole tight 
sandstone structure instability and failure, the propagation media of the electromagnetic wave and 
stress wave translate from solid (tight porous structure) to fluid (liquefaction sandstone structure), 
their spreading distance decreased sharply. 

 

 
Figure 8. Dynamic stress in x direction variation as function of time at undrained state under earthquake 

Fig8A. AM of earthquake wave is 0.01GPa, Fig8B AM of earthquake wave is 0.03GPa, Fig8C AM of earthquake wave is 0.05GPa 
Fig8D. AM of earthquake wave is 0.07GPa, Fig8E AM of earthquake wave is 0.09GPa, Fig8F AM of earthquake wave is 0.1GPa 

 

 
Figure 9. Dynamic stress in y direction variation as function of time at undrained state under earthquake wave 

Fig9A. AM of earthquake wave is 0.01GPa, Fig9B AM of earthquake wave is 0.03GPa, Fig9C AM of earthquake wave is 0.05GPa 
Fig9D. AM of earthquake wave is 0.07GPa, Fig9E AM of earthquake wave is 0.09GPa, Fig9F AM of earthquake wave is 0.1GPa 

In general, both high frequency and amplitude of the earthquake wave are the main factors which 
lead to the pore-network cracks transient Hydrofracturing-liquefaction process; high frequency of 
electromagnetic wave and stress wave make the porous and permeability of the tight sandstone 
changed sharply in 10E-5s which lead the strength criteria of the tight sand stone decrease; high 
amplitude of the electromagnetic wave and stress wave make the dynamic pore stress in the tight 
sandstone changed sharply in 10E-5s which lead the maximum principle stress increased to the 
macro tight sandstone strength criteria; all these leading to pore-network cracks propagation, local 
area hydrofacturing-liquefaction, and the eventual entire region liquefaction occurred. All these 
results are consisted with the nature earthquake liquefaction observation data [28, 29]. 
At practice drilling project, with the hydro-pressure increasing, the pore stress in the tight sandstone 
is reach to the maximum principal stresses and the sandstone begin failure, this stage is a 
static/quasi-static process which including the drained propagation; once the tight sandstone begin 
rupture, this means that the micro pore-network cracks begin propagation, the pore stress will 
spreading as stress wave way, the stage is transient process and the drained propagation do not 
happen. The results well consisted with the practical observation data and can well explain why 
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secondary hydrofacturing stage maximum principal stress reduced. 

6. Conclusions 
In this work, an novel intricate theoretical analysis and numerical simulations methods (LB-FE-HIE) 
is proposed by the author to explore the three-dimensional pore-network cracks transient 
hydrofacturing-liquefaction in tight sandstone under seismic wave & 
electro-magneto-thermo-elastic field. The conclusion can be drawn as follows. 
1. The problem is reduced to solving a set of coupled lattice Boltzmann & finite element & 
hypersingular integral equations by using the Green functions and distribution functions. 
2. The behavior of the extended displacement discontinuities around the pore-network cracks 
surface terminating at the solid-liquid film interface is analyzed. Analytical solutions for the 
extended singular dynamic stresses, the extended dynamic stress intensity factors and the extended 
dynamic energy release rate near the dislocations front are provided. 
3.The tight sandstone sample from the Ordos Basin Triassic formation is selected and the fluid-solid 
coupled digital rock physical modeling is established. The simulations of 3D PC-TH-TS process is 
presented, the hydrofacturing-liquefaction varying with the amplitude, frequency and time of 
earthquake wave is obtained, the results are consisted with the nauture earthquake observation data 
and practical drilling project observation data. 
4. The relationship between the tight sandstone pore-network cracks transient propagation-evolution 
and the maximum tight sandstone fracturing-liquefaction stress criteria is explored, which are useful 
to  guide the in-situ stress measurement in practical drilling project and  are helpful to understand 
the liquefaction mechanismu of earthquake. 
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Abstract  The interaction between an annular crack and the interface is of practical significance. The 
interface, which is imperfect with the assumption that it is mechanically compliant and magnetoelectrically 
weakly conducting. For a mechanically compliant interface tractions are continuous but displacements are 
discontinuous across the imperfect interface. For a magnetoelectrically weakly conducting interface the 
normal electric displacement and magnetic induction are continuous but the electric and magnetic potentials 
are discontinuous across the interface. Such a problem is investigated by the method of singular integral 
equation in the present work. The field intensity factors and energy release rate are derived. Numerical 
results reveal the effects of electric or magnetic loadings, material parameters and interfacial imperfection on 
crack propagation and growth. The results seem useful for design of the magnetoelectroelastic composite 
structures and devices of high performance.  
 
Keywords  Annular crack, Imperfect interface, Energy release rate, Magnetoelectroelastic materials, 
Fracture mechanics 
 

1. Introduction 
 
Magnetoelectroelastic materials, which are composed of a piezoelectric and piezomagnetic phase, 
not only have original piezoelectric and piezomagnetic properties but also exhibit a remarkable 
magneto-electric coupling effect that is not present in the constituents. Such composites have found 
increasing applications in several engineering fields such as magnetic field probes, electronic 
packaging, hydrophones, medical ultrasonic imaging and in general as transducers, sensors and 
actuators. Micromechanics modeling to predict and estimate the material properties of 
piezoelectric/piezomagnetic composites was presented [1-3]. 
 
These magnetoelectroelastic materials are generally brittle; therefore cracks inevitably form during 
the manufacturing process and subsequent handling. For that reason, it is of great importance to 
study the fracture behavior of such composites and its influence on the coupled response. Recently, 
research on fracture mechanics of magnetoelectroelastic materials has drawn increased interest. 
Most of the achievements are made on the anti-plane and in-plane crack problem [4-8]. For the 
axisymmetric crack in magnetoelectroelastic materials, some progress has also been made. Studies 
related to penny-shaped or annular cracks can be found in the literature [9-11]. 
 
When two dissimilar materials bonded together, it is difficult to guarantee them to be perfectly 
bonded. Some interfacial models, i.e. spring-like model, are presented. Meguid and Wang [12] dealt 
with the interaction of crack and imperfect interface when dynamic antiplane shear waves are 
applied. a crack situated at the imperfect interface has been considered by Lenci [13], who found 
only the logarithmic stress singularity near the crack tips. Instead of the usual traction-free crack 
surface condition, Udea et al. [14] applied the spring-like imperfect interface condition to 
reconsider the corresponding antiplane shear problem, and found that the stress singularity at the 
crack tips is no longer an inverse square-root singularity, but a singularity of power law governed 
by the interface parameters. Zhong et al. [15] investigated the elastostatic problem of a mode-I crack 
embedded in a bimaterial with an imperfect interface. 
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This paper aims at analyzing the interaction of an annular crack and an imperfect interface. The 
interface, which is imperfect with the assumption that it is mechanically compliant and 
magnetoelectrically weakly conducting. For a mechanically compliant interface tractions are 
continuous but displacements are discontinuous across the imperfect interface. For a 
magnetoelectrically weakly conducting interface the normal electric displacement and magnetic 
induction are continuous but the electric and magnetic potentials are discontinuous across the 
interface. Using the Hankel transform technique, the associated mixed-boundary value problem is 
reduced to a singular integral equation. Numerical results are presented. The influences of 
interfacial imperfection on energy release rates near the crack tips are analyzed in detail. 
 
2. Formulation of the problem 
 
As shown in Fig. 1, two dissimilar magnetoelectroelastic materials bonded with an imperfect 
interface. For convenience, they are marked with material I and material II, which occupy the 
region 2 1h z h− < <  and region 1 1 3h z h h< < +  respectively. An annular crack with the outer radius 

b and inner radius a perpendicular to the poling axis is situated in the magnetoelectroelastic material 
I and occupies the region a r b≤ ≤ , 0z = . And the crack width c is introduced with .c b a= −  
 
 
 
 
 
 
 
 
 
 
 

Figure 1.  Configuration of the annular and imperfect interface in bonded magnetoelectroelastic layers 
 
The boundary conditions for the magnetoelectrically impermeable annular crack and mechanically 
compliant and magnetoelectrically weakly conducting interface conditions are set as 

 ( ) ( ) ( ) ( ) ( )1 2
1,0 ,0 ,rzI rzIr r p rσ σ= = ( ) ( ) ( ) ( ) ( )1 2

2,0 ,0 ,zzI zzIr r p rσ σ= = ( )a r b< <  (1) 

 ( ) ( ) ( ) ( ) ( )1 2
3,0 ,0 ,zI zID r D r p r= = ( ) ( ) ( ) ( ) ( )1 2

4,0 ,0 ,zI zIB r B r p r= = ( )a r b< <  (2) 

 ( ) ( ) ( ) ( )1 2,0 ,0 ,rI rIu r u r= ( ) ( ) ( ) ( )1 2,0 ,0 ,zI zIu r u r= ( )0 ,r a b r≤ ≤ ≤ < ∞  (3) 

 ( ) ( ) ( ) ( )1 2,0 ,0 ,I Ir rφ φ= ( ) ( ) ( ) ( )1 2,0 ,0 ,I Ir rψ ψ= ( )0 ,r a b r≤ ≤ ≤ < ∞  (4) 

 ( ) ( ) ( ) ( )1 2,0 ,0 ,rzI rzIr rσ σ= ( ) ( ) ( ) ( )1 2,0 ,0 ,zzI zzIr rσ σ= ( )0 ,r a b r≤ ≤ ≤ < ∞  (5) 

 ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )1 2 1 2,0 ,0 , ,0 ,0zI zI zI zID r D r B r B r= = , ( )0 ,r a b r≤ ≤ ≤ < ∞  (6) 

 ( ) ( )2
2, 0,rzI r hσ − = ( ) ( )2

2, 0,zzI r hσ − = ( ) ( ) ( ) ( )2 2
2 2, 0, , 0zI zID r h B r h− = − = ( )0 r≤ < ∞  (7) 

 ( ) ( ) ( )1
1 1, , ,rzI rzIIr h r hσ σ= ( ) ( ) ( )1

1 1, , ,zzI zzIIr h r hσ σ=  (8) 

 ( ) ( ) ( )1
1 1, , ,zI zIID r h D r h= ( ) ( ) ( )1

1 1, , ,zI zIIB r h B r h= ( )0 r≤ < ∞  (9) 

 ( ) ( ) ( ) ( )1
1 1 1 1, , , ,rI rII rzIIu r h u r h r hβ σ− = ( ) ( ) ( ) ( )1

1 1 2 1, , , ,zI zII zzIIu r h u r h r hβ σ− =  (10) 

r 

z

h1 

a c

b

h2 

h3 

material I 

material II 
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 ( ) ( ) ( ) ( )1
1 1 3 1, , , ,rI rII zIIr h r h D r hφ φ β− = ( ) ( ) ( ) ( )1

1 1 4 1, , , ,rI rII zIIr h r h B r hψ ψ β− = ( )0 r≤ < ∞  (11) 

 ( )1 3, 0,rzII r h hσ + = ( )1 3, 0,zzII r h hσ + = ( ) ( )1 3 1 3, 0, , 0zII zIID r h h B r h h+ = + = ( )0 r≤ < ∞  (12) 

where the superscripts (1) and (2) denote the upper and lower of the magnetoelectroelastic material 
I, respectively; ( )1p r , ( )2p r , ( )3p r  and ( )4p r  are the given amplitude of the applied 

loadings. 1β , 2β , 3β  and 4β  are interface parameters, respectively. 

 
For the axisymmtric problem, the government equations of magnetoelectroelastic material are 

 ( ) ( ) ( )
2 2 2 2 2

11 44 13 44 31 15 31 152 2 2

1 1
0,r r r zu u u uc c c c e e f f

r r r r z r z r z r z
φ ψ⎛ ⎞∂ ∂ ∂ ∂ ∂ ∂

+ − + + + + + + + =⎜ ⎟∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂⎝ ⎠
 (13) 

 

( )
2 2 2

13 44 44 332 2

2 2 2 2

15 33 15 332 2 2 2

1 1

1 1
0,

r r z z zu u u u uc c c c
r z r z r r r z

e e f f
r r r z r r r z
φ φ φ ψ ψ ψ

⎛ ⎞ ⎛ ⎞∂ ∂ ∂ ∂ ∂
+ + + + +⎜ ⎟ ⎜ ⎟∂ ∂ ∂ ∂ ∂ ∂⎝ ⎠ ⎝ ⎠

⎛ ⎞ ⎛ ⎞∂ ∂ ∂ ∂ ∂ ∂
+ + + + + + =⎜ ⎟ ⎜ ⎟∂ ∂ ∂ ∂ ∂ ∂⎝ ⎠ ⎝ ⎠

 (14) 

 

( )
2 2 2

15 31 15 332 2

2 2 2 2

11 33 11 332 2 2 2

1 1

1 1
0,

r r z z zu u u u ue e e e
r z r z r r r z

g g
r r r z r r r z
φ φ φ ψ ψ ψε ε

⎛ ⎞ ⎛ ⎞∂ ∂ ∂ ∂ ∂
+ + + + +⎜ ⎟ ⎜ ⎟∂ ∂ ∂ ∂ ∂ ∂⎝ ⎠ ⎝ ⎠

⎛ ⎞ ⎛ ⎞∂ ∂ ∂ ∂ ∂ ∂
− + − − + − =⎜ ⎟ ⎜ ⎟∂ ∂ ∂ ∂ ∂ ∂⎝ ⎠ ⎝ ⎠

 (15) 

 

( )
2 2 2

15 31 15 332 2

2 2 2 2

11 33 11 332 2 2 2

1 1

1 1
0,

r r z z zu u u u uf f f f
r z r z r r r z

g g
r r r z r r r z
φ φ φ ψ ψ ψμ μ

⎛ ⎞ ⎛ ⎞∂ ∂ ∂ ∂ ∂
+ + + + +⎜ ⎟ ⎜ ⎟∂ ∂ ∂ ∂ ∂ ∂⎝ ⎠ ⎝ ⎠

⎛ ⎞ ⎛ ⎞∂ ∂ ∂ ∂ ∂ ∂
− + − − + − =⎜ ⎟ ⎜ ⎟∂ ∂ ∂ ∂ ∂ ∂⎝ ⎠ ⎝ ⎠

 (16) 

The generally solutions of the equations above mentioned are 

 ( ) ( ) ( ) ( )
8

1 10
1

, exp ,r j j j
j

u r z a z A J r dρλ ρ ρ ρ
∞

=

=∑∫  (17) 

 ( ) ( ) ( ) ( )
8

2 00
1

, exp ,z j j j
j

u r z a z A J r dρλ ρ ρ ρ
∞

=

=∑∫  (18) 

 ( ) ( ) ( ) ( )
8

3 00
1

, exp ,j j j
j

r z a z A J r dφ ρλ ρ ρ ρ
∞

=

=∑∫  (19) 

 ( ) ( ) ( ) ( )
8

4 00
1

, exp ,j j j
j

r z a z A J r dψ ρλ ρ ρ ρ
∞

=

=∑∫  (20) 

where ( )( )1, 2, ,8jA jρ = L  are unknown functions to be determined and ( )0,1iJ i = are i th order 

Bessel functions of the first kind. The constants { }1 2 3, ,j j ja a a  and parameters jλ  are constant 

related to material parameters.  
 
3. The derivation of the integral equations 
 
A set of new unknown functions are now introduced 

 ( ) ( ) ( ) ( ) ( ){ }1 2
1

1
,0 ,0 ,rI rId r ru r ru r

r r
∂

= −
∂

 (21) 
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 ( ) ( ) ( ) ( ) ( ){ }1 2
2 ,0 ,0 ,zI zId r u r u r

r
∂

= −
∂

 (22) 

 ( ) ( ) ( ) ( ) ( ){ }1 2
3 ,0 ,0 ,I Id r r r

r
φ φ∂

= −
∂

 (23) 

 ( ) ( ) ( ) ( ) ( ){ }1 2
4 ,0 ,0 .I Id r r r

r
ψ ψ∂

= −
∂

 (24) 

In the annular crack shown in Fig. 1, physical considerations require that 

 ( ) ( ) ( ) ( )1 2,0 ,0 0r ru r u r⎡ ⎤− →⎣ ⎦ , for ,r a b→ , (25) 

 ( ) ( ) ( ) ( )1 2,0 ,0 0z zu r u r⎡ ⎤− →⎣ ⎦ , for ,r a b→ , (26) 

 ( ) ( ) ( ) ( )1 2,0 ,0 0I Ir rφ φ⎡ ⎤− →⎣ ⎦  for ,r a b→ . (27) 

 ( ) ( ) ( ) ( )1 2,0 ,0 0I Ir rφ φ⎡ ⎤− →⎣ ⎦  for ,r a b→ . (28) 

Therefore, the unknown function defined by Eq. (10) must satisfy the following conditions 

 ( )1 0,
b

a
rd r dr =∫  (29) 

 ( )2 0,
b

a
d r dr =∫  (30) 

 ( )3 0,
b

a
d r dr =∫  (31) 

 ( )4 0.
b

a
d r dr =∫  (32) 

 
Substitute Eqs. (17)-(20) into boundary conditions Eqs. (1)-(12) and using Eqs. (21)-(24), one 
obtains 

 ( ) ( ) ( )1 1 1
,

b b

a a
s ds s ds r

s rπ π
+ =

−∫ ∫M F QF Γ  (33) 

where 

 

11

22 23 24

32 33 34

42 43 44

0 0 0

0
,

0

0

M
M M M
M M M
M M M

⎡ ⎤
⎢ ⎥
⎢ ⎥=
⎢ ⎥
⎢ ⎥
⎣ ⎦

M  (34) 

 ( ) ( ) ( )10 010
,s r s dπ ρ ρ ρ ρ ρ

∞
⎡ ⎤= + −⎣ ⎦∫Q κM J K M J  (35) 

 ( )lim ,ij ijM K
ρ

ρ
→∞

=  (36) 

with ( )ijK ρ  can be found in Appendix A. And 

 ( ) ( ) ( ) ( )11 22 22 22, , , , , , , ,diag r s r s r s r sκ κ κ κ= ⎡ ⎤⎣ ⎦κ  (37) 

 ( ) ( )1
11 2 2

2 , 1
, ,

rM r s
r s

s r s r
κ

⎡ ⎤
= −⎢ ⎥− −⎣ ⎦

 (38) 

 ( ) ( )2
22 2 2

2 , 1
, ,

sM r s
r s

s r s r
κ

⎡ ⎤
= −⎢ ⎥− −⎣ ⎦

 (39) 

and 
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 ( )
( )

( ) ( )
1 2 2 2

2 2

, ,
,

, ,

s E s r s r
rM r s
s s rE r s K r s s r
r r

⎧ <⎪⎪= ⎨
−⎪ − >

⎪⎩

 (40) 

 ( ) ( ) ( )

( )

2 2

2

, ,
,

, .

r s rE s r K s r s r
M r s s rs

E r s s r

⎧ −
+ <⎪= ⎨

⎪ >⎩

 (41) 

Introducing two non-dimensional variables η  and ξ  

 ( ) ( )2 2,s b a b aη= − + +  (42) 

 ( ) ( )2 2.r b a b aξ= − + +  (43) 

Eq. (33) becomes 

 
( ) ( ) ( ) ( )

1 1

1 1

1
, ,d d

η
η ξ η η η ξ

π η ξ π− −
+ =

−∫ ∫
G

Q G LΜ
 (44) 

where 

 ( ) ,
2 2

b a b aη η− +⎛ ⎞= +⎜ ⎟
⎝ ⎠

G F  (45) 

 ( ), , ,
2 2 2 2 2

b a b a b a b a b aη ξ η ξ− − + − +⎛ ⎞= + +⎜ ⎟
⎝ ⎠

Q Q  (46) 

 ( ) .
2 2

b a b aξ ξ− +⎛ ⎞= Γ +⎜ ⎟
⎝ ⎠

L  (47) 

 
4. The solution of integral equations 
 
So far, the Cauchy singular integral Eq. (44) and the single-valued conditions Eqs. (29)-(32) have 
been derived. By using the numerical method of Erdogan and Gupta [16], a system of linear 
algebraic equations can be obtained 

 

( ) ( ) ( )
1

1
, ,

n

l m l m
l l mn

η ξ η ξ
η ξ=

⎛ ⎞
+ =⎜ ⎟−⎝ ⎠

∑ Q R LΜ
 (48) 

 ( )
1

1
,1,1,1 0,

2 2

n

l l
l

b a b adiag
n

η η
=

⎛ − + ⎞⎛ ⎞ + =⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠
∑ R  (49) 

where ( ) ( )21 ,η η η= −R G  and n is the number of the discrete points of ( )lηR  between -1 and 

+1. The discrete values of mξ  and lη  are the roots of the Chebyshev polynomials of the first and 

second kind, respectively: 
 ( )cos , 1, 2, 1,m m n m nξ π= = −L  (50) 

 ( )cos 2 1 2 , 1,2, .l l n l nη π= − =⎡ ⎤⎣ ⎦ L  (51) 

 
One may solve Eqs. (48) and (49) numerically to get the solutions of ( )lηR , which can be further 

used to determine the stress intensity factor (SIF). 
 
5. Field intensity factors and energy release rates  
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The field intensity factors (FIFs) including mode-I and mode-II stress intensity factors (SIFs) and 
electric displacement intensity factor (EDIF), which characterize magnitudes of stress, electric 
displacement respectively, of the outer and inner crack tips can be deduced 

 

{ } ( ) ( )II I D B 2 1
T

b b b b bK K K K b aπ= = − −K RΜ  (52) 

and 

 { } ( ) ( )II Ia Da Ba 2 1
T

a aK K K K b aπ= = − −K RΜ  (53) 

 
The energy release rates (ERRs) of the outer and inner crack tips can be derived as 

 ( )T 11
, ,

4
G b aυ υ υ υ−= =K KΜ   (54) 

 
6. Numerical results  
 
For the numerical examples, magnetoelectroelastic composite BaTiO3-CoFe2O4 are used as 

materials I and II. For simplicity, only the loading case of ( ) { }T

0 0 00r D BσΓ = − − −  is 

considered. Also, 0D  and 0B  are determined by the load combination parameters 

( )0 33 0 33D D c eλ σ=  and ( )0 33 0 33B D c fλ σ= . The numerical results are plotted in Figs. 2-5, where 

ERRs, bG  and aG , are normalized by 0G , which can be expressed as 

 2
0 22 0 ,

8
G cπ σ= Λ  (55) 

where 22Λ  is the element of matrix Λ , and 

 1.−= MΛ  (56) 
 
Figs. 2 and 3 show the effects of 1β  and 2β  on the normalized ERRs of the outer and inner 
crack-tips. From Fig. 2, it is clear that the normalized ERRs increase with increasing 1β . Similar 
phenomena can be observe in Fig. 3. This means that increasing 1β  and 2β  will promote the crack 
propagation or growth.  
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Figure 2. The effect of 1β  on the normalized ERRs of the outer and inner crack tips of an annular crack 
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Figure 3. The effect of 2β  on the normalized ERRs of the outer and inner crack tips of an annular crack 

 
The effects of 3β  and 4β  on the normalized ERRs are plotted in Figs. 4 and 5. From these figures, one 

knows that the normalized ERRs are almost independence of 3β  and 4β . 
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Figure 4. The effect of 3β  on the normalized ERRs of the outer and inner crack tips of an annular crack 
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Figure 5. The effect of 4β  on the normalized ERRs of the outer and inner crack tips of an annular crack 
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From Figs. 2-5, one can also know that the fracture parameters ERR of the inner crack tip of the 
annular crack are always larger than those of the outer one. 
 
7. Conclusions 
 
In this paper, the interaction of an annular crack and an imperfect interface in bonded 
magnetoelectroelastic layers is investigated. The interface, which is imperfect with the assumption 
that it is mechanically compliant and magnetoelectrically weakly conducting. Using the Hankel 
transform technique, the associated mixed-boundary value problem is reduced to a singular integral 
equation, which are further reduced to a system of algebraic equations. Finally, the field intensity 
factor and energy release rate are determined and numerically solved. The following conclusions 
may be drawn: 
 
(i) Different interfacial parameters have different influences on the propagation and growth of the 
annular crack. Increasing 1β  and 2β  can promote the crack propagation or growth. However, the 
effects of 3β  and 4β  on energy release rates are very small. 
 
(ii) The energy release rates of the inner crack tip of the annular crack are always larger than those 
of the outer one. 
 

Appendix A 
 
The matrix ( )ρK  can be expressed as 

 ( )

( )
( )

( )
( )

( )
( )

( )
( )

( )
( )

( )
( )

( )
( )

( )
( )

( )
( )

( )
( )

( )
( )

( )
( )

8 8 8 8
17 21 17 22 17 23 17 24

1 1 1 1

8 8 8 8
18 21 18 22 18 23 18 24

1 1 1 1

8 8 8
19 21 19 22 19 23 19 24

1 1 1

1

j j j j j j j j

j j j j

j j j j j j j j

j j j j

j j j j j j j j

j j j j

H H H H

H H H H

H H H H

ρ ρ ρ ρ
ρ ρ ρ ρ

ρ ρ ρ ρ
ρ ρ ρ ρ

ρ
ρ ρ ρ ρ ρ

ρ ρ ρ ρ

= = = =

= = = =

= = = =

Δ Δ Δ Δ
− − −

Δ Δ Δ Δ

Δ Δ Δ Δ
− − −

Δ Δ Δ Δ
=

Δ Δ Δ Δ

Δ Δ Δ Δ

∑ ∑ ∑ ∑

∑ ∑ ∑ ∑

∑ ∑ ∑
K

( )
( )

( )
( )

( )
( )

( )
( )

8

1

8 8 8 8
20 21 20 22 20 23 20 24

1 1 1 1

,

j j j j j j j j

j j j j

H H H Hρ ρ ρ ρ
ρ ρ ρ ρ= = = =

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥

Δ Δ Δ Δ⎢ ⎥
⎢ ⎥Δ Δ Δ Δ⎣ ⎦

∑

∑ ∑ ∑ ∑

  

where ( )ρΔ  is the determinant of the coefficient matrix H , whose elements can be expressed as 

ijH  with i th row and j th column; ( )( )21, 22, 23, 24kj kρΔ =  are, respectively, the 

corresponding algebra cofactors. The components of H  are given by 

 ( ) ( )( ) ( ) ( )1 44 1 44 2 15 3 15 4 1 3 1 8 1 16exp , 0, 0,j II jII jII II jII II jII II jII jII j jH c a c a e a f a h h H Hλ ρλ + += − − − + = =  

 ( ) ( )( ) ( ) ( )2 13 1 33 2 33 3 33 4 1 3 2 8 2 16exp , 0, 0,j II jII II jII jII II jII jII II jII jII jII j jH c a c a e a f a h h H Hλ λ λ ρλ + += + + + + = =  

 ( ) ( )( ) ( ) ( )3 31 1 33 2 33 3 33 4 1 3 3 8 3 16exp , 0, 0,j II jII II jII jII II jII jII II jII jII jII j jH e a e a a g a h h H Hλ ε λ λ ρλ + += + − − + = =  

( ) ( )( ) ( ) ( )4 31 1 33 2 33 3 33 4 1 3 4 8 4 16exp , 0, 0,j II jII II jII jII II jII jII II jII jII jII j jH f a f a g a a h h H Hλ λ μ λ ρλ + += + − − + = =

 ( ) ( ) ( ) ( )5 44 1 44 2 15 3 15 4 25 8 5 160, 0, exp ,j I jI jI I jI I jI I jI jIj jH H H c a c a e a f a hλ ρλ+ += = = − − − −  

 ( ) ( ) ( ) ( )6 13 1 33 2 33 3 33 4 26 8 6 160, 0, exp ,j I jI I jI jI I jI jI I jI jI jIIj jH H H c a c a e a f a hλ λ λ ρλ+ += = = + + + −  
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 ( ) ( ) ( ) ( )7 31 1 33 2 33 3 33 4 27 8 7 160, 0, exp ,j I jI I jI jI I jI jI I jI jI jIj jH H H e a e a a g a hλ ε λ λ ρλ+ += = = + − − −  

 ( ) ( ) ( ) ( )8 31 1 33 2 33 3 33 4 28 8 8 160, 0, exp ,j I jI I jI jI I jI jI I jI jI jIj jH H H f a f a g a a hλ λ μ λ ρλ+ += = = + − − −  

 ( ) ( )9 44 1 44 2 15 3 15 4 1exp ,j II jII jII II jII II jII II jII jIIH c a c a e a f a hλ ρλ= − − −  

 ( ) ( ) ( ) ( )44 1 44 2 15 3 15 4 19 8 9 16exp , 0,I jI jI I jI I jI I jI jIj jH c a c a e a f a h Hλ ρλ+ += − − − − =  

 ( ) ( )10 13 1 33 2 33 3 33 4 1exp ,j II jII II jII jII II jII jII II jII jII jIIH c a c a e a f a hλ λ λ ρλ= + + +  

 ( ) ( ) ( ) ( )13 1 33 2 33 3 33 4 110 8 10 16exp , 0,I jI I jI jI I jI jI I jI jI jIj jH c a c a e a f a h Hλ λ λ ρλ+ += − + + + =  

 ( ) ( )11 31 1 33 2 33 3 33 4 1exp ,j II jII II jII jII II jII jII II jII jII jIIH e a e a a g a hλ ε λ λ ρλ= + − −  

 ( ) ( ) ( ) ( )31 1 33 2 33 3 33 4 111 8 11 16exp , 0,I jI I jI jI I jI jI I jI jI jIj jH e a e a a g a h Hλ ε λ λ ρλ+ += − + − − =  

 ( ) ( )12 31 1 33 2 33 3 33 4 1exp ,j II jII II jII jII II jII jII II jII jII jIIH f a f a g a a hλ λ μ λ ρλ= + − −  

 ( ) ( ) ( ) ( )31 1 33 2 33 3 33 4 112 8 12 16exp , 0,I jI I jI jI I jI jI I jI jI jIj jH f a f a g a a h Hλ λ μ λ ρλ+ += − + − − =  

 ( ) ( )13 1 1 44 1 44 2 15 3 15 4 1exp ,j jII II jII jII II jII II jII II jII jIIH a c a c a e a f a hρ β λ ρλ⎡ ⎤= − − − −⎣ ⎦  

 ( ) ( ) ( ) ( )1 113 8 13 16exp , 0,jI jIj jH a h Hρ ρλ+ += − =  

 ( ) ( )14 2 2 13 1 33 2 33 3 33 4 1exp ,j jII II jII II jII jII II jII jII II jII jII jIIH a c a c a e a f a hρ β λ λ λ ρλ⎡ ⎤= − + + +⎣ ⎦  

 ( ) ( ) ( ) ( )2 114 8 14 16exp , 0,jI jIj jH a h Hρ ρλ+ += − =  

 ( ) ( )15 3 3 31 1 33 2 33 3 33 4 1exp ,j jII II jII II jII jII II jII jII II jII jII jIIH a e a e a a g a hρ β λ ε λ λ ρλ⎡ ⎤= − + − −⎣ ⎦  

 ( ) ( ) ( ) ( )3 115 8 15 16exp , 0,jI jIj jH a h Hρ ρλ+ += − =  

 ( ) ( )16 4 4 31 1 33 2 33 3 33 4 1exp ,j jII II jII II jII jII II jII jII II jII jII jIIH a f a f a g a a hρ β λ λ μ λ ρλ⎡ ⎤= − + − −⎣ ⎦  

 ( ) ( ) ( ) ( )4 116 8 16 16exp , 0,jI jIj jH a h Hρ ρλ+ += − =  

 ( ) ( )17 44 1 44 2 15 3 15 417 80, ,j I jI jI I jI I jI I jIjH H c a c a e a f aλ+= = − − −  

 ( ) ( )44 1 44 2 15 3 15 417 16 ,I jI jI I jI I jI I jIjH c a c a e a f aλ+ = − − − −  

 ( ) ( )18 13 1 33 2 33 3 33 418 80, ,j I jI I jI jI I jI jI I jI jIjH H c a c a e a f aλ λ λ+= = + + +  

 ( ) ( )13 1 33 2 33 3 33 418 16 ,I jI I jI jI I jI jI I jI jIjH c a c a e a f aλ λ λ+ = − + + +  

 ( ) ( )19 31 1 33 2 33 3 33 419 80, ,j I jI I jI jI I jI jI I jI jIjH H e a e a a g aλ ε λ λ+= = + − −  

 ( ) ( )31 1 33 2 33 3 33 419 16 ,I jI I jI jI I jI jI I jI jIjH e a e a a g aλ ε λ λ+ = − + − −  

 ( ) ( )20 31 1 33 2 33 3 33 420 80, ,j I jI I jI jI I jI jI I jI jIjH H f a f a g a aλ λ μ λ+= = + − −  

 ( ) ( )31 1 33 2 33 3 33 420 16 ,I jI I jI jI I jI jI I jI jIjH f a f a g a aλ λ μ λ+ = − + − −  

 ( ) ( )21 1 121 8 21 160, , ,j jI jIj jH H a H aρ ρ+ += = = −  

 ( ) ( )22 2 222 8 22 160, , ,j jI jIj jH H a H aρ ρ+ += = = −  

 ( ) ( )23 3 323 8 23 160, , ,j jI jIj jH H a H aρ ρ+ += = = −  

 ( ) ( )24 4 424 8 24 160, , ,j jI jIj jH H a H aρ ρ+ += = = −  

where 1,2, ,8j = L . 
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Abstract In this paper, transient dynamic crack analysis in two-dimensional, layered, anisotropic 
and linear magnetoelectroelastic solids is presented. For this purpose, a time-domain boundary 
element method (BEM) is developed. The layered magnetoelectroelastic solids are modeled by the 
multi-domain BEM formulation. The time-domain dynamic fundamental solutions for 
homogeneous and linear magnetoelectroelastic solids are applied in the present BEM. The spatial 
discretization of the boundary integral equations is performed by a Galerkin-method, while a 
collocation method is implemented for the temporal discretization of the arising convolution 
integrals. An explicit time-stepping scheme is obtained to compute the discrete boundary data 
including the generalized crack-opening-displacements (CODs). To show the effects of the interface, 
the material combinations and the dynamic loading on the intensity factors, numerical examples are 
presented and discussed. 
 
Keywords  transient dynamic crack analysis, linear magnetoelectroelastic solids, impact loading, 
interface-cracks, dynamic intensity factors. 
 
1. Introduction 
 
Magnetoelectroelastic materials offer many possibilities for advanced engineering structures due to 
their inherent coupling effects between mechanical, electrical and magnetic fields [3]. Important 
applications of magnetoelectroelastic materials are layered or laminated composites because they 
can be optimized to satisfy the high-performance requirements according to different in-service 
conditions. Beside cracks inside homogeneous domains, one of the most dominant failure 
mechanisms in layered or laminated composites is the interface failure. Interface cracks or interface 
debonding may be induced by the mismatch of the mechanical, electric, magnetic and thermal 
properties of the material constituents during the manufacturing process and the in-service loading 
conditions. Although the dynamic crack analysis in homogenous magnetoelectroelastic solids have 
been investigated by several authors (e.g., [5,6,7,9]) the corresponding investigation of interface 
cracks in layered magnetoelectroelastic solids is rather limited due to the problem complexity.  
In this paper, an interface crack analysis in two-dimensional, layered and linear 
magnetoelectroelastic solids under impact loading is presented. For this purpose, a time-domain 
boundary element method (BEM) is developed. The layered magnetoelectroelastic solids are 
modeled by the multi-domain BEM formulation. The time-domain dynamic fundamental solutions 
for homogeneous and linear magnetoelectroelastic solids are applied in the present BEM. The 
spatial discretization of the boundary integral equations is performed by a Galerkin-method, while a 
collocation method is implemented for the temporal discretization of the arising convolution 
integrals. An explicit time-stepping scheme is obtained to compute the discrete boundary data 
including the generalized crack-opening-displacements (CODs). Since the asymptotic crack-tip 
field for an interface crack between two dissimilar anisotropic and linear magnetoelectroelastic 
materials shows different kinds of oscillating and non-oscillating singularities [1], which makes an 
implementation of a special crack-tip element somehow cumbersome, only standard elements are 
used at the crack-tips. For the accurate computation of the dynamic intensity factors the numerical 
error is minimized by a displacement-based extrapolation technique. To show the effects of the 
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interface, the material combinations and the dynamic loading on the intensity factors, numerical 
examples are presented and discussed. 
 
2. Problem formulation 
 
Let us consider a piecewise homogeneous, layered and linear magnetoelectroelastic solid with an 
interface crack as shown in Figure 1.  

1x

2x

tΓ
II tt =

3x

uΓ
II uu =

0t I =

IIΩIΩ

ifΓ
P.P.

 
Figure 1. A cracked piecewise homogeneous and linear magnetoelectroelastic solid 

 
In the absence of body forces, free electric charges, magnetic induction sources and applying the 
quasi-static assumption for the electric and magnetic fields, the cracked solid satisfies the 
generalized equations of motion 

 )t,(u)t,( KJKi,iJ xx ∗ςδρ=σ , 


 =δ

=δ∗
otherwise,0

2,1K,J,JK
JK , (1) 

the constitutive equations 
 )t,(uC)t,( l,KiJKliJ xx ς=σ , (2) 
where the generalized displacements, the generalized stresses and the generalized elasticity matrix 
CiJKl for a homogenous domains Ωζ (ζ=1,2,…,N) are defined by 
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the initial conditions 
 0)0t,(u)0t,(u ii ==== xx  , (4) 
the boundary conditions 
 )t,(t)t,(t II xx = , tΓ∈x , (5) 
 )t,(u)t,(u II xx = , uΓ∈x , (6) 
and the continuity conditions on the interface without debonding 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-3- 
 

 )t,(u)t,(u II
I

I
I xx = , ifΓ∈x , (7) 

 )t,(t)t,(t II
I

I
I xx −= , ifΓ∈x . (8) 

In Eqs. (1)-(8), ui, φ, Φ, σij, Di, Bi are the mechanical displacements, the electric potential, the 
magnetic potential, the mechanical stresses, the electric displacements and the magnetic inductions; 
ρ, cijkl, εij, γij, eijk, hijk and βij denote the mass density, the elasticity tensor, the dielectric permittivity 
tensor, the magnetic permittivity tensor, the piezoelectric tensor, the piezomagnetic tensor and the 
magnetoelectric tensor, respectively. Further, Γif is the interface between the homogenous domains 
Ωζ (ζ=1,2,…,N), Γt and Γu stand for the external boundaries where the generalized tractions tI and 
the generalized displacements uI are prescribed. The interface cracks are considered as free of 
mechanical stresses, electric displacements and magnetic inductions 
 0)t,()t,( ciJciJ =Γ∈σ=Γ∈σ −+ xx , (9) 
where Γc± are the two crack-faces. The generalized crack-opening-displacements (CODs) are 
defined by 
 )t,(u)t,(u)t,(u cIcII −+ Γ∈−Γ∈=∆ xxx . (10) 
A comma after a quantity represents spatial derivatives while a dot over the quantity denotes time 
differentiation. Lower case Latin indices take the values 1 and 2 (elastic), while capital Latin 
indices take the values 1, 2 (elastic), 4 (electric) and 5 (magnetic).  
 
3. Time-domain boundary integral equations 
 
To solve the initial-boundary value problem, a spatial Galerkin-method is implemented, where the 
time-domain BIEs are treated in a weighted residual sense. The generalized time-domain 
displacement and traction BIEs can be written as 
 [ ]∫ ∫∫

Γ ΓΓ

ΓΓ∗−∗ψ=Γψ xyI
G
IJI

G
IJxJ dd)t,(u)t,,(t)t,(t)t,,(u)(d)t,(u)( yyxyyxxxx , (11) 

 [ ]∫ ∫∫
Γ ΓΓ

ΓΓ∗−∗ψ=Γψ xyI
G
IJI

G
IJxJ dd)t,(u)t,,(w)t,(t)t,,(v)(d)t,(t)( yyxyyxxxx , (12) 

where ψ is the weighting function, an asterisk “ * ” denotes the Riemann convolution, uIJ
G(x,y,t), 

tIJ
G(x,y,t), vIJ

G(x,y,t) and wIJ
G(x,y,t) are the generalized displacement, traction and higher-order 

traction fundamental solutions. It should be mentioned that the dynamic time-domain fundamental 
solutions for homogeneous, anisotropic and linear magnetoelectroelastic solids are not available in 
an explicit form. In the two-dimensional case they can be expressed by a line integral over the 
unit-circle [4,9]. 
 
4. Numerical solution algorithm 
 
A solution procedure is presented in this section to solve the time-domain BIEs (11) and (12) 
numerically. The procedure uses a Galerkin-method for the spatial discretization and a collocation 
method for the temporal discretization. A sub-domain technique is utilized, which divides the 
layered piecewise homogenous solid into two or several sub-domains with homogeneous material 
properties and to each sub-domain the time-domain BIEs (11) and (12) are applied. In the following, 
some details of the numerical solution algorithm are described. For the spatial discretization, the 
crack-faces, the external boundary of each homogeneous sub-domain and the interfaces are 
discretized by linear elements. Linear shape functions are also used for the temporal discretization 
in the present analysis. Since the asymptotic crack-tip field in the case of an interfacial crack 
between two dissimilar magnetoelectroelastic materials shows different oscillating and 
non-oscillating singularities in the generalized stress field, which makes an implementation of a 
special crack-tip element quite cumbersome, only standard elements are applied at the crack-tips. 
The strongly singular and hypersingular boundary integrals can be computed analytically by special 
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techniques. By using linear temporal shape-functions, time integrations can also be performed 
analytically. Only the line integrals over the unit-circle arising in the regular parts of the dynamic 
fundamental solutions have to be computed numerically by the standard Gaussian quadrature. 
After temporal and spatial discretizations and considering the initial conditions the following 
systems of linear algebraic equations can be obtained for each sub-domain Ωζ (ζ=1,2,…,N) 

 [ ]∑
=

ζ
+−

ζζ
+−

ζζζζζζζζζ −++−=
K

1k

k1kK;Dk1kK;DKSKSKSK uTtUΔuTuTtUuC , (13) 

 [ ]∑
=

ζ
+−

ζζ
+−

ζζζζζζζζζ −++−=
K

1k

k1kK;Dk1kK;DKSKSKSK uWtVΔuWuWtVtD . (14) 

By invoking the continuity conditions (7) and (8) on the interface Γif and the crack-face boundary 
conditions (9) on Γc+ and Γc-, and by considering the boundary conditions (5) and (6), Eqs. (13) and 
(14) can be summarized and recast into the following system of linear algebraic equations 
 

 







−+= ∑

−

=

+−+−− )()(
1K

1k

k1kKk1kKK111K uAtByDCx , (15) 

where yK is the vector of the prescribed boundary data, xK represents the vector of the unknown 
boundary data, Ak, Bk, C1 and D1 are the system matrices. Eq. (15) can be computed time-step by 
time-step. 
 
5. Intensity factors for an interfacial crack 
 
The intensity factors for an interface crack between two dissimilar anisotropic and linear 
magnetoelectroelastic materials can be computed from the generalized crack-opening displacements 
(CODs) 
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i

K
)cos()21(

rK
)cosh()i21(

rK
)cosh()i21(

Kr
2
r)()r(

211

wwwwHHu , (16) 

where K=K1+iK2, is the complex stress intensity factor, K4 is the electric displacement intensity 
factor and K5 is the magnetic induction intensity factor, ε1 and ε2 are the bimaterial constants, an 
overbar denotes the complex conjugate and i stands for the imaginary unit. The complex Hermitian 
matrix H is defined by 
 III YYH += ,  1

III i −= BAY , 1
IIIIII i −= BAY , (17) 

where the subscripts I and II indicate the two layers. The matrices A and B are computed from the 
eigenvalue problem as shown in [1,2]. The two bimaterial constants ε1 and ε2 as well as the 
eigenvectors w, w4 and w5 are determined by the eigenvalue problem 
 wWwD β−=− i1 , (18) 
with D=Re(H) and W=Im(H) being the real and the imaginary part of the matrix H. The eigenvalue 
β is either real or purely imaginary and related to the bimaterial constants by 

 
β+
β−

=ε
1
1ln

2
1

1 ,   
β+
β−

=ε
i1
i1ln

2
1

2 . (19) 

As shown by Eq. (16) the generalized crack-opening-displacements (CODs) in the crack-tip vicinity 
of interface cracks between two dissimilar linear magnetoelectroelastic materials show 
ar1/2±iε-oscillating behavior and additionally a non-oscillating r1/2±ε-behavior. A similar behavior is 
known for interface cracks between two dissimilar piezoelectric materials [8]. This makes an 
implementation of special spatial crack-tip shape functions rather difficult. For this reason, only 
standard linear elements near the tips of interface cracks are used in this analysis. To minimize the 
numerical errors, a displacement-based extrapolation technique is applied to calculate the dynamic 
intensity factors from the numerically computed generalized crack-opening-displacements (CODs). 
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6. Numerical examples 
 
In this section, numerical examples are presented and discussed to show the effects of the coupled 
fields, the interface, the material combinations and the dynamic loading on the dynamic intensity 
factors (IFs). The following loading parameters are introduced in order to measure the intensity of 
the electric and magnetic loading 

 
0

0
I
22

I
22e De
σε

=χ ,  
0

0
I
22

I
22m Dh
σγ

=χ , (20) 

where σ0, D0 and B0 are the mechanical, electric and magnetic loading amplitudes. For convenience 
of the presentation, the real part K1 and the imaginary part K2 of the complex dynamic stress 
intensity factors as well as the electric displacement intensity factor K4 and the magnetic induction 
intensity factor K5 of the interface crack are normalized by 

 
0

1*
1 K

)t(K)t(K = ,  
0

2*
2 K

)t(K)t(K = ,  
0

4
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22

I
22*

4 K
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ε
= ,  

0

5
I
22

I
22*

5 K
)t(Kh)t(K

γ
= , (21) 

with aK 00 πσ=  and a is the half-length of an internal interface crack. 
 
In the example we consider a central interface crack of length 2a in a rectangular, layered, 
anisotropic and linear magnetoelectroelastic plate with the poling direction normal to the interface 
crack as shown in Figure 2.  
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Figure 2. An interface crack in a rectangular layered magnetoelectroelastic plate 

 
The cracked plate is subjected to an impact tensile loading σ(t)=σ0H(t), an impact electric loading 
D(t)=D0H(t) and an impact magnetic loading B(t)=B0H(t), where H(t) denotes the Heaviside step 
function. The geometry is determined by h=20.0mm, w=10.0mm and 2a=4.8mm. The spatial 
discretization of the external boundary and the interface is performed by an element-length of 
1.0mm. Each crack-face is approximated by 20 elements and a normalized time-step of cLΔt/h=0.05 
is chosen, where cL is the quasi-longitudinal wave velocity. Numerical calculations are carried out 
for BaTiO3-CoFe2O4 composite, with BaTiO3 being its piezoelectric phase and CoFe2O4

 

 its 
piezomagnetic phase. The magnetoelectroelastic material for the domain I has the constants 

GPa0.226C11 = ,  GPa0.125C12 = ,  GPa0.216C22 = ,  GPa0.44C66 = , 
 2

16 m/C8.5e = ,  2
21 m/C2.2e −= ,  2

22 m/C3.9e = , 
 )Am/(N0.275h16 = ,  )Am/(N2.290h21 = ,  )Am/(N0.350h22 = , 
 )GNm/(C4.56 22

11 =ε ,  )GNm/(C5.63 22
22 =ε , 

 )GAV/(N005367.011 =β ,  )GAV/(N7375.222 =β , 
 2

11 MA/N0.297=γ ,  2
22 MA/N5.83=γ , (22) 
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while for domain II the material constants  
 GPaC 0.26011 = ,  GPaC 0.15012 = ,  GPaC 0.24822 = ,  GPaC 0.4566 = , 
 2

16 /3.2 mCe = ,  2
21 /9.0 mCe −= ,  2

22 /7.3 mCe = , 
 )/(0.44016 AmNh = ,  )/(2.46421 AmNh = ,  )/(0.56022 AmNh = , 
 )/(0.23 22

11 GNmC=ε ,  )/(9.25 22
22 GNmC=ε , 

 )/(0028.011 GAVN=β ,  )/(0.222 GAVN=β , 
 2

11 /0.473 MAN=γ ,  2
22 /6.127 MAN=γ , (23) 

are applied. The numerical results of the present time-domain BEM obtained for different loading 
combinations and the application of material (22) for both layers are presented in Figure 3. This 
special case is equal to an interior crack inside a homogenous magnetoelectroelastic plate and the 
intensity factors are given in [9]. The normalized dynamic intensity factors for the interface crack 
are shown in Figure 4. 
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Figure 3. Normalized dynamic intensity factors for an interior crack subjected to different loadings 
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Figure 4. Normalized dynamic intensity factors for an interface crack subjected to different loadings 
 
The normalized dynamic mode-I, mode-IV and mode-V intensity factors for an interior crack in a 
homogenous magnetoelectroelastic plate as well as the real part of the complex intensity factor, the 
electrical displacement intensity factor and the magnetic induction intensity factor for the interface 
crack obtained by the present TDBEM have a similar global behavior. The mode-II intensity factors 
vanish, since no shear stress components are induced for all applied loadings in the case of a 
transversely isotropic material behavior. In contrast, the crack opening and sliding modes I and II 
are coupled each other for the interface crack and therefore the imaginary part of the complex 
intensity factor is unequal zero. It can be observed that, when an electric and magnetic impact is 
applied, the normalized dynamic mode-I stress intensity factor and the complex stress intensity 
factor start from a non-zero value at t=0. This is due to the quasi-static assumption on the 
electromagnetic fields, which implies that the cracked magnetoelectroelatic plate is immediately 
subjected to an electromagnetic wave and therefore the crack opens at t=0. In contrast, the elastic 
waves induced by the mechanical impact need some time to reach and excite the crack, as clearly 
observed for the case χe=χm=0. It should further be mentioned here, that the applied electric and 
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magnetic loading may lead to a physically meaningless crack-face intersection in different time 
ranges for the case χe=χm=1. This requires an advanced iterative solution procedure for the 
crack-face contact analysis which is not considered in this work. The peak values of the normalized 
dynamic intensity factors decrease with increasing electric and magnetic loading amplitudes. 
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Abstract   
 
Advanced ceramics comprise a class of new materials finding increased application used in extreme 
conditions, such as high speed turning of aerospace alloys and rock drilling. Their high hardness makes them 
suitable for these applications, however their lower toughness means that premature failure due to fracture 
and chipping is still a major issue. Typically, they are composed of micron-sized particles of a primary hard 
phase together with a ceramic or metallic matrix. 
 
A combined experimental-numerical method was used to investigate the role of microstructure on the 
fracture of these advanced ceramics. In particular, the effect of grain size and matrix content was examined. 
Representative finite volume (FV) microstructures were created using Voronoi tessellation. The cohesive 
zone parameters for the FV model were found experimentally using an adapted Three-Point-Bend (TPB) 
fracture toughness test method [1]. Image analysis was carried out on actual representative microstructures 
and compared to the FV microstructures to ensure that they were statistically similar. 
 
It was found that the underlying microstructure significantly affects the fracture toughness of the advanced 
ceramic. Furthermore, it was found that by altering the microstructural parameters in the numerical model, 
such as grain size and binder content, it is possible to specify material improvements. 
 
Keywords Advanced ceramics, microstructure, Voronoi tessellation, cohesive zone model 
 
1. Introduction 
 
In this study, we examine a two-phase ceramic structure composed of stiff hard particles together 
with a softer ceramic matrix material. Carolan et al [1, 2] have shown that the strength and 
toughness of polycrystalline materials are affected by both the grain size and matrix content. 
Therefore it is desirable to be able to virtually optimise these parameters to be able to produce 
stronger or tougher materials for specific applications. Current methods adopt a so-called 
“trial-and-error” approach to the design of new materials, which is both costly and time consuming. 
Hence, it is beneficial to be able to specify improvements to materials numerically. By specifying 
materials virtually, the influence of individual material parameters on the microstructural scale can 
easily be investigated and altered to change bulk material properties. In order to better model and 
predict material behaviour, the first step is the ability to produce statistically representative 
microstructures. 
 
A number of authors [7–10] have generated finite element meshes directly based on actual 
microstructural images. In this work, however, a representative synthetically generated geometry is 
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produced, which is then compared to a real microstructure. Numerous studies have been carried out 
to produce numerical microstructures using Voronoi tessellation [11–13], with an emphasis on 
investigating stress distributions in plasticity [14–17] and fracture [18–20]. However there is little 
in the literature to show that numerical microstructures are actually representative of the real 
microstructures they were created to replace. This is important, especially in the case of fracture 
problems, where the morphology of a grain boundary interface is of added importance in initiating 
fracture. The present work attempts to produce numerical microstructures and subsequently 
compare them to these real microstructures to prove that they are statistically representative.  
 
2. Synthetic microstructure generation 
 
Voronoi tessellation was used to generate the geometrical model of the microstructure. It is a 
commonly used method for the generation of numerical microstructures of ceramic [19, 20] and 
metallic [11, 16, 21, 22] materials in both two- and three-dimensions. The Voronoi tessellation 
algorithm produces a random structure, which is representative of a polycrystalline material. A 
periodic microstructure was generated with periodic boundary conditions. To generate a dual 
interpenetrating phase microstructure, typical of some advanced ceramics, the Voronoi tessellation 
is applied. Each Voronoi tile is then reduced in area around the circumcentre of the tile until the 
desired area fraction of the second interpenetrating phase is reached, as shown in Figure 1. 
 

 
Figure 1: Numerically generated microstructure with 50% primary phase. 

 
3. Results 
 
3.1 Comparison of real and numerical microstructures 
 
Grain size distribution, aspect ratio, percentage matrix agglomerations (MA) and percentage 
primary phase were obtained through image analysis. Matrix agglomerations are large regions 
containing no primary phase. From the image analysis it was found that the two real microstructures 
being investigated had an average areal primary phase content of 50.5% and 47.2% respectively. 
Four synthetic microstructures were generated for comparison, as shown in Figure 2. The generated 
microstructures all had a particle content in the range of 49-54%, which was close to the real 
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microstructures investigated. The percentage matrix agglomerations with respect to matrix phase 
content was calculated for the two real microstructures and was found to have an average value of 
57.5% and 45.9% respectively. The two synthetic microstructures with matrix agglomerations, 
Figures 2b and 2d, had matrix agglomerations of 52.6% and 52.3% respectively. 
 

       
(a) 5×5 grains        (b) 5×5 grains with MA     (c) 10×10 grains      (d) 10×10 grains with MA  

Figure 2: Numerical microstructures used for finite volume 

Grain size distribution, percentage particle phase and aspect ratio were obtained for both the 
numerical and corresponding real microstructures. A comparison between the two confirms that the 
numerical model is a good representation of the real microstructure, see Figures 3a and 3d. The 
grain size distribution of both the real and the numerical microstructure follow a log-normal 
distribution with a greater number of small grains, see Figure 3b and 3e. The real microstructure has 
a higher percentage of these small grains than its numerical counterpart due to small fragmented 
grains. However, it is not thought that these small fragments affect the mechanical properties of the 
bulk material. The aspect ratio of the real and the numerical microstructures show excellent 
agreement, as shown in Figure 3c and 3f. Visually it was also observed that the numerical 
microstructure resembled the real microstructure. 

 
      (a) Real microstructure     (b) Grain size distribution        (c) Aspect ratio  

 
      (d) Numerical microstructure    (e) Grain size distribution        (f) Aspect ratio  
Figure 3: Comparison of real (a,b,c) and numerical (d,e,f) microstructures in terms of grain size distribution and aspect 

ratio. 
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3.2 Finite volume stress analysis 
 
Finite volume based stress analysis was carried out on the four generated microstructures using 
OpenFOAM 1.6-ext [23]. Each generated microstructure was 100×100μm in size with 
approximately 50% particulates, but with varying grain sizes and matrix agglomerations, as shown 
in Figure 2. The simulations were 2-dimensional and plane strain was specified in the third 
direction. The Young’s modulus and Poisson’s ratio for the grains are 800 GPa and 0.1 respectively, 
while for the matrix material E = 300 GPa and ν = 0.1 were chosen for illustration. Both the 
particulates and matrix were treated as linear elastic over the course of the simulation. It should be 
noted that the elastic constants picked for each phase are not representative of any particular 
material. 
 
The microstructures were subjected to a normal traction rate of 10 MPa/s in the y-direction for a 
total loading time of 10 seconds, while cyclic boundary conditions were applied in the x-direction, 
see Figure 4. The cyclic boundary conditions ensure that both material and displacement 
distribution are continuous from right to left. Furthermore, the 10×10 grain microstructures were 
increased to 200×200μm to investigate size effects. 

 
Figure 4: Generated microstructure with periodic boundary conditions subjected to a fixed traction 

 
3.3 Effective elastic properties 
 
The Young’s Modulus value of a multiphase material depends on the properties of the individual 
phases. The upper and lower bounds for the elastic properties of the microstructures can be found 
using the Hashin-Shtrikman method from Eq. (1) and (2). The Hashin-Shtrikman bounds can be 
applied to transversely isotropic composites with arbitrary phase geometry [24–26]. 

𝑘! = 𝑘! +
𝑚1

1
𝑘1−𝑘2

+ 𝑚2
𝑘2+µμ2

,  𝑘! = 𝑘! +
𝑚2

1
𝑘2−𝑘1

+ 𝑚2
𝑘1+µμ1

     (1) 

µμ! = µμ! +
𝑚1

1
µμ1−µμ2

+𝑚2(𝑘2+2µμ2)2µμ2(𝑘2+µμ2)

,        µμ! = µμ! +
𝑚2

1
µμ2−µμ1

+𝑚1(𝑘1+2µμ1)2µμ1(𝑘1+µμ1)

          (2)
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Where l and u represent the upper and lower bounds respectively, k is the bulk modulus, µ is the 
shear modulus, m is the volume fraction and 1 and 2 represent the two phases in the material. 

𝐸 = !!!!!
!!!!!!

              (3) 

  𝜈 = !!!!!!!
!!!!!"!

          (4) 

The upper and lower bounds for the Young’s modulus and Poisson’s ratio can then be calculated 
from Eq. (3) and (4) respectively [21], by letting i equal u and l from Eq. (1) and (2). Using the 
Hashin-Shtrikman method the Young’s modulus bounds for 50% particulates was found to be 
459.9-480.6 GPa (Table 1). 
 
The Eshelby-Mori-Tanaka approach [27–29] for determining the elastic properties of composites 
containing randomly oriented inclusions was also employed in the current work. Using this 
approach, and treating the inclusions as circular, i.e. an aspect ratio of one, the ratio of bulk 
modulus, k, and shear modulus, µ of a composite material to that of the matrix can be written as: 

!
!!

= !
!!!!!

             (5) 

!
!!

= !
!!!!!

           (6) 

where km, µm and Vf are the bulk modulus of the matrix, shear modulus of the matrix and volume 
fraction of the inclusion respectively, and p and q are parameters derived from the Eshelby tensor 
and defined in Tandon and Weng [27]. Using the Eshelby-Mori-Tanaka method, the Poisson’s ratio 
was found to be 0.114 for all the microstructures. 
 
The effective stress, σe, and strain, εe, were found by averaging the local stress and strain in each 
cell using Eq. (7) and (8) [30]. This is known as homogenisation. 

σ e =
1
VΩ

σ dV
VΩ

∫           (7) 

ε e =
1
VΩ

ε dV
VΩ

∫            (8) 

Where VΩ is the total volume of integration. These values were then used to calculate the effective 

Young’s Modulus Ee from 

Ee =
1
εyy
e [σ yy

e −ν e(σ xx
e +σ zz

e )]          (9) 

where the effective Poisson’s ratio, νe, is 

ν e =
σ xx

e

σ yy
e +σ zz

e            (10) 
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The effective Young’s modulus, EEq.9 of the microstructures is as shown in Table 1. The Poisson’s 
ratio was found to be 0.112 for all the microstructures. The Young’s modulus was also determined 
by calculating the average tractions and strains on the loading boundaries. Using these values the 
stress, σ, and strain, ε, and hence the Young’s Modulus, E, could be calculated by: 

𝜎! = !!
!!!

          (11) 

𝜀! = !!
!!

          (12) 

𝐸! = !!

!!
            (13) 

Where F1 is the loading force on the prescribed boundary, L1 and L2 are the width and height of the 
specimen, t is the thickness of the specimen and u1 is the displacement of the sample along the 
loading direction. The Young’s modulus value calculated using Eq. (13), was found to be higher 
than the value calculated using the average volumes (Table 1). 
 
Table 1: Elastic properties of numerical microstructures where EEq.9 is calculated using the homogenisation method in 

Eq. (9), EEq.13 is calculated using the load-displacement method in Eq. (13), EEMT is calculated using the 

Eshelby-Mori-Tanaka method, and EHS is calculated using the Hashin-Shtrikman method 

Microstructure Vf EEq.9 (GPa) EEq.13 (GPa) EEMT (GPa) EHS (GPa) 
5×5 0.5 463.2 475.9 462.1 459.6 - 480.6 

10×10 0.5 463.3 476.3 462.1 459.6 - 480.6 
5×5 with MA 0.49 459.7 472.4 457.7 455.3 - 476.1 

10×10 with MA 0.54 485.1 498.6 484.7 477.4 - 499.8 
10×10 (200×200µm) 0.5 463.3 476.3 462.1 459.6 - 480.6 

10×10 with MA (200×200µm) 0.54 485.1 498.6 484.7 477.4 - 499.8 
 
The Young’s modulus value for the two microstructures with no matrix agglomerations was found 
to be very similar using all the methods for calculating the Young’s modulus. This suggests that the 
Young’s modulus is not affected by the grain size. It was also observed that increasing the specimen 
size to 200×200µm did not change the Young’s modulus value showing that it is not size 
dependent. Furthermore, the matrix agglomerations were not found to affect the Young’s modulus 
values. Only the volume fraction of particles was found to make a difference. 
 
It was found that the load-displacement method consistently gave higher results than both the 
Eshelby-Mori-Tanaka and the homogenisation methods. The load-displacement values were found 
to lie close to the upper bounds of the Hashin-Shtrikman limits. The homogenising was found to 
give realistic values for Young’s modulus and Poisson’s ratio, and these values were found to be in 
good agreement with the Eshelby-Mori-Tanaka method. Both these values tend to lie close to the 
lower bound of the Hashin-Shtrikman limits. 
 
Figures 5a and 5b plot the distribution of Von-Mises equivalent strain for a 5×5 and 10×10 
microstructure with no matrix agglomerations. Figures 5c and 5d plot the distribution of Von-Mises 
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equivalent stress for the same two microstructures. Similarly Figures 6a and 6b plot the Von-Mises 
equivalent strain for a 5×5 and 10×10 microstructure with matrix agglomerations and Figures 6c 
and 6d plot the corresponding Von-Mises stresses. From Figure 5 it may be observed that the 
distribution of local stress and strain does not vary significantly between the two microstructures, 
showing that stress and strain are not size dependent. However, when comparing Figure 5 and 6, it 
can be observed that the matrix agglomerations do affect the local distribution of stress and strain in 
the microstructure, with higher stress and strain being detected near the agglomerations. The highest 
stresses are seen in the hard phase at the phase interface, while the highest strains are seen in the 
more compliant matrix phase. This shows that matrix agglomerations in the microstructure act as 
stress concentration factors. Carolan has previously observed this effect in the context of dynamic 
fracture of advanced ceramics [31]. 
 

 
(a) 5x5 grains strain     (b) 10x10 grains strain 

 
(c) 5×5 grains stress     (d) 10×10 grains stress 

Figure 5: Strain and stress distribution in the numerical microstructures with no matrix agglomerations subjected to a 

normal traction of 100 MPa. The deformation of the microstructure is magnified by a factor of 1000. 
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(a) 5×5 grains strain     (b) 10×10 grains strain 

 
      (c) 5×5 grains stress     (d) 10×10 grains stress 

Figure 6: Strain and stress distribution in the numerical microstructures with matrix agglomerations subjected to a 

normal traction of 100 MPa. The deformation of the microstructure is magnified by a factor of 1000. 

4. Conclusion  
 
The purpose of this paper was to develop statistically representative numerical models of advanced 
ceramic microstructures. The microstructures were generated using the Voronoi tessellation 
algorithm and subsequently altered to add a specified percentage primary inclusion phase and 
secondary phase matrix agglomerations to the microstructure. In the current paper it has been 
shown that the Voronoi Tessellation technique is a good method for the production of synthetic 
microstructures. The synthetic microstructures were compared to true microstructures and were 
found to be statistically representative in terms of grain size distribution, aspect ratio and 
agglomeration of a second phase material. 
 
Using the numerically generated microstructures, Finite Volume analysis was carried out to 
investigate the stress and strain distributions in the microstructures and hence calculate the effective 
Young’s modulus and Poisson’s ratio. It was observed that the higher strains occur in the more 
compliant second phase material. This was more prevalent when there were agglomerations of the 
second phase material. Furthermore, it was observed that the presence of matrix agglomerations act 
as a stress concentration factor. Hence, the interface between particulates and a matrix 
agglomeration is likely to be the source of failure. This emphasises the need for accurate 
representation of microstructures in a numerical model. 
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The current paper presents a useful and implementable tool for investigating the effect of 
microstructural parameters on the microscopic stress distribution in a polycrystalline material. It is 
intended that the work will be extended to include other types of advanced ceramic material 
including single-phase ceramic as well as complex structures containing many different phases. 
Future work will concentrate on comparing the bulk elastic predictions with experimentally 
determined values for a range of advanced ceramics. It is also intended to extend the predictive 
capabilities of the models to capture strength and fracture behaviour.  
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Abstract  Indentation induced cracking may have widely encountered in rock engineering, such as drilling 
and cutting process. It is significant to investigate the deformation and failure process for further 
understanding the failure mechanism of rock under cyclic indentation. In the present work, we have 
experimentally investigated the deformation fields on the sample surface via digital image correlation (DIC) 
technique. It has been found that the force-indentation displacement exhibits hysteresis during the 
loading-unloading cycles. The energy dissipation and the displacement field in the samples during the 
process has been analyzed. Furthermore, a median crack has been observed to nucleate running almost 
parallel to the loading axis when indentation force amounts to a critical value. Experimental analysis reveals 
that local tensile strain dominates the crack nucleation of rock and the shear strain has an effective influence 
on crack propagation. In unload-reloading process, crack behavior closure and re-opening is clearly observed 
by DIC technique. By the displacement distribution along the crack surface, crack opening displacement 
(COD) and stress intensity factor can be calculated for further fracture analysis. 
 
Keywords  Rock, Cyclic indentation, Digital image correlation, Deformation and failure 
 
1. Introduction 
 
Rock fragmentation induced by mechanical tools is an effective technique in mining and civil 
engineering. Rock cutting by various bits, such as drilling bit, rolling cutter, could be simplified as 
the cyclic indentation process [1]. Knowledge on deformation and failure process of rock is an 
important basis for the study of rock failure mechanisms. Therefore, it is necessary to 
experimentally investigate the damage and fragmentation of rock during cyclic indentation. 
 
Many experimental tests have been conducted in the past decades to investigate the fragmentation 
of rock. Damage pattern which consists of inelastic zone and a region of multiple cracks is observed 
in rock under indentation [2]. Laboratory tests, simulating the disk cutter action at the tunnel face by 
means of an indenter, were carried out to explore the influence of the lateral confinement acting on 
the rock failure [3]. Acoustic emission (AE) and electronic speckle pattern interferometry (ESPI) 
techniques were used to detect the events of microcrack nucleation [4]. Numerical methods, such as 
the finite element method (FEM) [5], rock failure process analysis of two dimensions (RFPA2D) [6], 
have been developed to simulate the fragmentation process in rocks under indentation. Repeated 
loading–unloading conditions are widely encountered in practical excavation and drilling 
engineering. However, affects of cyclic loading on indentation-induced failure remains unclear. 
 
In this work, cyclic indentation tests have been conducted to investigate the deformation and 
damage evolution of Yunnan sandstone. During the loading-unloading process, images of rock 
specimens have been sequently captured, from which deformation fields can be obtained by digital 
image correlation (DIC) processing. Displacement and apparent strain fields calculated by DIC, are 
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used to analyze the deformation, crack initiation, propagation during cyclic loading tests.  
 
 
 
2. Experimental setup 
 
Indentation tests were conducted on Yunnan sandstone plates with a dimension of 150×100×25 mm. 
Its surface was painted with randomly artificial speckle.Loading system includes electric universal 
machine (CSS-44100), indenter(diameter Φ=20 mm) and the fixture on which the specimen is 
mounted. During experiments, the load cell moved down and up with a constant velocity of 0.06 
mm/min, the displacements, loads and time from the load cell, were continuously recorded during 
the experiment.  
 
CCD camera with 1004×1003 pixels, a Matrox meteor Ⅱimage capture, a frame grabber and two 
white lights are used to capture images of the specimen. The observed area of specimen surface is 
57×57mm. Sequential images were captured by a digital image system at a rate of 1 frame/s. Digital 
image correlation (DIC) is a powerful tool to measure the full field displacement distribution on the 
surface of specimens [7-9]. Then the displacement field can be used to derive the strain field by 
smoothing difference with numerical methods [10].Deformation information of specimen surface 
obtained by DIC, is used to characterize the damage and fracture process of rock. 
 
3. Experiment 
 
Samples of Yunnan sandstone were subjected to increasing-amplitude cyclic indentation 
experiments to investigate the evolution of deformation and fracture as rock approaches failure. The 
typical Load-displacement and Load-time curves are shown in Fig.1. The peak load of the first 
cycle is 10 kN (~30% peak load) and is increased by 5 kN in the subsequent cycles until the sample 
failed. The loading curves are usually not coincidence with the unloading curves and hence they 
form hysteresis loops which indicate that residual displacement develops. 
 
The residual deformation exists not only at end of each cycle, but virtually at any load level during 
loading-unloading stage. It can be verified upon examining the load-displacement curves during 
different loading cycles but at the same load level. For instance, Fig.2 shows that during cycle 1 and 
2 at the same load of 5 kN, the loading and unloading points A01, A11, B01, B11 are not coincident 
with each other on the load-displacement curves. To look into the displacement field in the indented 
sample, Fig.3 demonstrates DIC contours corresponding to points A01, A11, B01 and B11 
designated in Fig. 2. One may find that the sequence of the severity of the vertical deformation at 
those points are A01, A11, B01 and B11, which is in good agreement with overall force-indenter 
displacement curves, but the horizontal displacement field at those points seems not to follow that 
simple sequence.  
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      (a)                                  (b) 

Fig.1 Load-displacement and load-time curves of cyclic indentation tests. 
 

 
Fig.2 Mechanical response in the first two cycles 

 

 
Fig.3 Vertical displacement fields at selected points with the same load P=5 kN. 

 
It is well known that when the indentation force attains at a critical value, crack will nucleate and 
propagate in the sample that may lead to the final failure. By using the DIC technique, apparent 
strains at final stage of loading-unloading cycle are presented in Fig.4.Upon reloading to point D01 
with load P=20 kN, tensile strain appears beneath the indenter and its maximum magnitude is about 
0.6% located in the local region (Fig.5 D01 xε ). Apparent shear strains were recognized by the 
contrast of red and blue regions, indicating concentration of shear strains in the central part of the 
specimen.  
 
At D1 for load P=25 kN, the tensile strain concentrates in a very narrow belt, the value is far larger 
than those at other load level. Giving the sharp gradient of displacement, it can be concluded that a 
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crack has nucleated there. During the unloading period the peak of apparent strain is lower Fig.5 
D2). It indicates that no additional new crack appears but only the existed crack begins to close. The 
value of xε  is smallest at point D2 (load=0kN).  
 
With increased subsequent loading, the crack develops both in length and opening. The significant 
increase was found in D21 (Load=25kN), apparent strains at the crack surfaces were obviously 
greater than D1. Afterwards, on continuous development of the cracking, the fracture eventually 
went through the specimen. After the test, it was observed that the crack identified by DIC 
developed along the path of the final failure. 
 

 
Fig.4 Distribution of the apparent strains xε and xyγ during the final unloading and reloading stage 

 
4. Conclusion 
 
Cyclic indentation tests have been conducted in conjunction with the nondestructive technique of 
DIC to study the deformation and failure of rock samples. It has been found that DIC is an efficient 
method in tracing the deformation behavior and identifying the onset of the crack in rock.  
 
By analysis of the experimental results, it has been detected that tensile strains concentrate beneath 
the indenter just before cracking, and a crack nucleates when the indentation load exceeds a critical 
value. The closure and propagation of the crack during unloading-reloading can be well described 
by the apparent strain fields. 
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Abstract  Tungsten promises great potential in very high temperature applications due to its very high 
melting point. Yet its brittleness, far above room temperature, limits its application. Investigations have 
already shown that fracture toughness of polycrystalline tungsten strongly depends on microstructural 
characteristics like grain size and shape, and texture. To gain a better insight into the basic mechanisms, 
fracture toughness experiments are carried out at the micro-scale. First experiments focus on the influence of 
the crystal orientation with respect to cracking. Here, we report on micro bending tests on free standing, 
notched, single crystal micro cantilevers. With respect to the {110}<11�0> crack system, the beam axis was 
normal to the {110} crystal plane. 
 
Keywords  Tungsten, fracture toughness, crystal orientation, micro bending experiments 
 

1. Introduction 
 
Tungsten is a very promising material for power generation due to its outstanding properties at high 
temperatures such as high strength, high Young’s modulus, and of course its high melting point. A 
huge drawback, though, is its brittleness and high brittle-to-ductile temperature which limits the use 
of tungsten significantly. Therefore, several studies have already been carried out to investigate the 
fracture behavior and to provide suitable remedies.  
An extensive study of the fracture toughness of tungsten single crystals had been carried out by 
Riedle and Gumbsch [1-3]. They considered the influence of crystal orientation, loading rate, and 
temperature on the fracture behavior. Furthermore, studies on the fracture behavior of 
polycrystalline tungsten were reported by Gludovatz et al. [4], who investigated pure polycrystalline 
tungsten as well as doped tungsten to gain different microstructures at various temperatures. 
Experiments on pure rolled polycrystalline tungsten were carried out by Rupp and Weygand [5]. 
They observed the influence of different grain boundary orientations on the fracture behavior. All 
those investigations showed that fracture toughness in single crystal and commercial polycrystalline 
tungsten strongly depend on microstructural characteristics and loading conditions. However, most 
studies were carried out at the macro-scale with few exceptions such as Wurster et al. [6] who 
studied the fracture behavior of single crystalline tungsten at the micro-scale. 
The aim of this study is to observe the fracture behavior of tungsten at the micro-scale to deepen the 
insight into the fracture behavior of tungsten on a micromechanical basis. For this, free standing 
single crystal bending cantilevers with a typical dimension of 20 µm in width and 40 µm in height 
have been manufactured and tested using a nanoindenter. To investigate the influence of different 
crack systems, experiments will be carried out with differently oriented beams. Further experiments 
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on bi-crystals will be conducted in situ using the SEM to see the influence of grain boundary. Here, 
we report on the development of the testing procedure as well as first results for beams that are 
oriented to induce fracture in the {110}<11�0> crack system. The investigations are accompanied by 
crystal plasticity simulations [7] addressing the interplay of cracking and plastic deformation at 
small scale. 
 
2. Experimental 
 
Tungsten single crystals with 3 mm in width and height and 5 mm in length were used for the 
manufacturing of the free-standing micro bending beams. The samples were aligned in a specific 
crystal orientation. 
At the scale the experiments are conducted, the standard geometry and procedure of the ASTM 
E 399-90 for the determination of the fracture toughness does not apply, the plastic zone is too large 
relative to the cantilever dimensions. Also, no standardized testing device is available to conduct 
standard fracture toughness tests at this length-scale. Therefore, a new specimen geometry was 
developed which is shown in Figure 1. The geometry is a result of the available manufacturing and 
testing conditions. To design the experiment close to the standard test, the relations of width, length, 
and height are derived from the ASTM E 399-90 for standard fracture toughness tests. As the 
samples are going to be tested with a nanoindenter free-standing cantilevers were chosen. The 
length of the cantilevers is roughly 160 µm, the width is 33 µm and the height is 40 µm. At this 
scale the focused ion beam (FIB, FEI Company, Nova 200 NanoLab) is an accurate and nearly 
inevitable tool, yet at the targeted dimensions it is rather time consuming and inefficient. Therefore, 
the basic cantilevers were carved by a micro electrical discharge machining (µ-EDM) process. The 
actual width of the gage section width is thinned to 20 µm and the notch is cut to a depth of 20 µm 
at a distance of 50 µm from the shoulder using a focused ion beam (FIB). The radii between the 
bulk material and the cantilever are roughly 20 µm which can be realized reliably by µ-EDM. Due 
to the manufacturing process, however, the geometry varies from the design dimensions, and the 
size and shape of each individual beam is inspected by scanning electron microscopy (SEM). 
 

  
Figure 1. Developed free standing micro bending beam geometry as a result of manufacturing and testing 

restrictions.  

 
In the first preparation step, the samples were mechanically polished using a Struers TriPod 
polishing fixture and Allied diamond lapping foils (9 µm, 6 µm, 3 µm, 1 µm, 0.5 µm). This results 
in an almost plane surface and sharp edges. This is necessary, as the bending cantilevers will be 
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carved from the edges of the single crystals. Rounded edges would lead to cantilevers with 
decreasing thickness. 
 
A custom-built specimen holder based on a goniometer was used to align the samples accurately for 
the µ-EDM process. First, a thin plate with the thickness of the cantilevers was prepared by a 
horizontal cut parallel to the polished surface. Afterwards, every single cantilever was carved from 
the thin plate by vertical cuts.  
 
Due to the heat input and the re-deposition of molten material, the µ-EDM process results in a 
rather rough surface of the micro cantilevers. Also micro-cracks and changes of the microstructure 
may be possible. The µ-EDM exposed surfaces did not yield a diffraction pattern when investigated 
by electron backscatter diffraction (EBSD). However, EBSD investigations on a beam cross-section 
after EDM showed that less than 1 µm beneath that modified layer the EBSD pattern indicates no 
orientation changes, with respect to the initial material. Thus, we conclude that the beams remain 
single crystalline after the EDM process. 
 

  

Figure 2. SEM micrographs showing the introduced notch which is cut with the ion beam perpendicular to the surface. 

The SEM micrograph 2a shows the cleaned gage section and the notch from the side. The insert shows a schematic 

cross-section of the notch. The SEM micrograph 2b shows a top-view. The arrows show the individual millings steps 

for 5, 3, 1 µm and the line milling mode. 

 
To minimize the influence of µ-EDM processing, FIB was used to polish the gage sections of the 
cantilevers. Successive cutting from the surface towards the middle of the beam by FIB was 
conducted to remove the damage layer, to machine the necessary dimensions, and to smoothen the 
surface of the beam. For all milling steps an acceleration voltage of 30 kV was used. To remove the 
main part of the material relatively high gallium ion currents of 5 to 20 nA were applied. In order to 
reduce the influence of the gallium ions in the material the last cleaning steps were carried out by 
lower gallium ion currents of 1 to 3 nA. Finally, a notch was cut from the top surface with a depth 
of approximately 8 µm. For the notches a current of 1 nA was used. In order to gain a deep and 
sharp notch the machining process was carried out in several milling steps. The steps were 
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successively narrowed from 5 to 3 and 1 µm and as a last milling step, the final notch was 
introduced using the line milling mode. The ion beam was always perpendicular to the surface. 
Figure 2 shows the notch shape. 
 
The successive milling process of the gage section showed that the µ-EDM induced micro-cracks. 
However, they never reached deeper than 3 µm. Therefore, the milling process was adjusted such 
that roughly 4 µm of the material was removed to exclude the influence of micro-cracking on the 
fracture behavior. Figure 3 shows a typical surface of a micro-cantilever which was treated by 
µ-EDM, micro-cracks can be observed. 
 

 

 
Figure 3. The rough surface of the micro cantilever as a result of the µ-EDM process. Micro cracks in the 

surface can be observed. The white arrows highlight some of the micro cracks.  

 
For the bending experiments two commercially available nanoindentation systems were used (MTS, 
Nano Indenter XP and Agilent Technologies, G200). The indenter tip was used to bend the 
cantilever at a defined distance to the notch. Then, a holding segment of 10 seconds was applied 
before unloading. For all experiments a Berkovich tip was used. Afterwards the broken cantilevers 
were investigated by scanning electron microscopy (SEM). 
 

3. Results and Discussion 
 
The force-displacement curves shown in Figure 4 belong to two beams that are oriented to induce 
fracture in the {110}<11�0> crack system. The cantilevers were displaced to 12 µm (blue curve) and 
15 µm (green curve) at a distance of about 120 µm from the notch. As the maximum displacement 
is reached, the holding segment follows and the maximum load is held constant. The curve shows 
clearly an elastic-plastic transition but no abrupt load drop which would be indicative of brittle 
fracture. Interestingly, a large deflection takes place during the hold segment. Presumably this is 
caused by an increasing crack length over time which in turn is correlated to an increasing ∆K 
under constant load. Since this is a rather peculiar behavior, it will be investigated further by 
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changing the loading sequence of the test. 
 

 
Figure 4. Two force-displacement curves of two notched beams. One beam was loaded to a displacement of 

12 µm (blue curve) the other one to 15 µm (green curve) (Figure 5a). With respect to the {110}<11�0> crack 

system, the beam axis was normal to the {110} crystal plane for both notched beams. 

 
The curves show a rather ductile behavior, however, an investigation of the fractured surface 
indicates partially brittle failure. Figure 5a shows the fractured beams and Figure 5b and c the 
surface of the broken cantilevers. It clearly shows brittle cleavage in the middle of the beam, while 
at the upper edges signs of plastic deformation are seen.  
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Figure 5. a) Post-test overview of beam 1 and 2. b) Cleavage surface of beam 1 which was deflected 12 µm under 

displacement control and fractured further under constant load. The beam did not fail completely. c) Cleavage 

surface of beam 2 which was displaced 15 µm. It fractured completely during the holding segment 

 
The fracture toughness cannot be calculated following the ASTM E 399-90 as it does not apply at 
this small scale. Also, it is not trivial to determine the weight function for this geometry. Therefore, 
we take a simplistic approach to estimate the fracture toughness by looking at an energy relation. 
Equation (1) relates the fracture toughness KQ and the energy release rate GQ were E is Young’s 
modulus [8]. 
 
         ��

� � �� ∙ E,          (1) 

 
Thereby GQ can be calculated after [9]: 
 

         �� �

������


�
,          (2) 

 
Here, W is the work of the external forces, Uel the elastically stored energy and dA the change of the 
area of the crack which is taken here to be the entire fracture plane. As the elastically stored energy 
Uel is subtracted from the external forces W, the shape modification energy only remains. To gain the 
work of the external forces, the load-displacement curve was integrated. For the elastically stored 
energy, the area enclosed by Hook’s’ straight line and the curve at the maximum displacement was 
calculated. For the calculation of the size of the fracture plane the program ImageJ was used. 
Therefore, the fracture surface, depicted in an SEM Image, was enclosed by a polygon. The resulting 
surface area was calculated by the program in dependence of the SEM magnification. With this 
calculation, values of the fracture toughness KQ = 31 MPa·m1/2 and 35 MPa·m1/2 were obtained when 
including the displacement during the hold segment. These values are quite high and can be only 
considered as an upper bound. For a lower bound, a second value was calculated neglecting the 
holding segment. Thereby, values for the fracture toughness KQ of 6.7 MPa·m1/2 and 5.9 MPa·m1/2 
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were obtained. These values are pretty low compared to data of Gumbsch and Riedel [1,3] of 
12.9 ± 2.1 MPa·m1/2 for the fracture toughness of the {110}<11�0> crack system. However, the 
experiments are not completely comparable as different sample dimensions and loading conditions 
were used. As shown in Figure 5, for our small samples, it is seen that the plastic zone size is large 
relative to the sample dimensions. Therefore, we would rather expect a larger value than the one 
reported by Riedel and Gumbsch. This also confirms the need to improve the test method. Errors in 
the fracture surface analysis cannot account for the large difference.  
Improvements in the manufacturing process, testing conditions and also analysis are currently in 
progress. For instance, the surface of the basic material can be treated by µ-EDM. This would lead to 
sharper edges. Therefore, cantilevers with decreasing cross sections along the axis will be avoided, 
compared to the polishing with the Struers TriPod and diamond lapping foils. Also, a wedge tip will 
be used instead of the Berkovich tip in order to avoid slipping and other effects related to the point 
loading. 
Most importantly, another notch geometry will be tested. As it is not possible to introduce a sharp 
crack via fatigue at this specimen dimension, a Chevron notch geometry will be tested in the future. 
This should lead to a more controlled crack propagation as the resistance against crack propagation 
will increase with increasing crack propagation. An example of the FIB machined Chevron notch 
geometry is shown in Figure 6. For fabrication, the specimen was tilted so that the ion beam cut the 
specimen at an angle of about 30°. The middle of the width of the specimen, where the notch should 
be placed, was marked by FIB. From this mark, the notch was cut under the given angle, then the 
specimen was rotated by 180° and the second part of the notch was milled. 
 

  

 
Figure 6. The introduced Chevron notch. The SEM micrograph 6a shows the cleaned gage section and the notch 

from the side. The insert shows a schematic cross-section of the Chevron notch. The SEM micrograph 6b shows 

the top-view. 
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4. Summary 
 
The fracture toughness of single crystalline tungsten for the {110}<11�0> crack system at the micro 
scale has been investigated. Free-standing single crystal micro cantilevers were manufactured by 
µ-EDM followed by surface cleaning and cutting a notch by FIB. The micro cantilevers were tested 
with a nanoindenter. The cantilever axes were aligned with the normal direction of the {110} crystal 
plane, while the loading direction was parallel to the <11�0> direction. The force-displacement curves 
show a rather elastic-plastic behavior, whereas the observation of the fracture surface reveals ductile 
features at the edges of the crack surface and brittle ones in the middle. The KQ values were 
estimated via an energy relation. The estimated values were in a range between 
5.9 and 35 MPa·m1/2 as the lower and upper limits. Further improvements of the test method will be 
made in the future including optimizing the beam shape, testing method as well as the notch shape. 
Furthermore, the investigations will be extended towards other crack systems as well as bi-crystals 
and in situ experiments in the SEM. 
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Abstract  A numerical model to quantitatively predict a cleavage fracture toughness in ferrite-cementite 
steel is proposed based on a microscopic fracture initiation process of three stages; (I) formation of fracture 
origin by cementite cracking, (II) propagation of the cementite crack into ferrite matrix, and (III) propagation 
across ferrite grain boundary. The fracture condition of Stage (I) is formulated as a ratio of cementite 
cracking based on experimental results of a tensile testing with notched specimens and SEM observation. 
Stage (II) and Stage (III) conditions are formulated based on a concept of fracture stress criterion. In the 
numerical model, an active zone is divided into finite volume elements. Ferrite grains and cementite particles 
are assigned based on their distributions into each volume element. Strain and stress at each volume element 
are calculated by a macroscopic FEA. Fracture is assumed to initiate at the time when the fracture conditions 
of the all stages are satisfied in any one of the volume elements. The model is validated by three point bend 
testing with notched specimens. The predicted values of fracture toughness show good agreement with the 
experimental results. Therefore, the effectiveness of the proposed model is found out. 
Keywords  Cleavage fracture, Fracture toughness, Multiscale, Fracture stress, Ferrite 
 

1. Introduction 
 
In order to prevent brittle fracture in steel structures, it is critically important to predict fracture 
toughness by clarification of crack initiation mechanism.  
 
It is widely known that fracture appearance transition temperature of Charpy impact testing changes 
linearly with reciprocal of the square root of grain size [1]. The reason is, however, not clarified 
completely. It is also known that the fracture toughness depends on the size of brittle phase such as 
cementite [2]. In addition, several formulations to evaluate the influence of microstructures 
including the size of ferrite grain and brittle phase are proposed by Almond et al. [3], Petch [4] and 
Bingley [5]. However, there remains a problem to improve their accuracy.  
 
The cleavage fracture of steel is generally interpreted by the weakest-link mechanism differently 
from the yielding and the work hardening. Scatter in the fracture toughness is therefore essential. 
This is a principal reason of the difficulty to quantify the influence of microstructures on fracture 
toughness. A formulation to evaluate the variation of fracture toughness was proposed by Beremin 
[6] based on the weakest-link theory. It was, however, based on the concept of the macroscopic 
continuum mechanics and thus was not able to clarify the relationship between the variation of the 
fracture toughness and microstructures. 
 
In the present paper, a numerical model is proposed to quantitatively predict the influence of 
microstructures on the fracture toughness of ferrite-cementite steels, based on the formulation of the 
cleavage fracture initiation process.  
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2. Formulation of Cleavage Fracture Initiation Process 
 
2.1. Process of fracture initiation 
 
We assume that the process of cleavage fracture 
initiation in ferrite-cementite steels is composed of 
three stages; (I) formation of fracture origin by 
cementite cracking, (II) propagation of the crack in 
cementite into the ferrite matrix and formation of a 
cleavage crack, and (III) propagation of the 
cleavage crack across ferrite grain boundary. 
Schematic view of this process is shown in Fig. 1. 
It is assumed that a macroscopic brittle fracture 
occurs if fracture conditions of all the above stages 
are satisfied. In the following section, the fracture 
conditions of respective stages are formulated.  
 
2.2. Formulations of fracture conditions 
 
Stage (I). Formation of fracture origin by cementite cracking 
 
We quantify the influencing factors on the cementite cracking based on experimental facts.  
 
Test steels with various sizes of ferrite grains and cementite particles were produced and tensile 
testing with a circumferential notched round bar specimen was performed. The test steels were 
produced by laboratory scale vacuum melting and rolling. Two types of chemical compositions are 
employed, as shown in Table 1. It can be regarded that their compositions are practically the same 
except for carbon concentration. Seven types of steels were produced whose sizes of ferrite grains 
and cementite particles were systematically changed by combinations of controlled rolling, 
controlled cooling, normalizing and annealing processes. Definitions of symbols relating to the 
sizes of ferrite grains and cementite particles are shown in Table 2. Grain sizes of the steels were 
measured as area equivalent diameter by EBSD observation [7]. In addition, cementite particle 
thickness was measured as minor axis of approximated ellipse by FE-SEM observation of the 
microstructure etched by nital and an image analysis [8]. Representative values of ferrite grain size 

播
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grain boundary

(II) Propagation into ferrite matrix
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   T  T TT
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Fig. 1 Three stages of cleavage fracture 

initiation process 
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Table 3  Representative values of grain size and cementite particle thickness and yield stress at 
room temperature 
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Table 1  Chemical compositions of test steels [mass%]
C Mn S AlPSi N
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0.48
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and cementite particle thickness, together 
with yield stress at room temperature are 
shown in Table 3. 
 
Quasi-static tensile test using 
circumferential notched round bar 
specimens was conducted. The specimen 
configuration is shown in Fig. 2. After 
tensile strain was applied, the specimen 
was unloaded and cementite cracking was 
observed. Extensometer gauge 
displacement at unloading was 
determined so that the maximum 
principal plastic strain at the minimum 
cross section is equal to 0.4. The 
displacement was estimated by a 
preliminary elasto–plastic FEA. An 
example of the numerical results is 
described as Fig. 3. The results show that 
the maximum principal plastic strain and 
stress change in the axial direction but are 
almost constant on each transverse cross 
section.  
 
The unloaded specimen was cut in the 
axis direction. The maximum principal 
plastic strain and stress are assumed constant along the transverse direction on the cut surface. The 
cracked cementite was measured by scanning the surface in the transverse direction by SEM 
observation after polishing and etching. The applied strain can be varied by changing the scanning 
location in the axial direction.  
 
The numbers of the cracked cementite particles were measured for the steels and conditions of 
temperature and strain. An example of the SEM images of the cracked cementite is shown in Fig. 4. 
Results of dependence of the number of the cracked cementite on the maximum principal plastic 
strain and the temperature for 10LM steel are shown in Fig. 5. The number of the cracked cementite 
is almost in proportion to the principal plastic strain. The results also show that the lower 
temperature makes the larger number of the cementite cracking.  
 
The cementite cracking might be regarded as stress-controlled fracture. However, the stress applied 
to a cementite particle is controlled by the applied strain of the ferrite matrix. It can be understood 
that the larger deformation resistance of ferrite matrix makes the larger applied stress in the 
cementite particle. Furthermore, total number of the cementite particles must be proportional to 
carbon content if cementite size distribution remains unchanged. 
 
Now, it may be rationalized that the number of cracked cementite particles is normalized by a 
parameter , which is defined as a product of the applied maximum principal stress  
(normalized by Young’s modulus ) and mass fraction of carbon  as 
 

 (1)
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Results of all the tests are shown in Fig. 6. Although a data scatter is found, the number of the 
cracked cementite particles mig  ht be approximated as 
 

5.04 10  (2)

 
where  is the number of the cracked cementite particles per unit area (1 mm2) and  is the 
maximum principal plastic strain. It is noted that /  is independent from the cementite particle 
thickness distribution. 
 
A ratio of cementite cracking  is defined as the number of the cracked cementite particles 
divided by the number of the all cementite particles per unit area. It is found that the ratio of the 
cementite cracking is higher in the steel with larger cementite size. Plots of /  related to 

%  (unit: mm) of each steel (see Table 3) are shown in Fig. 7. By fitting the relationship 
between /  and % , we obtain 
 

7.92 10 %  (3)

 
as indicated by the lines in Fig. 7. 
 
As a generalization of Eq. (3), the ratio of cementite cracking for arbitrary cementite particle 
thickness  (unit: mm) is expressed as 
 

1μm

        

Fig. 4 SEM image of cracked cementite  Fig. 5 Dependence of the number of cementite  
 (10LM, 0.2)  cracking on plastic strain and temperature 
 

  
Fig. 6 Number of cracked cementite normalized  Fig. 7 Ratio of cementite cracking normalized 
 by applied maximum principal stress and   by applied maximum principal stress  
 mass fraction of carbon   and mass carbon content 
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7.92 10  (4)
 
Stage (II). Propagation of crack in cementite 
into ferrite matrix  
 
Local fracture stress required for a propagation 
of a cementite crack into ferrite matrix was 
formulated by Petch [4]. We assume a fracture 
condition of Stage (II) as  
 

 (5)
 

 is a maximum normal stress on the 
{100}-plane of the ferrite grain because it is 
known that a cleavage fracture surface in a 
BCC polycrystal including ferrite-cementite 
steel are generally formed on a {100}-plane [9].  is calculated as  
 

max
, ,

∙ ∙  (6)

 
where  is a normal vector of the -th {100}-plane and  is a applied stress tensor.  
 

 in Eq (5) is the fracture stress of Stage (II) originally formulated by Petch [4] as 
 

4

1 1
√2

1 √

4
1 8

√

2√2

 (7)

 
where  is a Poisson’s ratio. The definition of  is slightly modified from the original one by 
replacing a ferrite grain diameter with a length of the dislocation line .  is a locking parameter 
in the Hall-Petch law and is assumed to equal 20.7 MPa mm1/2 based on our preliminary test.  
is effective surface energy and is given as 10 J/m2 [4].  is critical cementite particle thickness 
defined as 
 

1 1
√2

1

8
 

(8)

 
 is derived from a comparison of the sum of energy release rate of the crack and piled-up 

dislocation energy with the effective surface energy. The dependence of  on  and  is 
shown in Fig. 8. 
 
Stage (III). Propagation of cleavage crack across ferrite grain boundary 
 
We assume fracture condition of propagation of a cleavage crack across ferrite grain boundary as 
 

 (9)
 
where  can be calculated by the equation same as that for Stage (II), i.e. Eq. (6). On the other 

 Fig. 8 Dependence of fracture stress  on 
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hand,  is local fracture stress for Stage 
(III) formulated based on the Griffith theory, as 
 

1
 (9)

 
where  is a diameter of cleaved surface 
formed in Stage (II) and  is an effective 
surface energy for a cleavage crack in a ferrite 
grain to propagate across grain boundary. It is 
assumed that  depends on temperature 
because plastic deformation below cleavage 
fracture surface changes with temperature [10]. 
Temperature dependence of  is thus assumed based on the experimental results by San Martin 
and Rodriguez-Ibabe [11], as shown in Fig. 9. Although the figure shows steep increase at 
temperature higher than -70°C, the present study employs the value of  in the temperature 
range lower than -80°C.  
 
3. Development of Numerical Model  
 
Considering the fracture conditions of the three stages described in the previous section, a 
numerical model of the cleavage fracture initiation of ferrite-cementite steels is developed. 
Procedures of the modeling are described as follows. 
 
(a) A domain where the cleavage fracture initiation is possible to occur is defined as an active 

zone.  
(b) The active zone is divided by cubic volume elements of the same size. It is noted that the size 

of the volume elements must be larger than the maximum grain size. A schematic view of the 
volume element is shown in Fig. 10. 

(c) Ferrite grains are assigned at random in each volume element based on ferrite grain size 
distribution until sum of the volume of the assigned grains reaches that of the elemental volume. 
At the same time, crystallographic orientation of each grain is determined at random.  

(d) Cementite particles are assigned in each volume element based on cementite particle thickness 
(minor axis) distribution. The shape of the cementite is approximated as a prolate spheroid.  

(e) Macroscopic elasto-plastic FEA is performed based on true stress-strain curve and stress tensor 
and a maximum principal plastic strain at each volume element are evaluated at each step time. 
In the calculation, step time increments are defined for the evaluation of the cleavage fracture 
initiation at the same time. 

(f) The cleavage fracture initiation process based on the three stages is evaluated in each volume 
element for a time step as following (g) ~ (k). 

(g) For Stage (I), cracked cementite particle distribution is evaluated based on Eq. (4) by using the 
distribution of cementite particle thickness in the volume element.  

(h) For the stage (II), first, two ferrite grains (Grain A and Grain B) adjacent to the respective 
cracked cementite obtained in [g] are selected at random. Grain A and Grain B are used for the 
evaluation of  in Eq. (6) and  in Eq. (7), respectively. Assuming the location of the 
each cementite particle on the boundary of Grain B, the length of dislocation line  is 
determined. Then, the evaluation of fracture condition of Stage (II) is carried out based on Eq. 
(5) for all the combinations of the ferrite grains and the cracked cementite particles. If the 
fracture condition is satisfied, a cleavage crack is assumed to form in Grain A and the cleaved 
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grain is excluded in following time steps. 
(i) In the case that Stage (II) is satisfied, Stage 

(III) is then evaluated. First, an additional 
grain (Grain C) is selected at random. Then, 

 and  in Eq. (8) are respectively 
calculated by using Grain A and of Grain C, 
and the fracture condition of Stage (III) is 
evaluated.  

(j) Cleavage fracture is assumed to be initiated 
at the time when the fracture condition of 
Stage (III) is satisfied in any one of the 
volume elements. That is a “weakest link” 
assumption in this model. 

(k) If the fracture is not initiated, the 
calculations of (f) ~ (j) are carried out for the next time step. 

 
4. Simulation of Fracture Toughness Testing 
 
4.1  Experiment 
 
Three point bending test using notched specimens was conducted. The specimen was machined 
from the steels 10LL, 10LS, 5SL and 5SS, which were used in Section 2.2. Configuration of the 
specimen is shown in Fig. 11. Test temperature was changed between -150°C and -80°C. Loading 
rate was 1 mm/min. Notch opening displacement was measured by a clip gauge attached to the edge 
of the notch. 
 
Quasi-CTOD is introduced as a parameter to evaluate the fracture toughness. The quasi-CTOD is 
calculated by simply applying the CTOD estimation formula [12], as  
 

1
2

 (9)

 
where  is a stress intensity factor,  is a yield stress at a test temperature,  is the rotation 
factor (= 0.4),  is the width of the specimen (= 20 mm),  is the notch depth (= 7 mm),  is 
the distance of the notch opening gauge location above the specimen surface (= 0 mm),  is 
plastic component of the notch opening displacement. It is noted that the quasi-CTOD does not 
represent physical crack tip opening displacement but just represents intensity of deformation at the 
notch root. Critical values of the quasi-CTOD are used for a validation of the developed model. 
 
4.2  Model conditions 
 
In the procedure (a), the active zone is defined as a rectangular parallelepiped whose side lengths 
are 1.6 mm, 1 mm and 20.0 mm in respective directions of the width, the axis and the thickness of 
the specimen, based on the preliminary observation of the fracture initiation points.  
 
The size of each volume element in the procedure (b) is also defined as a rectangular parallelepiped. 
The side lengths are 0.2 mm, 0.167 mm and 0.2 mm in the respective directions. This is nearly 
equivalent to the size of a sphere whose diameter is 0.25 mm. The number of the volume elements 
is 6,000 in the active zone as a result.  

Grain

Active zone of
cleavage fracture initiation

Cementite

Volume element

Notch root

Fig. 10  Modeling of volume element 
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In the procedures (c) and (d), The ferrite grains and the cementite particles are assigned at random 
in each volume element based on their distributions shown in Fig. 13.  
 
A quarter-symmetry finite element model is used to obtain stress and strain distributions in the 
active zone in the procedure (e). Displacement is applied by the jig. The mesh division and an 
example of the calculated stress distribution are shown in Fig. 14. 
 
4.3  Results and discussions 
 
Comparisons of the experimental results and the prediction values of the critical quasi-CTOD are 
shown in Fig. 15. The predicted values show good agreements with the experimental results in all 
the steels. The variation of the predicted critical values under the same conditions is derived from 
the stochastic nature of the developed model, i.e., the toughness scatter is derived from the 
statistical size distributions of ferrite grains and cementite particles. It is obviously found that the 
transition curve of the critical quasi-CTOD is shifted to lower temperature for finer ferrite grain 
steel. In addition, the same tendency is found for smaller cementite particle steel. 
 
In the results of the respective steels, the predicted values reproduce the tendency that lower 
temperature makes lower values of the critical quasi-CTOD. The predicted values at high 
temperature are evaluated with high accuracy. On the other hand, the results at low temperature are 
underestimated in some cases. As causes of this result, an excessive cementite cracking in Stage (I) 
and accuracies of the effective surface energies  in Stage (II) and  in Stage (III) might be 
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pointed out. In order to improve this problem, modification of the formulation of the ratio of the 
cementite cracking considering the shape of the cementite particles, and quantitative and accurate 
estimations of  and  must be required. The maximum differences of the transition 
temperatures between the experimental results and the predicted values is however 15°C. Based on 
the aforementioned results, the validation and the effectiveness of the proposed model are found 
out.  
 
5. Conclusions 
 
A numerical model to quantitatively evaluate a cleavage fracture initiation in ferrite-cementite steel 
was developed. The model is based on the microscopic fracture process of the three stages; (I) 
formation of fracture origin by cementite cracking, (II) propagation of the cementite crack into 
ferrite matrix and formation of a cleavage crack, and (III) propagation of cleavage crack across 
ferrite grain boundary.  
 
The fracture conditions of respective stages were formulated. The fracture condition of Stage (I) is 
formulated as a ratio of cementite cracking based on experimental results of a tensile testing with 
notched specimens and SEM observation using steels with various ferrite and cementite sizes. The 
fracture conditions of Stage (II) and Stage (III) were formulated based on the concept of the fracture 
stress.  
 
In the development of numerical model, an active zone is defined and divided into volume elements. 
Ferrite grains and cementite particles are assigned based on their distributions into each volume 

   
(a)  10LL                                (b)  10LS 

 

   
(c)  5SL                               (d)  5SS 

 
Fig. 15  Comparison between experimental and numerical results of critical quasi-CTOD 
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element. Strain and stress at each volume element are evaluated by macroscopic FEA. Cleavage 
fracture is assumed to initiate at the time when the fracture conditions of the all stages are satisfied 
in any one of the volume element.  
 
The developed model was validated by three point bend testing of notched specimens using steels 
with various ferrite and cementite sizes. The numerical predicted values of fracture toughness show 
good agreement with the experimental results for all cases. It is therefore concluded that the 
proposed model is effective to predict the fracture toughness of ferrite-cementite steels.  
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Abstract  This is a study of plastic strain localization, temperature evolution, surface roughening and of the 
origin of these phenomena in polycrystals. First, a review on different techniques of coupled 
kinematic-thermal measurements is given, and the two-face set-up, after several technical improvements, 
was employed in our work. Thanks to this integrated optical system, the full-field strain and temperature of 
the aluminium oligocrystal specimen were measured simultaneously during a tensile test. And the coupled 
data was further proceeded by following some particular methodologies, namely the Lagrangian 
thermography and the crystallography-based field projection. The surface profile of the deformed specimen 
was measured by interferometric profilometer, which showed clearly that the specimen had been suffered a 
strong out-of-plane deformation during the test. This out-of-plane effect was highlighted in the temperature 
field as well as in the strain field, which brought considerable affections on the measurement precisions of 
temperature and in-plane strain. Further data analysis shows that the heterogeneity of the out-of-plane 
deformation is closely associated with the crystallographic structure of the material, and reveals that the 
grain boundaries and grain interactions during the deformation play an important role in the process of 
deformation, temperature and surface profile evolutions. 

 

Keywords  Strain heterogeneity, Out-of-plane deformation, Infrared thermography, Digital image 
correlation, Coupled measurement 
 

1. Introduction 
 
The polycrystalline metal is an aggregate of grains having a distribution of crystallographic 
orientations. During an applied mechanical loading, according to the different orientations and the 
influences from neighboring grains, some grains are submitted to a more important deformation 
than others, leading to local heterogeneous plasticity [1]. As known that when the metal is 
plastically deformed, a certain part of strain energy will be dissipated as heat, and the left will 
remain in the material. The latter, conventionally called stored energy, is associated with 
microstructure changes of material and was regarded as a sensitive indicator of damage evolution 
[2]. As a consequence, the study on “heat source” (or stored energy) needed to be linked with the 
material plasticity and microstructure evolution, and an experimental energy balance was expected 
to be built based on a full-field measurement of strain and temperature.  
 
Nowadays the full-field optical measurement techniques, due to its advantages in non-contact, 
full-field and scalability, become more and more popular. Among these techniques, DIC (Digital 
Image Correlation) and IRT (InfraRed Thermography) have attracted increasingly attentions, which 
can provide the full-field measurements of strain and temperature, respectively. The heterogeneity 
feature of the plastic strain occurring on polycrystal was well characterized by DIC [3, 4], as well as 
the heterogeneous temperature field observed by IRT [5–7]. For promoting a better understanding 
of heat source, a coupled kinematic-thermal measurement becomes a necessary.  
 
Recently, this anticipated coupled measurement has been realized, and it exists actually several 
different techniques, which can be classified according to their experimental set-ups: namely 
two-face measurement [8, 9], single-face measurement [10, 11] and one-shot measurement [12, 13]. 
In this paper we will also present our novel two-face measurement system, with its improvements in 
aspects of synchronization and spatial alignment. 
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Beyond these advances in aspects of technique, the research interest in this field appeared a 
noteworthy tendency: a transformation from macroscale to microscale [14, 15]. At the same time 
the role and importance of the microstructure were highlighted, which gave birth to a new 
methodology: microstructure-based full-field analysis [16, 17].  This method was applied on a 
polycrystalline material made of grown but still relatively small grains in the work [16]. Recently, 
some more simple and well-defined crystallographic structures, such as oligocrystal and bi-crystal, 
were tested [9, 11]. That certainly simplified the thermomechanical behavior of the material and 
thus facilitated a microstructure-based analysis. 
 
In this work the studied material is a pure oligocrystal aluminium specimen with a single layer of 
coarse grains. It will undergo a plastic deformation in a tensile test, being measured in real time by 
the fully-coupled optical system, which thus provides the strain and temperature fields. The surface 
profile of the deformed specimen will be also measured after the test by interferometric profilometer. 
The various data will be treated in Lagrangian coordination system and be projected on a 
crystallographic base followed by the results analysis and discussions. 
  

2. Coupled kinematic-thermal measurement 
 
2.1. Review of techniques 
 
To our knowledge, it exists actually four different experimental techniques that have been 
developed in the last few years for achieving the combined kinematic-thermal field measurements.  
Among them, each technique has its advantages and disadvantages, regarding on the studied 
material, measurement scale and expected precision. Nevertheless, it is important to note that IRT 
and DIC usually have contrast technique restraints, in particular on choosing the surface coatings 
for the specimen. IRT generally prefers a uniform coating with a very high emissivity, such as 
carbon black, thus an accurate infrared measurement can be conducted. On the contrast, DIC 
requires a very heterogeneous coating, such as speckled painting, for the purpose of tracking 
material points that should differ widely in gray levels. Several ways of achieving such a coupling 
are presented here. 
 
1) Two-face measurement 
 
Each imaging device (IR and visible camera) observes one face of the specimen [8, 9].  The main 
advantage of this set-up is that each technique has the flexibility to choose the surface coating for its 
own good without special constraints. This is very important concerning the measurement precision 
for each technique. The disadvantage of this set-up lies in the fact: for a thin, flat specimen being 
studied on a macroscale, it is assumed that the two faces of the specimen show virtually the same 
thermomechanical behaviors. But if thermal and kinematic fields are sought for comparison at the 
microstructural scale, this technique requires the microstructure to be the same on both faces. 
 
2) Single-face measurement 
 
Both IR and visible cameras observe the same face of the specimen. Two kinds of the experimental 
set-up can be found: 
 
a) Introducing an angle between the IR and visible cameras [11]. Generally this kind of set-up needs 
a correction of the image distortions introduced by the inclination of the camera with respect to the 
normal direction to the specimen surface. This angle should be as small as possible, but still 
restricted by the physical volumes of the cameras. 
 
b) Introducing a dichroic mirror [10]. The dichroic mirror, thanks to its filtering properties, 
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transmits the IR radiations towards the IR camera placed in the front of the specimen, and reflects 
the rest of the radiations towards the CCD camera located on the other side. This set-up can solve 
the image distortion problem, but the mirror may also introduce some experimental bias due to the 
transmission and reflection [16].  
 
A common problem for the single-face measurement is the coating for the specimen surface, which 
is desired to be heterogeneous in the visible vision and be homogeneous in the IR vision. A special 
coating developed in the work [10] meets such a characteristic. 
 
3) One-shot measurement 
 
A single IR camera is used to measure both kinematic and thermal fields on the same surface of the 
specimen. In other words, the IR images will be treated not only for IRT but also for DIC. This 
technique, called “one-shot measurement”, was recently developed in [12, 13]. The main advantage 
of this technique is that it needs neither synchronization nor spatial matching, thus any 
temporal/spatial bias between the kinematic and thermal fields can be avoided. However, the main 
problem with this method is that the DIC precision will be inevitably lowered as the IR camera 
cannot provide a comparable high-resolution sensor array as the visible camera. A decrease in 
performance should be also found in IRT because of a wide variation in emissivity on the surface 
coating, which serves for the point tracking of DIC. 
 
After an overview on the available techniques, the two-face measurement was chosen in this study 
for two reasons: 1) a high requirement on the measurement precision; 2) the oligocrystal specimen 
used in this work exhibits a quasi-identical microstructure on the two faces.  
 
2.2. Developments on “two-face” measurement 
 
In order to perform a precise and reliable two-face measurement, the two cameras should be firstly 
synchronized, and then a spatial alignment should be achieved on the two kinds of images produced 
by the IR and visible cameras, respectively.  

 
2.3.1. Synchronization 
 
The digital camera for DIC technique adopted in this work is the Elphel network camera (Elphel 
353), and the IR camera is the FLIR Titanium camera (SC7000). As there is no commercial trigger 
box available for synchronizing these two cameras, a micro-controller (Arduino Mega 2560) was 
thus employed for triggering them from external.  
 
The working principle of the micro-controller is to trigger the two cameras, by sending two periodic 
pulse signals, so as to command them function at the same moment. It is important to note that each 
camera has a time delay (the time period from receive the signal to take the image), which should 
be considered in the controlling program in order to assure that they take images on exactly the 
same moment. 
 
The time delay of FLIR camera was given by the manufacturer, which was as low as 2.8 μs. The 
time delay of Elphel camera, however, was unknown, and thus needed to be tested. To this end, a 
special free-fall test was designed in order to estimate this time delay. In this test, the two cameras 
observed the same zone on a background, a small object was dropped from the air to pass this 
common zone, and a position difference, due to the time delay, thus appeared in the two captured 
images. According to the distance and velocity, the time delay can be estimated.  

 
The results showed that the measured time delay of Elphel camera was 2.65 ms with a slight 
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deviation. After considering each time delay of the two cameras in the trigger program, the coupled 
measurement system can be synchronized.  

 
2.3.2. Reference target 
 
In the experimental set-up of the two-face measurement, the two cameras are placed face-to-face, 
each measures one face of the specimen. To set the two cameras observing on the same zone of the 
specimen is difficult, not to mention adjusting them perfectly perpendicular to the specimen 
surfaces. As a result, a spatial matching on the obtained IR and visible images cannot be reached.  

 
In order to solve this problem, a special target of reference was developed. This target was a 
perforated metal plate, with around 20 holes through the thickness and randomly distributed. Thus 
the target has two identical faces and the holes form a special pattern.  
 
Before the test the two faces of the target will be observed by IR and visible cameras, respectively. 
Thus it offers two visions of the target: one in IR image and the other in visible image. Each of them 
will be correlated to the analytical model of the target, and further to be deformed by the estimated 
transformation functions so as to reach the spatial matching with the analytical model.  
 
Figure 1. shows an example of the overlay of the targets from IR and visible images: (a) before 
spatial correction; (b) after spatial correction. It shows clearly that the unmatched holes in image (a) 
are superposed in image (b) after the spatial correction. The transformation functions applied in this 
example are an affine transformation plus a B-spline transformation.  
 

 
 

Figure 1. Overlay of the IR and visible images: (a) before spatial correction (b) after spatial correction 
 
An affine transformation in Elastix is defined as: 

                            ctcxAxT  )()(                                (1) 

                 
where A is a matrix, c is the center of rotation and t the translation vector. The matrix A has no 
restrictions that means the image can be translated, rotated, scaled, and sheared. 
 
B-splines are often used as a parameterization: 
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coefficient vectors, σ the B-spline control point spacing, and Nx the set of all control points within 
the compact support of the B-spline at x.  
 
Since the two cameras are always fixed during the test and the target is placed at the same position 
as the specimen, so the correlation functions should be applicable for the specimen. Hence, the 
spatial alignment of the two faces of the specimen can be realized thanks to the reference target. 
 

3. Experimental procedure 
 
3.1. Specimen preparation 
 
An oligocrystal specimen that contains only about ten grains in a single layer was prepared. The 
average size of the grains can attain 15 mm in diameter, and the thickness of the specimen is 1.5 
mm. This type of oligocrystal specimen was prepared by the strain-annealing method [18, 19], from 
a very pure aluminium (purity 99.99%). The preparation of the oligocrystal specimens, following 
the strain-annealing method, required three steps.  
 
1. Specimens cut from the original metal sheet were annealed at 545 °C for 1 h. This first annealing 
allows removing of the residual stresses resulting from the manufacturing process. 
 
2. Annealed specimens were then stretched by around 3.5% longitudinal strain which corresponds to 
the ‘‘critical strain” value necessary to obtain, after a second annealing of re-crystallization, 
maximum grain size. 
 
3. Stretched specimens were finally annealed at 545 °C for 1 h. 
 
Concerning the two-face measurement, one important issue here is the identity of the crystallographic 
features of the two faces of the specimen. This point can be checked by overlapping the grain 
boundaries from the two faces. Figure 2. shows the grain textures of the two faces (face A for visible 
measurement and face B for IR measurement) and the overlay of the grain boundaries. The 
overlapping effect is, on the whole, satisfactory, in particular for the big grains in the middle.  
 

 
Figure 2. Grain textures of the two faces and the overlay of the grain boundaries 
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3.2. Test and measurements 
 
Before the tensile test, an in-situ calibration was carried out in order to calibrate the IR camera, and 
the reference target was also measured in advance.   
 
The tensile test was performed at room temperature and at a constant crosshead velocity of 1 mm/s.  
Strain and temperature were measured simultaneously by the two-face measurement system. The 
experimental set-up is shown in Figure 3. In the IR aspect, there was an enclosed box between the 
camera and the specimen for isolating the influences from environment; and for strain measurement 
a light made of LEDs was adopted to illuminate the specimen.       
 

 
Figure 3. Experimental set-up of the two-face measurement system 

 
The surfaces of the specimen were treated by depositing speckled painting for face A (strain 
measurement) and carbon black for face B (temperature measurement). Visible images were 
recorded by Elphel camera at 20 Hz with a resolution of 1712 × 1552 pixels. And IR images were 
recorded by FLIR Titanium camera at a frequency of 100 Hz with a resolution of 472 × 368 pixels.  
 
It is important to note that there is an apparent difference in the sampling frequency for the two 
cameras, one is 5 times lower than the other. This is owing to our strategy on the parameter setting, 
as the sampling frequency was considered a priority for IR camera and the spatial resolution for 
visible camera. In this case, the two cameras were not synchronized in a strict sense, but the 
micro-controller guarantees that each visible image has a temporal corresponding IR image. 
 
After the tensile test, the deformed specimen was measured by interferometric profilometer (Wyko 
NT1100) that provided the surface profiles of the two faces. Four marks on each face (see Figure 2) 
are the landmarks for the spatial alignment with the measured full-field strain and temperature. 
 
3.3. Data treatment 
 
First of all, the spatial alignment of IR and visible images was realized thanks to the reference target. 
Then, due to the fact that the visible camera has a lower sampling frequency, the visible images 
were interpolated linearly in order to produce the same number of images to the IR images. At this 
step, a data coupling, spatially and temporally, was done. 
 
DIC technique was realized by Elastix [20], an open source software. B-spline transformation was 
applied as the correlation function with a final deformation grid 32 × 32 pixels following a 
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multi-resolution strategy. IR images were proceeded by converting original Digital Level (DL) to 
temperature through a so-called Quantitative Infrared Thermography (QIRT) procedure [16]. In this 
procedure, a N points Non-Uniformity Correction (NUC) was applied in order to eliminate the 
radiometric artifacts [21].   
 
During the tensile test, as the two cameras were always fixed and the specimen had been displaced, 
thus the data recorded is in Euler coordination system. Since DIC provides the displacement 
information of the specimen and the kinematic-thermal data have been coupled, thus all IR images 
can be deformed so as to return to the initial coordination. This method is called Lagrangian 
thermography [10, 16]. The interest of performing Lagrangian Thermography is to follow the 
temperature evolution of each physical point of material, which is not evident when the material 
points are in the movement.  

 
Another special data treatment was applied is so-called crystallography-based full-field projection 
proposed by Seghir [16]. In this method, the strain, temperature and profile data were projected on a 
crystallographic base: the data were fitted as polynomials in units of individual grains. Thus the 
hypothesis made here is the physical discontinuity of polycrystal because of grain boundaries.      

 

5. Results and discussions 
 
5.1. Out-of-plane deformation and its influences on measurement 
 
The first noticeable phenomenon found in the results is that the specimen has suffered a strong 
out-of-plane deformation during the tensile test, as shown by Figure 4, the surface profiles of the 
deformed specimen. The two faces shows almost the same statistic results: the surface roughness 
average is about 70 µm, but the maximum height of the surface reaches around 700 µm regarding a 
thickness of 1.5 mm for the specimen. It is also interesting to notice that the two faces show a 
profile pattern similar and in opposite signs.  
 

 
Figure 4. Surface profiles of the deformed specimen 

 
This type of out-of-plane deformation has considerable influences on the in-situ full-filed 
measurements. For a 2D in-plane DIC system adopted in this work, the out-of-plane deformation 
brought inevitably errors on the image correlation. Figure 5(a). shows an error map (or residual 
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image) of DIC calculation for the last visible image (i.e., the final state of the deformed specimen). 
The special pattern observed in this residual image reflects the out-of-plane deformation, which 
changed the gray levels of the material points during the test in the light of the reflection effect.  
 
Concerning IRT, the non-plane surface of the specimen will change the apparent emissivity of the 
surface coating due to the varied incidence angles with respect to the IR camera [22]. The apparent 
emissivity can be changed and re-distributed heterogeneously corresponding to the deformed shape 
of the specimen. Figure 5(b). shows the temperature field of the specimen in the final state, derived 
from the last IR image after proceeding Lagrangian thermography. Comparing to Figure 5(a), a 
similar pattern can be remarked, globally and in some zones particular. This is due to the fact that 
the two faces of the specimen showed a very similar profile feature and the optical reflection effect 
influenced the two optical measurements, DIC and IRT, almost in the same way.  
 

 
 

Figure 5. Reflection effects caused by out-of-plane deformation demonstrated by:  
(a) Residual image of DIC (b) Temperature field  

 

Nevertheless, it is worthy to mention that this type of artifact due to reflection is not so important 
regarding the absolute errors it may introduce, but its influences can be much magnified when a 
relatively homogeneous strain or temperature field is involved. This is what happened in this test, 
especially for the temperature field, as aluminium has a very high thermal conductivity.      

 

5.2. Out-of-plane deformation and microstructure 
  
For oligocrystal specimen, because of the difference in crystallographic orientations, the grains were 
subjected to the stresses of different levels during the uniaxial tensile test. This stress heterogeneity 
led to a heterogeneous deformation process. In this process, grain boundaries, as the interfaces of 
different grains, played an important role.    
 
Comparing the surface profiles in Figure 4. with the initial grain texture in Figure 2, it is not difficult 
to find out that the most marked relieves, where the profile changes most abruptly, coincide with the 
grain boundaries. This point can be better investigated in the projection of full-filed measurements on 
a crystallographic base.  
 
Figure 6. shows the projection results of the strains (Exx, Eyy) and temperature at the final state of the 
specimen during the deformation. The interpolation, through second-degree polynomial fitting, was 
applied for each grain according to the grain texture provided by Figure 2.  
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Figure 6. The crystallography-based projection from the full-field measurements of:  
(a) Strain Exx (b) Strain Eyy (c) Temperature 

 
Both strain and temperature fields in Figure 6. demonstrate a heterogeneity, where the discontinuity 
of the grain boundaries is remarkable. This heterogeneity is mainly due to the out-of-plane 
deformation that is closely linked with the microstructure of the material. Nevertheless, a further 
analysis cannot be conducted unless the optical reflection effects can be quantified. This is one of the 
perspective studies in the near future.  
 
Another work undergoing is the study on the thermomechanical behavior of nickel single crystal by 
using the two-face measurement system. One of the greatest interests on studying single crystal is to 
establish a quantitative relationship between the stored energy, stress-strain state and microstructural 
changes of the slip systems that are activated. 
 

5. Conclusions  
 
1. An overview of technique possibilities of coupled kinematic-thermal measurement was given, 
and several advances in technique have been achieved in this work for building an advanced 
two-face measurement system. 
 
2. An aluminium oligocrystal specimen was measured during a monotonic deformation by the 
coupled optical system, which showed an important out-of-plane deformation. This kind of 
out-of-plane deformation has considerable affections on the optical measurements. 
 
3. Further investigation shows that the heterogeneity of the out-of-plane deformation is closely 
associated with the microstructure of material, and reveals that the grain boundaries and grain 
interactions during the deformation play an important role in the process of deformation, 
temperature and surface profile evolutions. 
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Abstract: Strengthening steel structures containing semi-elliptical surface crack with fiber reinforced 
polymer (FRP) can delay crack propagation, and increase the service life of structures. In this paper, carbon 
fiber laminate (CFL), which has independent intellectual property, was adopted to strengthen X80 steel plate 
containing a 3D semi-elliptical surface crack, and based on this study object, the surface crack propagation 
rule in the specimens was studied by experimental method under cyclic bending loads. The results show that 
3D semi-elliptical surface crack propagation rates in the crack length direction and crack depth direction can 
be described by corresponding Paris equation for the specimens strengthened with CFL, the constant 
coefficients in Paris equation can be obtained by fitting the data from fatigue crack propagation experiments, 
and stress intensity factor of the surface crack in steel plate strengthened with CFL can be obtained by 
numerical calculation with FEM. 

 
Keywords：3D surface crack, fiber reinforced polymer (FRP), fatigue crack growth, beach-mark, stress 
intensity factor (SIF) 

 

1. Introduction 
 
Surface crack is a common defect in oil and gas pipelines, offshore oil platform, aviation 

mechanical and other steel structures [1,2]. Such kind of crack is easy to propagation and results in 
shortage of service life, especially can bring catastrophic results. So many researchers have done a 
lot of studies on surface crack [3,4]. In order to improve service life of structures which contain 
surface crack, some researchers propose to strengthen structures with fiber reinforced polymer 
(FRP), and have studied the strengthening method and strengthening effect [5,6]. Liu et al [7] 
discussed the fatigue lives and stress intensity factors of steel plate containing through crack 
strengthened with FRP, and their results indicate that fatigues lives of steel plates strengthened with 
FRP can increase 1.3 times than that of non-strengthened steel plates, and stress intensity factors 
can be reduced by 28%~60%. Tsai and Shen [8] studied the aluminum alloy plate containing 
through crack strengthened by FRP, and their results show that two face sides strengthening can 
delay crack propagation obviously, and fatigue lives can increase 2.6 times than non-strengthened 
plates. C.C.LAM’s studies [9] show that stress intensity factors of through crack can be reduced by 
54% in steel pipe after strengthening by FRP. However, the research for propagation rule of the 
semi-elliptic surface crack in steel structure strengthened with FRP has not yet been reported. For 
this reason, in this article, propagation behavior of the three dimensional semi-elliptic surface crack 



in X80 steel plate strengthened with carbon fiber laminate (CFL) [10] was experimentally studied, 
and the stress intensity factor of the surface crack was computed by FEM method. 

 

2. Fatigue crack propagation experiments 
 

2.1 Specimens and pre-cracking 
Specimens are made of X80 steel, which is a kind of high strength pipe steel. The size of steel 

plate was: length H=110mm, width W=70mm, thickness B=8mm. The mechanical properties were: 
yield strength σ0.2=522MPa, Young’ modulus Es=200GPa and Poisson’s ratio νs=0.3. In the surface 
centre of the specimen, an artificial semi-elliptical crack starter is machined by electrical discharge 
machining, show in figure 1(a), and fatigue pre-cracking is carried out on testing system by 
three-point bending method. The maximum load Pmax of prefabricated fatigue crack can be 
calculated with the following equation [11] : 
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Where, S is the span of the specimen, and k  is set to 1.0 for pre-cracking, and 0.5 for crack 
propagation. If the fatigue crack cannot be initiated by crack starter under current load after several 
ten thousand cycles, the current load should be increase by 10% of the maximum load. The stress 
ratio for pre-cracking is R=Pmin/Pmax=0.1. Crack size for pre-cracking is approximately following 
the empirical equation: 
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Where, a0 and c0 is initial depth and initial length of the surface crack. Based on Eq.(2), initial 
crack depth a0 can be estimated by observation and controlling initial crack length approximately to 
2c0. 

 
(a) Non-strengthened specimen           (b) Parametric angle for the crack 

Figure 1. Steel plate specimen with a semi-elliptical surface crack 
  

After pre-cracking, CFL was bonded on the crack front side surface of the steel plate as shown 
in figure 2. The CFL has length H=90mm, width W=70mm, thickness tf =0.2mm, Young’ modulus 
Ef =230GPa and Poisson’s ratio νf =0.25. After 5~7 days for adhesive to solidify, then the specimens 



can be used in fatigue crack propagation experiments. 
Six specimens were tested in the studies. Three non-strengthened specimens were symbolized 

by S1, S2 and S3, and three strengthened specimens were symbolized by SC1, SC2 and SC3. 

 
(a) Plane view                            (b) Section view 

Figure 2. Strengthened specimen 
 

2.2 Experimental method 
The test was carried out on electro-hydraulic servo dynamic and static testing machine which 

produced by Changchun Institute of Testing Machine. The testing data, such as load, time, strain, 
and corresponding fatigue loading cycles, are recorded automatically. Fatigue loads applied by 
force control mode with sinusoidal wave, and a frequency of 15 Hz and a stress ratio of 0.1. Pmax 
and Pmin denote the peak load and volley load respectively, corresponding to N cycles applied on 
the specimen. The non-strengthened specimens were applied to the maximum load, Pmax, as 8.0kN, 
and the strengthened specimens as 9.5kN.  

For the measurement of crack depth and length, beach-mark method was used to obtain 
beach-mark boundary, as shown in figure 3. After a certain number of cycles of normal propagation, 
reduce the applied load to 2/3 of normal propagation load to slow down the propagation rate, then a 
clear striation will appear following the slow propagation. And repeating above procedures, more of 
striation, the beach-mark can be obtained. Based on this beach-mark, crack depth, a, and length, 2c, 
which is corresponding to a certain number of cycles, N, can be easily measured, and then a~N 
curves and c~N curves, and fatigue crack propagation rate, da/dN and dc/dN, can be easily obtained. 
 

 
(a) Non-strengthened specimen S1 

 

 
(b) Strengthened specimen SC1 

Figure 3. Beach-mark on fracture surface of the specimens 



 

3. Propagation rates of 3D surface crack  
 
Three non-strengthened specimens（S1, S2, S3）and three strengthened specimens（SC1, SC2, 

SC3）were tested in fatigue crack propagation experiments by adopting experimental method in the 
above Chapter 2, and fatigue crack propagation curves (a～N curves) of each specimen were 
obtained. 

Based on the research results from the other metal materials, we assume that the propagation 
rates, da/dN and dc/dN (mm/cycles), of the surface crack in X80 steel plate strengthened with CFL 
and non-strengthened specimens all can be described by Paris formula [11] as, 

Lm
cL KC

dN
dc )(Δ=                                    (3) 

Dm
aD KC

dN
da )(Δ=                                    (4) 

Where, CL, CD, and mL, mD were material constants, ΔKc and ΔKa (MPa·m1/2) were the amplitude 
values of the stress intensity factors of the surface crack (ΔK=Kmax-Kmin), whereas the stress 
intensity factor K can be calculated by Newman-Raju formula [2] for the non-strengthened 
specimens, but for the strengthened specimens, it has need to use the FEM [12]. 

Based on the test data obtained from the non-strengthened specimens S1, S2 and S3, and 
strengthened specimens SC1, SC2 and SC3, the relationship of ΔKc and dc/dN, ΔKa and da/dN were 
obtained and shown in figure 4 and figure 5. 

 

    
          (a) non-strengthened specimens          (b) strengthened specimens 

Fig.4 Relationship between ΔKc and dNdc /  
 
Fitting the data to Eq.(3), the average of CL, and mL were determined, and the fatigue crack 

propagation equations in crack length direction for non-strengthened and strengthened specimens 
were as follows: 

          87.213 )(1016.2 cK
dN
dc

Δ×= − , for non-strengthened specimens                (5) 



52.520 )(1037.2 cK
dN
dc

Δ×= − ,   for strengthened specimens                (6) 

In surface crack length direction, the above two equations show that strengthened with CFL 
can change the crack propagation coefficient C and the index m in Paris law. The crack propagation 
coefficient C decreases, while the crack propagation index m increases. 

In surface crack depth direction, there is no obvious regularity for the relationship of ΔKa and 
da/dN for the non-strengthened specimens, shown in figure 5(a). This may be because the position 
of neutral axis in the non-strengthened specimens has been changing as crack propagation in depth 
direction, and this change has a great effect on propagation rate. But the relationship of ΔKa and 
da/dN for the strengthened specimens agrees well with Paris law as shown in figure 5(b). This is 
because the position of neutral axis in the strengthened specimens became more stable than that of 
the non-strengthened specimens.  

Fitting the data to Eq.(4), the average of CD, and mD were determined, and the fatigue crack 
propagation rate equation in crack depth direction for the strengthened specimens was as follows: 

                           66.07 )(1028.4 aK
dN
da

Δ×= −                              (7) 

 

   
(a) Non-strengthened specimens                     (b) Strengthened specimens 

Figure 5. Relationship between ΔKa and da/dN for strengthened specimens 
 

4 Conclusions 
A method of combination of experiment and numerical analysis was applied to study the 3D 

semi-elliptical surface crack propagation rule in non-strengthened and strengthened steel plate with 
carbon fiber laminate (CFL), and the main results are as follows: 

1) Strengthening with CFL can reduce fatigue crack propagation rate, and increase fatigue life 
of the specimen.  

2) 3D semi-elliptical surface crack propagation rate in crack length direction can be described 
by corresponding Paris equation. The constant coefficients in Paris equation can be obtained by 
fitting the data from fatigue crack propagation experiments, and stress intensity factor can be 
obtained by numerical calculation with FEM. 

3) Beach-mark method was a better way to obtain data like the change of crack size in fatigue 



surface crack propagation. 
4) Crack propagation rule in crack depth direction in non-strengthened specimens do not accord 

with Paris law, while after strengthened with CFL, the crack propagation rule go back to accord 
with Paris law. The mechanism to be further discussed. 
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Abstract: Semi-elliptic surface crack is the common defect in metal structures. To ensure the structural 
integrity and security, the new material such as fiber reinforced polymer (FRP) was adopted for 
strengthening and repairing. In this paper, three dimensional semi-elliptic surface crack in X80 steel tension 
specimen strengthened with carbon fiber laminate (CFL) was studied, and numerical analysis was 
undertaken by Abaqus finite element software to study the stress intensity factor (SIF, KI) of the surface 
crack for CFL reinforcement effect. The results shown that, strengthening by CFL reduced the stress 
intensity factors of semi-elliptical surface crack significantly; Crack shape ratio a/c and crack relative depth 
a/B had a great effect on stress intensity factors of strengthened specimen; An expression for calculating 
stress intensity factors of semi-elliptic surface crack under strengthening condition was obtained by adopting 
MATLAB software. 
 
Keywords: surface crack, fiber reinforced polymer (FRP), stress intensity factor (SIF), numerical analysis 
 

1. Introduction 
 

With the development of society, the steel structure has been widely used in all kinds of 
engineering construction, such as oil and gas pipelines, bridges, marine oil platform and so on. In 
the process of long-term use, it will inevitably produce some defects in steel structure, such as 
surface crack, under the influence of environmental conditions and external load. Surface crack 
propagation will bring a lot of potential safety problems to engineering facilities. In recent years, 
scholars from home and abroad carried out a number of studies [1,2], and to the strengthening with 
crack repair technology have also made some progress [3-8]. Edberg et al [3] made some 
experimental studies to research the properties of I-font section steel beam strengthened with FRP 
using several different kinds of reinforcement scheme, the results show that the stiffness of the steel 
after strengthening increased by 23%, the ultimate bearing capacity increased by 42%. Nicholas 
G.Tsouvalis et al [4] conducted experiment and the finite element method to study the steel 
structures strengthened with composite. The results show that the bonded composite materials can 
effectively reduce crack propagation rate, the fatigue life of specimen increased by 74% or more. 
However, the research for stress intensity factor of the semi-elliptic surface crack in steel structure 
strengthened with FRP has not yet been reported. For this reason, in this paper, three dimensional 
semi-elliptic surface crack in X80 steel tension specimen strengthened with carbon fiber laminate 
(CFL) [9] was studied, and numerical analysis was undertaken by Abaqus finite element software to 
study the stress intensity factor (SIF, KI) of the surface crack for CFL reinforcement effect. 
 

2. Finite element model 
 

Research object in this paper was the 3D semi-elliptical surface crack in the center of the 
rectangle X80 steel plate. The steel plate was strengthened with carbon fiber laminate (CFL) in 
front side invented by this research group [9], and was subjected to uniform tension load of 100MPa 
on both ends, shown in Figure.1 and Figure.2. Where, the size of X80 steel plate was: length 



 

H=90mm, width W=70mm, thickness B=8mm, Young’ modulus Es=206GPa and Poisson’s ratio 
νs=0.3. The CFL has length H=90mm, width W=70mm, thickness tf =0.2, 0.4, 0.6, 0.8, 1.0mm, 
Young’ modulus Ef  =230GPa and Poisson’s ratio νf =0.25. Surface crack shape ratio a/c=0.4, 0.6, 
0.8, and relative depth a/B=0.1, 0.2, 0.3. 

 

 

(a) Steel plate with surface crack                    (b) Parametric angle for the crack 
                     Figure 1. Steel plate with surface crack under tensile load 
 

 

   
 

 

 

Figure 2. Steel plate strengthened with CFL 

 

Finite element software Abaqus was used to establish the model for calculating the stress 
intensity factor of the semi-elliptical surface crack in different strengthening conditions. Due to 
symmetry of the analysis object, only one-quarter of the steel plate was analyzed. Two symmetrical 
surfaces of the model were restricted by symmetrical boundary conditions. In this analysis model, to 
avoid incompatible situations between CFL elements and crack front elements in front side 
strengthening, in the same time, to make the results comparable, steel plate and CFL were meshed 
using the three-dimensional elements. Around the crack tip area, a total of 11 layers elements were 
created. The first layer was wedge elements, and other 10 layers were hexahedral elements, there 
were totally 132 elements, shown in Figure. 3(a). Along the semi-elliptical curve, 20 equal parts 
were divided, which means there were 20 groups of elements and totally 2640 elements in the crack 
tip, shown in Figure. 3(b). The whole finite elements model was shown in Figure. 3(c), and there 
were totally 25932 elements. 
 



 

 

(a) crack front 
            
     

  
 
 
 
 
 
             (b) crack surface                              (c) whole model 

Figure 3. Meshes of the FEM model 

 

3. SIF of 3D surface cracks 
 
3.1 SIF of crack in non-strengthened steel plate 

Finite element analysis for stress intensity factor (SIF, KI) of 3D semi-elliptical surface crack in 
non-strengthened steel plate was compared with that obtained by the Newman-Raju equation to 
prove the effectiveness of the FEM method in this paper. 

For finite element calculation, due to 11 layers of elements were meshed at the crack tip, the 
corresponding SIF obtained by contour J-integration at every point in front of the crack. Generally, 
the calculated values of the inside layer had a larger fluctuation, compared with that of the outer 
layer. In default situations, the results were outputted by the software Abaqus from the inner layer. 
Therefore, at least 6 SIFs were obtained at each point in front of the crack to insure the accuracy. 
The relatively stable value of the outer layer was selected as the final SIF. 

SIF of three a/c ratios and three raletive deepth a/B of the surface crack were calculated using 
the above FEM method and Newman-Raju equation were shown in Figure.4. From this Figureure, 
the finite element analysis results agreed well with that of the Newman-Raju equation in generally, 
the average relative error is less than 3%. 

The minimum relative error was 0.38% when
ο90=θ . There was a larger error near 

ο0=θ  
especially when the crack was shallower (a/B is smaller) and flatter (a/c is smaller). The maximum 
relative error was 7.8% when a/B=0.1, a/c=0.4 and

ο0=θ . When the crack was shallower, flatter 
and the centrifugal angle was smaller (a/B, a/c, θ  was smaller), the relative error was larger. This 
was caused by the default conditions that the whole model was in plane strain state during the finite 
element analysis. However, it was in fact in plane stress state near the surface of the steel plate 
which caused greater relative error around 

ο0=θ  and also caused larger relative error when a/B 
and a/c were smaller. The results show that the above method of calculating the SIF of 3D surface 
cracks in steel plates using Abaqus was effective and available. 



 

 
Figure 4. Computing values of KI by FEM and Newman-Raju Eq. 

 
3.2 SIF of crack in steel plate strengthened with FRP 

In front surface strengthening (shown in Figure.2), the calculation values of SIF of 3D surface 
crack with tf =0, 0.2, 0.4, 0.6, 0.8, 1.0 when a/B＝0.2，a/c＝0.6 were listed in Figure.5. This Figure 
shown that the SIF generally decreased by 21% in front surface strengthening compared with that of 
non-strengthening (tf =0). As shown in Figure.5, the strengthening effect decreased as the angle 
changing from 0°to 90°, such as the reduction of stress intensity factor was the most (54.9%) when 
tf = 0.2 and θ =0°, and the stress intensity factor to reduce small (20.6%) when θ =90°.  This is 
because that the displacement between the upper and the underside of the crack was restricted by 
the CFL bonded to the surfaces. Therefore, the closer distance to the surface of the steel was, the 
better effect of the reinforcement was otained, where, the SIF on the surface of the steel was 
reduced most. Furthermore, the decreasing degree of SIF became smaller as the increasing of the 
thickness of CFL. That means overabundance of FRP caused material waste. The calculation values 
of SIF of the surface crack by FEM had the same properties when the shape and relative depth 
changed. 
 

    
Figure 5. Computing values for KI                Figure 6. Relationship between KI and tf  

 



 

The strengthening effect was lowest when θ =90°. For safety (conservative) considerations, 
the series was chosen as the calculation reference values in strengthening design. Therefore, 
functions of SIF and different thickness of CFL when θ =90° were simulated as: 

                    ( )°=≥−=
=

90,049.2 29.0
090, θ

θ ffI ttKK o         (1) 

Where, KI was the stress intensity factor (SIF), which unit was MPa·m1/2; tf was the thickness of 
FRP which unit was mm; K0 was the stress intensity factor without strengthening (tf =0). 

The SIF was gradually decreasing as the increasing of the thickness of CFL in front surface 
strengthening from Figure.6, and becoming flat after tf ≥0.6mm. 

 
3.3 Effect of crack parameters on KI 

3.3.1 Effect of a/c 

To discuss the effect of crack shape ratio a/c on KI, the relative depth a/B was supposed to be 
invariable in FEM analysis. The curves of KI in front side strengthening were listed in Figure. 7 
when tf =0.2mm, a/B=0.2，a/c=0.4, 0.6 0.8. The strengthening effect was better from Figure.7, 
while a/c was larger, the effect was weaker. For example, strengthening effect was 26.1% when 
θ =90° and a/c=0.4, and that was 20.6% and 16.1% when a/c=0.6 and a/c=0.8 respectively as 
shown in Figure.8. It can be considered as a/B was invariant, a/c was larger, c was lower, and the 
interaction region between FRP and surface crack was shorter, the function of FRP was smaller.  

 

   
Figure 7. Effect of a/c on KI             Figure 8. Effect of a/c on KI for θ =90° and θ =0° 

 
3.3.2 Effect of a/B 

To discuss the effect of the relative depth a/B on KI, the shape ratio a/c was supposed to be 
invariable for FEM analysis. The curves of KI in front strengthening were listed in Figure. 9 when tf 

=0.2, a/c=0.4，and a/B was equal to 0.1, 0.2 and 0.3. The strengthening effect in front side 
strengthening was better, while a/B was larger, the effect was weaker. As shown in Figure.10, the 
reinforcement effect can be reduced when a/B<0.3 and θ =90°, but the reinforcement effect will 
increase when a/B >0.3 and θ =90°. For example, the effect of reinforcement was 32.1%, 26.1%, 
24.8%, 25.9% and 28.1% when a/B was equal to 0.1, 0.2, 0.3, 0.4 and 0.5 respectively near θ =90°. 
It was because that the increasing of the crack depth caused further distance from CFL to the crack 



 

tip, and the resistance to crack development was weaker when the CFL was bonded to the front side 
surface.  

 

   
Figure 9. Effect of a/B on KI           Figure 10. Effect of a/B on KI for θ =90° and θ =0° 
 

4. Expression for KI 

 
In order to facilitate the calculation of SIF for the 3D semi-elliptical surface crack in the center 

of the rectangle steel plate strengthened with FRP, and very convenient for engineering application, 
based on the analysis results of a large number of finite element calculation, the mathematical 
software Matlab was used to fit the calculation expression of SIF, and get the expression as follows:  

               ⎟
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(3)  
Where, cap /= , Baq /= , )1ln( 25.0

ftt += , θsin=r , 0.1/0 << ca , 0.1/0 << Ba , 

5.0/2 ≤Wc , οο 900 ≤≤ θ . 
Comparing the calculating values by equations (2) and (3) with the data from FEM, it is shown 

that the average error is within 3% and the fitting result is reasonable. 
 

5. Conclusions 
 
    Finite element software Abaqus was applied to study the stress intensity factors (SIF) of 3D 
semi-elliptical surface crack in rectangle steel plate strengthened with CFL, and the strengthening 
effects were discussed. The conclusions were as follows: 



 

(1) Front side strengthening reduced the stress intensity factors of 3D semi-elliptical surface 
crack significantly, but the increasing amplitude of strengthening effects decreased gradually with 
increasing of thickness of CFL. 

(2) Crack shape ratio a/c had a great effect on front side strengthening, and its effect decreased 
with the increasing of a/c. 

(3) Crack relative depth a/B also had some effect on front side strengthening. The 
strengthening effect decreased with the increasing of a/B. The strengthening effect can be reduced 
when a/B<0.3 and θ =90°, but the strengthening effect will increase when a/B >0.3 and θ =90°. 

(4) An expression for calculating the stress intensity factors of semi-elliptic surface crack 
under strengthening condition was proposed by adopting MATLAB software. 
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Abstract  The residual stresses in materials have a considerable effect on the mechanical properties, 
including creep and failure behaviour. Due to elastic and plastic anisotropy, differently oriented 
grains will exhibit different mechanical responses for a given macroscopic stress, leading to a 
variation of stresses within the grains. Experimental studies of meso-scale residual stress evolution 
can be used to validate crystal based plasticity and hardening models. In this paper, a self-consistent 
model and a simple multi-bar system are employed to determine how the evolution of the residual 
stress field depends on the constitutive assumptions for the individual grains. This framework has 
been used to evaluate data for the lattice strain evolution in 316H stainless steel measured from 
neutron diffraction experiments. A suitable model is identified, which captures the macroscopic 
response of the material and explains the way in which the meso-scale residual stresses evolve. The 
good agreement achieved between the self-consistent model and experiment demonstrates that this 
model reasonably reflects the mechanical physics of 316H stainless steel, and may help improve our 
understanding of the influence of the residual stress on the fracture and failure behaviour. 
 
Keywords  Residual stress, Self-consistent model, 316H stainless steel, Neutron diffraction 
 

1. Introduction 
 
Residual stresses developed within grains of a polycrystalline material have a considerable effect on 
material properties, including load carrying capacity, creep and crack initiation and propagation [1]. 
Thus, understanding the distribution and the evolution of residual stresses is vital to assessing the 
performance of engineering components. Elastic and plastic anisotropy of the differently oriented 
grains results in a variation in the mechanical response of different grains and the development of 
meso-scale intragranular residual stresses [2,3], i.e. the stresses within the grains. The development 
of these residual stresses depends on the detailed flow, hardening and recovery laws for the different 
slip systems in the body. A number of techniques have been developed for measuring residual 
stresses (or residual elastic strains) in a body. Neutron diffraction can provide information about the 
residual elastic strains in different families of grains within the bulk of a polycrystalline sample. 
Availability of the data offers the opportunity to identify the most appropriate forms of constitutive 
relationships for the individual grains, which can then be used to predict the evolution of residual 
stresses and the macroscopic material response under complex thermo-mechanical loading histories.  
 
Various models have been proposed or developed to predict quantitative and qualitative features of 
the elastic-plastic behaviour of polycrystalline materials, such as Taylor model [4], which assumes 
that all grains experience identical strain, but elastic anisotropy plays no role. Self-consistent 
models which employ solutions of the classical Eshelby inclusion problem [5,6], have been 
employed extensively to describe the structure-property relationship of materials. Examples of this 
approach are given by Kroner [7], and Budiansky and Wu [8] to describe the effect of misfit strain 
on plastic deformation. However, the inclusion is simplified as being elastically isotropic and with 
the same properties as the matrix. Self-consistent models, suggested by Hill [9] and Hutchinson [10], 
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incorporate a more elaborate description of single crystal behaviour for calculating the stresses and 
strains in the individual grains, but with no physical description of work hardening. The physical 
characterization of work hardening is discussed by Kocks and Mecking [11], based on dislocation 
multiplication and the evolution of dislocation density. Lagneborg’s dislocation link length model 
[12] provides a more detailed description of the dislocation structure and evolution of the structure 
based on Orowan bowing [13] and recovery of the dislocation structure.  
 
In this paper, a self-consistent model is developed to consider both elastic and plastic anisotropy of 
the polycrystalline grains. A hardening model is described based on Lagneborg’s dislocation link 
length model. A simplified multi-bar representation of the polycrytsal is also described. Both these 
models are used to predict the elastic-plastic responses and the development of meso-scale residual 
stresses of a Type 316H stainless steel under uniaxial tensile loading. These models are validated 
using elastic lattice strain and residual lattice strain data obtained by the neutron diffraction 
technique. A detailed description and explanation of the experiment is presented in the companion 
paper [14]. The ability of these models to capture the observed response is discussed. 
 
2. Formulation of the self-consistent model 
 
In the self-consistent approach, each individual grain of a polycrystalline material, is regarded as a 
spherical inclusion in an infinite homogeneous matrix with the average macroscopic properties [7,8]. 
The purpose of the Eshelby based deformation model is to establish the relationship between the 
local individual grain-scale responses and the polycrystal aggregate response. 
 
2.1. Model of elasticity 
 
Eshelby obtained the solution for the elastic field of a misfitting (with a stress-free transformation 
strain t ) ellipsoidal homogeneous inclusion embedded in an infinite isotropic matrix of the same 
elastic constants. The total strain in the inclusion is linked by the transformation strain and a 
6th-order tensor iS relating the final constrained inclusion shape to the original shape mismatch 
between the matrix and the inclusion, and is only dependent on the geometry of the inclusion and 
Poisson’s ratio of the medium [5,15]. For an inhomogeneity (a single inhomogeneous grain in the 
model) with different elastic constants containing a transformation strain t a , its elastic field can be 
simulated by an equivalent homogeneous inclusion with a properly chosen transformation strain *t . 
Given a macroscopically applied stress , the relationship between the real transformation strain in 
the inhomogeneity and the virtual transformation strain in the equivalent inclusion can be derived as 

       1 1 1 *t a a i a i i i tC C T C C I S S  
               

                 (1) 

where ,a iC C are respectively the stiffness matrices of the grain and the surrounding matrix. T is 
the orientation matrix of the grain described by the three Euler angles. I is the unity matrix. If the 
deformation is fully elastic, i.e. 0t a  , *t can be solved and the relationship between the applied 
stress and the grain stress and strain can be established 

         
111 1 1 1 1a i i a a i aI S C C C C I T H T  

                          
           (2) 

         
111 1 1 1 1a i a i a i i i aC C C C C S C T K T  

                    
           (3) 

where          
111 1 1 1 1a i i a a iH I S C C C C I
                    

 and 
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111 1 1 1 1a i a i a i i iK C C C C C S C
             

 

 
2.2. Model of plasticity 
 
The expression of the transformation strain in the grain has been considered to be the plastic misfit 
strain between the grain and the matrix in the same coordinate [7,8] 

ta p T pT E                                      (4) 
where p is the local plastic strain in the grain and pE is the polycrystal plastic strain obtained by 
the volume average over all the grains with possible orientations. In Eq. (1), if 0t a  , i.e. the 
material is plastically deformed, a relationship between *t and the real plastic misfit strain ta can 
be obtained by macroscopically unloading the sample (i.e. setting 0  ). Further, the residual 
stress in the grain ( aX ) can be derived as a function of the plastic misfit strain ta  

       11 1a i i a i i a i i t aX C I S C C S C C S 
 

   
                 

 (5) 

 
2.3. Crystal based plasticity model 
 
Plastic deformation is the glide of dislocations on multiple slip systems [11,16]. Following the 
classical crystal plasticity model [16,17], the shear strain rate (  ) of a slip system ( 1 ~ m  , 
m: total number of slip systems) is related to the resolved shear stress (RSS,  ) and the critical 
resolved shear stress (CRSS, crss

 ) of the corresponding slip system by the power-law relationship 

0 sgn( )
t

crss


 



  


                                (6) 

where 0 is a reference shear strain rate and t is the rate sensitivity exponent. As t  this 
constitutive response of each slip system is consistent with rate-independent deformation [17]. In 
the computations here a value of t=600 is used to provide a response that is essentially rate 
independent for the timescales employed in the simulations. If 1 2 3( , , )n n n n    is the normal 
direction and 1 2 3( , , )s s s s    is one of the slip directions associated with the slip system , the 
shear strain rate  on this slip system provides a contribution to the plastic strain rate given by: 

( )sym n s                                       (7) 

where  is the Schmid factor of the slip system, which also links the RSS with the stress of each 
individual grain [16,17]. The total plastic strain rate is the sum of  over all the slip systems 

      p   

 

                                    (8) 

The controlling parameters for slip are the CRSS and the hardening law. The initial CRSS is 
assumed to be the same on all slip systems and it is taken to evolve as [9] 

iji j
crss

j
h      with     1ij ijh h q q                   (9) 

where ijh is the rate of strain hardening on slip system i  due to a shearing on slip system j [16]. 
The summation is over all active slip systems. h is the hardening coefficient dependent on the 
previous deformation history and q is a factor determining the degree of latent hardening: q=0 
provides only self-hardening, q=1 represents Taylor hardening, and q>1 gives stronger latent 
hardening. For latent hardening, the range of q has been reported to be 1<q<1.4 [17,18]. As for the 
coefficient h, the specific form needs to be given by the physical hardening model. 
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2.4. Dislocation link length based hardening model 
 
The strain hardening effect is physically characterized by the motion of mobile dislocations. The 
dislocation link length model originally proposed by Lagneborg [12] offers a reasonable illustration 
of such an effect. A dislocation link is defined as the segment between two pinning points 
(dislocation junctions or other obstacles). The hardening behaviour is characterized by the evolution 
of the distribution of dislocation link lengths associated with a particular slip system. 
 
2.4.1. The structure of dislocation link distribution 
 
In the model, the dislocation structure can be described as a population of dislocation links with 
spacing occurring as a spectrum of lengths, i.e. a 3D dislocation network [12]. The distribution of 
link lengths in the network is described by an instantaneous distribution function ( )  , defined 
such that ( )d   equals the number of links per unit volume with lengths between and d  . 
The detailed form of the distribution function can be expressed as [19,20] 

22( ) BA e                                   (10) 
where A and B are two constants which evolve during deformation. A typical distribution is shown 
in Fig. 1(a), as a truncated Weibull distribution. th is the threshold or the current maximum link 
length on a slip system, directly related to the current CRSS on the corresponding system. 

th
crss

Gb


                                  (11) 

where   is a dimensionless constant determining the strength of an obstacle, G is the shear 
modulus and b is the value of Burgers vector. The truncation in Fig. 1(a) indicates that no links 
longer than the threshold links can exist in the complex network without recovery. Thus the total 
number (N) per unit volume and the total density (  ) of dislocation links can be expressed as 

0
( )

thN d

       and   

0
( )

th d N


                  (12) 

where is the average link length, or mean free path of dislocation motion [12,21,22]. Meanwhile, 
a constant volume boundary condition is required and expressed as [12,21] 

3

0
( ) 1

th c d


                                  (13) 

where c is a geometric constant close to 1. 
 
2.4.2. The dislocation unzipping movement 
 
In Lagneborg’s model, dislocation motion is described as long waiting times at the obstacles and 
occasional spurtlike movements of dislocation links between obstacles [12]. Thus at any instant, all 
the dislocations in the network can be considered as immobile and held up at obstacles. At a certain 
stress, dislocation links with the threshold length will be released and become mobile. They 
overcome the obstacles and then continue to glide and sweep out an area before being blocked and 
partitioned into shorter links by adjacent obstacles in the network, which become immobile again 
(Fig. 1b). If the area swept out by each released dislocation link is s, the shear strain rate is [12,22] 

mbsN                                    (14) 

where mN is the release rate of mobile links, which is related to the current value of CRSS and its 
rate of increase. The expression of s is complicated and not reproduced here. The Orowan bowing 
[13] process was assumed in Lagneborg’s original model, where the released links expand to 
circular loops and the area is assumed to be 24 . However, such encircling movement is often the 
characterization for strong obstacles (large ) and the spatial distribution of obstacles is always a 
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random array for a wide range of strengths [23]. A consecutive release process (Fig. 1c) is observed 
for weak obstacles (such as forest dislocations), which is commonly referred to as an unzipping 
mechanism [23]. Although it describes a release process by links with various lengths besides the 
threshold one, it is assumed that this does not influence the activation criterion of the release 
process in the model, but only offers a greater sweeping area than the original Orowan bowing 
process. The sweeping area in the model is assumed to be a circular arch and the averaged distance 
a link can reach is proportional to  but needs to be determined by fitting with experimental data. 
 

 
                (a)                            (b)                       (c) 

Figure 1. (a) Truncated Weibull dislocation distribution; (b) A schematic diagram of the kinetic motion of 
dislocation links before and after release, where the solid points are obstacles, e.g. dislocation junctions on 

other slip planes; (c) Unzipping movement of a dislocation which glides on a slip plane [23] 
 

The evolution of the dislocation distribution function updates two state variables in the model: (1) 
the local threshold link length; (2) the global dislocation density. The dislocation multiplication is 
described by the generation and disappearance of links, which can be separated into different stages 
such as release, expansion and cut. The detailed model derivation for the structure evolution is not 
shown here. Finally, the relationship between the shear strain rate and the CRSS rate of increase on 
a single slip system can be derived from Eq. (14) as 

( , , )crss crssf                                   (15) 

Compared with Eq. (9), 1 / ( , , )crssf h     is the hardening coefficient. In the simulation, a 
simple linear hardening is considered, which is given by an assumption that the total unzipped link 
length in a slip system and the link length at which the distribution function has the maximum value 
are proportional to the threshold link length. The model gives a range of linear hardening 
coefficients obtained by the variation of different parameters such as the obstacle strength . 
However, the coefficient as a whole is treated as a fitting parameter in the simulation, but its value 
must lie within a physical range for this model to hold.  
 
3. A simplified multi-bar system 
 
A simplified and straightforward 1D multi-bar system which captures the general structure of the 
self-consistent model was established. The general structure the system is shown in Fig. 2. Taking 
an face centred cubic (fcc) material as an example, all the thick bars (with the properties of single 
cubic grains with their specific orientation and with equal cross-sectional area) are representative 
components of the isotropic polycrystal and their average response gives the polycrystal behaviour. 
The small bar in the system represents a grain family, which does not influence the averaged 
behaviour of the system since its cross-sectional area is negligible. Therefore, this system 
demonstrates the framework of the basic structure of a self-consistent model, a single grain 
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embedded in an infinite matrix with the averaged isotropic property, despite the difference that the 
geometric feature requires equal strain for all the bars which is similar to a Taylor model.   
 
The elastic anisotropy for the multi-bar system is determined such that each bar has a different 
Young’s modulus along the loading direction related to the individual orientation. Whilst for the 
plastic anisotropy, the classic 1D incremental plasticity model of isotropic hardening [24] is used, 
where the strain hardening effect is characterised by a plastic modulus defined as the instantaneous 
slope of the stress-strain curve after micro-yielding. For the multi-bar system, the assumption of 
linear hardening of each grain is described by an orientation-dependent bilinear response [24] and 
the plastic modulus serves as the hardening coefficient of this system. 
 

 
Figure 2. A schematic diagram of the multi-bar system 

 
4. Model evaluation 
 
4.1. Neutron diffraction experiment 
 
To validate the self-consistent model, the lattice strain evolution, especially the residual lattice 
strain in different crystallographic planes of a fcc material of ex-serviced 316H stainless steel was 
measured using neutron diffraction (ND) combined with in-situ tensile deformation on the 
ENGIN-X instrument at the ISIS pulsed neutron facility, Rutherford Appleton Laboratory. A 
schematic diagram of the experimental setup is shown in Fig. 3.  
 

 
Figure 3. Schematic diagram of neutron diffraction experiment 

 
The incident beam directed at a specimen consists of a polychromatic spectra with a continuous 
range of wavelengths, which enables the recording of many lattice planes in each measurement. The 
loading direction is horizontal and at 45o to the incident beam. Two detectors are positioned to 
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allow simultaneous measurement of lattice spacing both parallel (axial) and perpendicular (radial) 
to the loading direction. The lattice strain measured for each plane represents the average value of 
the elastic strain within a family of grains which are oriented such that a specific {hkl} plane 
diffracts to the detector. For example, in the axial direction, a specific {hkl} lattice strain indicates 
the average axial elastic strain over the grains located in the gauge volume with their {hkl} plane 
normal parallel to the loading axis. The complete description of the experiment and the full range of 
measurement are presented in Ref [14]. 
 
4.2. Simulation of the experimental results 
 
4.2.1. Macroscopic behaviour and parameter identification 
 
In the present calculations, no lattice rotation or texture development was incorporated due to the 
small plastic deformation [25]. The property of the matrix was initially undetermined and was 
solved by iteration from the average response of all the grains. This then served as the standard for 
the selection of the number of bars in the multi-bar system. The latent hardening factor q was 
pre-set as 1, i.e. the hardening on all slip systems were equal, which is reasonable in the current 
framework since the expansion and partition of dislocation links may generate equal obstacles for 
all slip planes. The effect of different values of q was considered elsewhere [26]. The fitting process 
was to initially make the macroscopic stress-strain response of the self-consistent model resemble 
the actual measured macroscopic behaviour of the sample and then to use the refined parameters to 
predict the macroscopic behaviour of the multi-bar model and the microscopic behaviours of the 
local grain family in both models. The fitting parameters are listed in Table 1 together with the 
single crystal elastic constants of the fcc material 316H stainless steel. The calculated macroscopic 
stress-strain responses are shown in Fig. 4, with the results obtained by both the self-consistent and 
multi-bar models.  
 

        
                   (a)                                          (b) 

Figure 4. Macroscopic polycrystal stress-strain response of 316H stainless steel under uniaxial tension at 
room temperature; (a) the elastic region; (b) the whole region. (ND=neutron diffraction) 

 
Table 1. Material parameters of 316H stainless steel used in the simulation 

11C (GPa) 12C (GPa) 44C (GPa) 0  t 0crss (GPa) b (m) q h (MPa) 
198 125 122 5e-6 600 82 2.5e-10 1 370 

 
4.2.2. The grain family and the Young’s modulus 
 
The family of grains contributing to the reflection of a certain crystallographic plane in neutron 
diffraction has one uniform orientation along the measurement direction. The averaged response of 
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this grain family can be determined either by averaging the responses of all the members or by 
considering the family as a whole with an averaged transversely isotropic property. In the present 
simulation, the results of two representative grain families {220} and {111} with the aggregate 
normal along the axial direction were considered. The diffraction elastic constants were measured in 
the experiment, in which the Young’s modulus was defined as the slope of the applied stress over 
the elastic lattice strain [2,3]. The experimental measurement and the model prediction results for 
the two grain families are listed in Table 2, where the theoretical value and model prediction of the 
physical Young’s modulus is also presented as a further validation of the model. 
 

Table 2 Measurement and prediction of the Young’s modulus of {220} and {111} grain family 
Grain family {220} {111} 

Diffraction Young’s modulus (GPa) 209.1±15.8 225.3±11.9 
Self-consistent model prediction 210.8 241.8 

Physical Young’s modulus (GPa) [27] 196 285 
Self-consistent model prediction 225.1 285.1 

 
4.2.3. The residual lattice strain 
 
The results of axial elastic lattice strain evolution during loading, together with the predictions of 
the self-consistent (blue solid line) and multi-bar (blue dash line) models are demonstrated in Fig. 5. 
At each unloading step, the residual axial elastic lattice strain for the grain families was measured 
and was then plotted against the macroscopic residual plastic strain (shown in Fig. 6 with the model 
prediction). Good agreement is observed between the experimental data and the prediction of 
self-consistent model, while the quality of the prediction of multi-bar model is a mixture. 
 
From the figures, although multi-bar model gives a poorer prediction than the self-consistent model, 
both of the models capture the major trend of the experimental data, particularly the transition that 
occurs in both the lattice strain and the residual lattice strain evolution upon micro-yielding. In 
addition, the two models predict that both grain families have an initially increasing residual lattice 
strain evolution, which is when the surrounding matrix yields (or some grains in the matrix yield) 
before each grain family. The subsequently decreasing residual lattice strain is when all the grains 
deform plastically, which is reflected in the difference in the plastic misfit strains in Eq. (4). 
 

 
  (a)                                   (b) 

Figure 5. Neutron diffraction (ND) measurement and model prediction results of the applied stress vs axial 
lattice strain upon loading (a) {220} grain family; (b) {111} grain family. 
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(a)                                        (b) 

Figure 6. Neutron diffraction (ND) measurement and model prediction results of the axial residual lattice 
strain vs the engineering plastic strain at unloading. (a) {220} grain family; (b) {111} grain family. 

 
5. Discussion and conclusion 
 
The mechanical features of {220} and {111} grain families have been discussed in [2,3]. From the 
results, the linear hardening assumption is acceptable and permits only one parameter, the hardening 
coefficient h to be used. The oscillation of the residual elastic lattice strain at relatively small plastic 
strain region in the measurement is expected to be a result of a combination of experimental error 
and the complex interaction between grains. Since the self-consistent model only considers the 
interaction between one single grain and the whole matrix, such oscillations cannot be predicted by 
the model. The poorer predictions from the multi-bar system in Fig. 5-6 may result from the 
identical strain for all the bars, regardless of their stiffness and hardening responses. Despite the 
same applied stress and yield stress with those in the self-consistent model, the multi-bar system 
may display a different mechanical response, especially the accumulation of residual elastic lattice 
strain. Such a discrepancy demonstrates that the identical strain assumption may not be acceptable 
for the local residual lattice strain evaluation. 
 
A self-consistent model for polycrystal deformation is established with specific emphasis on the 
elastic and plastic anisotropy. The self-consistent scheme includes the elastic-plastic interaction 
between the grains which are regarded as spherical inclusions in an infinite homogeneous matrix 
with the averaged polycrystal response. A simplified multi-bar system is introduced which captures 
the basic structure of the self-consistent model. The models predictions were compared with the 
neutron diffraction measurements of elastic lattice strains in grain families within an ex-serviced 
316H stainless steel polycrystal subjected to uniaxial tensile loading. The good agreement between 
the measured and calculated lattice strains validates the self-consistent model.  
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Abstract 

Instabilities (pop-ins) in load-displacement records of fracture tests could be originated from small unstable 
crack growth in the main crack plane, as usual in welded joints, or from delamination of the ligament 
(splitting), as in some rolled steels. According to the standards, no matter the origin of the instability the 
fracture toughness need to be reported at the first significant pop-in. In most cases this treatment greatly 
penalizes the fracture toughness of the material. In that way a question arose: What would be the fracture 
toughness of a material featuring splitting if the specimen were not suffered split? To answer this question 
several test were made in rolled steels showing and not pop-ins from splitting. It is being now proposed that 
the change in the system energy associated to splitting instabilities could be neglected, the records corrected 
by adding the load drop caused by the split to the points on the right, and the toughness calculated at the 
maximum load. The results (for the magnitude of the instabilities we faced) showed that maximum load 
CTOD from corrected records and from records of the same material without pop-ins by splitting are 
statistically equivalent. 

Keywords: Pop-in, Split-Out, Fracture Toughness, Rolled Steel. 

 

1. Introduction 
Pop-ins in load-displacement records of fracture tests are not always related to unstable crack 
growth and arrest in the main plane of the crack. Sometimes these instabilities are related to 
delamination (or splitting) of the ligament. This behavior could be present in some rolled steels and 
is related to some metallurgical characteristics of the material like crystallographic texture, 
elongated inclusions, banded microstructure, and/or central segregation, among others [1]-[3]. The 
origin of splitting is related to the stress triaxiality ahead of the crack-tip [2] [2] and the low 
toughness of the materials in the rolling plane, which can cause delaminations in the ligament in a 
plane perpendicular to the main crack one. An example of this behavior is shown in Figure 1. 

 
Figure 1. SE(B) specimen of rolled steel showing delamination (splitting) in the ligament. 
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When a split-out happens, one instability (pop-in) in the load-displacement records appears. Facing 
this kind of instabilities the standards have similar approaches, as shown in Table 1 [5]-[9]. 

 

Table 1. Excerpts of international standards on pop-ins caused by delaminations. 

Standard Excerpt 

BS7448 part 1 Splits and delaminations can result in pop-ins with no arrested brittle crack 
extension in the plane of the fatigue precrack. 

BS7448 part 2 Pop-in can be caused by an arrested crack running perpendicular to the plane of 
the fatigue precrack; this is sometimes referred to as a ‘split’. The fracture 
toughness at pop-in caused by a split needs to be reported. However, the 
assessment of the structural significance of the split is outside the scope of this 
standard. 

ASTM E1290 

ASTM E1820 

If the pop-in is attributed to an arrested unstable brittle crack extension in the 
plane of the fatigue precrack, the result must be considered as a characteristic of 
the material tested. 

DS EN ISO 15653 Pop-in can be caused by an arrested crack running perpendicular to the plane of 
the fatigue precrack. This is sometimes referred to as a “split”. The fracture 
toughness at pop-in caused by a split shall be reported, but might not characterize 
the fracture toughness of the material for the intended crack orientation. A 
different specimen and crack plane orientation might be necessary to characterize 
the fracture toughness of the material in the plane of the split. Assessment of the 
structural significance of a split is outside the scope of this International Standard.

 

As can be seen from Table 1, the standards do not offer alternative methodologies for fracture 
toughness evaluation when splitting occurs and the toughness basically needs to be calculated and 
reported at the first significant instability. The lack of alternatives for toughness evaluation in the 
presence of splitting could greatly penalize the toughness of the tested material, especially when the 
instabilities occur at the first stages of the test. Facing this scenario a question arose: What would be 
the fracture toughness of a material featuring splitting if the specimen were not suffered split? Or, in 
another words: It could be possible to estimate the fracture toughness of a material from a specimen 
that shows splitting? A possible answer to these questions was the main objective of the work and 
the results of our research follow. 

 

2. Experimental 
Fracture tests were performed on SE(B) specimens of rolled and accelerated cooled CLC DH36 
ferritic steels (W=26 mm), as well as on conventional rolled API X65 and X70 steels (W=40 mm). 
The specimens were machined according to the ASTM 1820 standard in the LT orientation. The 
specimens were tested in an Instron 1332 servo-hydraulic testing machine with a 250 KN load cell, 
under displacement control and at different (low) temperatures. The specimens were submerged in 
an instrumented alcohol-cooled bath and the temperature was maintained at the nominal value with 
an accuracy of ±2°C. Load, crack mouth opening displacement and load line displacement were 
recorded. Additionally, on DH36 steels unloading compliance technique was applied for R-curves 
evaluation. J-Integral values and J-R curves were calculated according to the ASTM E1820 
standard [8] and CTOD values were calculated according to the BS 7440 part 1 standard [5]. 
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3. Results and Discussion 
Figure 2a and 2b presents P-LLD and P-CMOD records of one test specimen of DH36 steel tested 
at –50°C. These records are representative of the behavior of specimens of the same steel at this 
temperature. As can be seen, the records show a pop-in caused by splitting. Figure 3 presents the J-
R curve of this specimen. From Figure 2 it is possible to see that the pop-in occurred between the 
5th and the 6th cycle in a total of 26 unloading-reloading cycles. The segment between the 5th and the 
6th points in the J-R curve is pointed out by the arrow in Figure 3. It is interesting to observe that, 
without the help of the arrow, the position of the pop-in it is almost impossible to be identified in 
the J-R curve. In other words, there is no evidence of crack growth in the main plane of the crack 
associated to the split. 

 

(a) (b) 

Figure 2. Experimental records of DH36 specimen 04 tested at -50°C. a) load vs. load line displacement; b) 
load vs. crack mouth opening displacement. 

 

 

Figure 3. J-R curve of DH36 specimen 04 tested at -50°C. 

 

This result shows that the change in the system energy associated to the pop-in caused by splitting 
could be almost completely related to the split formation itself and not to crack growth in the main 
plane of the crack. This idea is schematically shown in Figure 4, where the lower curve is 
represented in dots because its shape is still unknown. Being the energy change associated to 
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splitting independent of the main crack growth the effect of the pop-in by splitting on the fracture 
toughness of the material could be neglected. But, how to neglect the effect of splitting in the 
records? We think that this could be done through corrections of the experimental records. Several 
corrections were analyzed, being adding the load drop during the instability to the points on the 
right part of the records (that is, after split-out) the straightforward one. After corrected, the record 
are ready to be analyzed through standard methodologies and the fracture toughness calculated at 
the maximum load point or at the main crack instability one. 

 

 

Figure 4. Scheme of the energy changes during a pop-in caused by splitting. 

 

In a work on materials with delaminations Pisarski et al. [10] concluded that: “when there is no 
significant loading perpendicular to the thickness direction, the pop-in can be ignored. Assuming 
that ductile behavior is indicated during the rest of the test, maximum load fracture toughness can 
be used to characterize toughness in the intended crack plane.” We agree with this approach but we 
think that for improving the fracture toughness evaluation and for maintaining the equivalence 
among elastic-plastic methodologies, corrections of load-displacement records could still be 
necessary. The convenience of correcting load-displacement records was analyzed from a semi-
hypothetical record, as follows. 

Figure 5 presents modified P-LLD and P-CMOD records from the SE(B) specimens whose original 
records are shown in Figure 2. The unloading-reloading sequences are not shown here for clarity. 
The magnitude of the original load drop (approximately 4% of the load at the instability point) was 
now intentionally exaggerated by the addition of load drops of 10% and 20% as pop-ins. 
Additionally a corrected record was also added to the figure. When the fracture toughness at points 
A, B (as suggested by Pisarski), and C was calculated some controversial results were found. That 
is exemplified in Table 2, where J-Integral and CTOD values at points A, B and C are presented. 

By comparing the results shown in Table 2 it is possible to see that CTODA ≈ CTODB ≈ CTODC 
but JA < JB < JC. Going further, when CTOD and J-Integral values are calculated at the beginning of 
each unloading-reloading sequence and the results plotted as J vs. CTOD (Figure 6), it is possible to 
see that J-Integral and CTOD values maintain linear proportionality before splitting in all records, 
as well as after splitting in the corrected record, but does not maintain the original proportionality 
after splitting in the uncorrected records. As can be shown, an increasing in the load drop in the 
pop-ins caused by splitting increases the deviation of J-CTOD pairs from its original equivalence. 
As far as we can understand, that effect is caused by taking into account in J-Integral calculations a 
change in the system energy that is not associated to crack growth in the pre-cracking plane and that 
did not substantially affected the main crack length nor the crack tip opening displacement. The 
load drop in such a kind of pop-ins is clearly associated to the creation of a crack in a plane 
perpendicular to the main crack one. The proposed correction to load-displacement records 
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featuring instabilities by splitting resolves this issue, being J-Integral and CTOD values 
continuously equivalent. Obviously, small splits produced small load drops in the load-
displacement records and the effect on the J-CTOD equivalence is much less perceptible, but 
always existent. 

 

 
Figure 5. Semi-hypothetical P-CMOD and P-LLD records of a specimen of DH36 steel. The load drops at 

the instability were intentionally exaggerated. 

 

Table 2. J-Integral and CTOD values calculated at points A, B, and C from the records shown in Figure 5. 

Point CTOD [mm] J-Integral [J/mm2] 

A 

B 

C 

0.623 

0.624 

0.628 

513.33 

546.27 

590.63 

 

 
Figure 6. J-CTOD curves calculated from the records of Figure 5. The arrow indicates the position of 

splitting between the 5th and 6th unloading-reloading sequence. 

 

The proposed correction of the load-displacement records has now been justified and the results of 
the whole experimental program will be now presented. When tested from room temperature to -
30ºC the specimens of DH36 steel do not showed pop-ins. The specimens of this steel randomly 
showed pop-ins in the range from -40ºC to -58ºC. In all the cases the instabilities were associated to 
splitting. Almost 50% of the API X65 specimens showed splitting and mostly of API X70 
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specimens showed splitting at -20ºC. In most cases the splitting occurred before the attainment of 
maximum load plateau. Figures 7a, 7b and 7c show typical P-CMOD records with pop-ins of API 
X-65, API X-70 and DH36 steels, respectively (the unloading-reloading sequences of DH36 tests 
were removed from the records for clarity), as well as the corrected records. Figure 8 shows a 
comparison between the corrected records of Figure 7 and P-CMOD records of the same materials 
without split. 

 

(a) (b) 

 (c) 

Figure 7. Original and corrected P-CMOD records of specimens featuring splitting. a) API X65, b) API X70, 
and c) DH36. 

 
Mi Disco:Users:pablo:Desktop:3:Graph1405.tif

(a) (b) 

(c) 

Figure 8. Corrected P-CMOD records and records from specimens of the same materials without splitting. a) 
API X65, b) API X70, and c) DH36. 
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Table 3 shows individual CTOD values of DH36 specimens calculated from the original and 
corrected P-CMOD records, as well as from specimens without splitting. Table 4 shows individual 
CTOD values of API X65 specimens, and Table 5 shows the same kind of data for API X70 
specimens. 

 

Table 3. Fracture toughness of SE(B) specimens of DH36 steel. 

Specimen Temp. (ºC) Splitting CTOD pop-in (mm) CTOD max load (mm) CTOD corrected (mm)

1 RT No -- 0.663 -- 

3 -50 Yes 0.707 -- 0.764 

4 -50 Yes 0.284 -- 0.723 

5 -20 No -- 0.833 -- 

6 -20 No -- 0.688 -- 

7 -40 Yes 0.720 -- 0.780 

8 -40 No -- 0.707 -- 

9 -40 No -- 0.763 -- 

10 -50 No -- 0.775 -- 

11 -30 No -- 0.663 -- 

12 -30 No -- 0.800 -- 

13 -30 No -- 0.774 -- 

14 -30 No -- 0.692 -- 

15 -58 Yes 0.645 -- 0.711 

16 -55 Yes 0.588 -- 0.675 

17 -58 Yes 0.385 -- 0.526 

18 -55 Yes 0.248 -- 0.591 

19 -55 No -- 0.739 -- 

20 -55 Yes 0.670 -- 0.737 

 

Table 4. Fracture toughness of SE(B) specimens of API X65 steel. 

Specimen Temp. (ºC) Splitting CTOD pop-in (mm) CTOD max load (mm) CTOD corrected (mm)

4877-a -20 No -- 0.882 -- 

4877-b -20 No -- 0.796 -- 

4877-c -20 No -- 0.918 -- 

4877-d -20 Yes 0.698 -- 0.962 

4877-e -20 Yes 0.166 -- 0.815 
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Table 5. Fracture toughness of SE(B) specimens of API X70 steel. 

Specimen Temp. (ºC) Splitting 
CTOD pop-in 

(mm) 
CTOD max 
load (mm) 

CTOD corrected 
(mm) 

4988-a -20 Yes 0.714 -- 0.863 

4988-b -20 Yes 0.254 -- 0.744 

4988-c -20 Yes 1.089 -- 1.201 

4988-d -20 No -- 1.104 -- 

4988-e -20 Yes 0.793 -- 0.963 

6006T 01 -20 Yes 0.435 -- 0.921 

6006T 02 -20 Yes 0.256 -- 0.592 

6006T 03 -20 Yes 0.336 -- 0.888 

6006T 05 -20 Yes 0.262 -- 0.791 

6006T 07 -20 No -- 0.798 -- 

6006T 10 -20 Yes 0.791 -- 0.910 

6006T 11 -20 Yes 0.302 -- 0.798 

 

The mean and standard deviation of the different types of calculated CTOD are shown in Table 6, 
which also includes the minimum CTOD value of each set of specimens calculated according to the 
BS standard [5]. The mean values of DH36 steel were divided in two temperature ranges. One 
range going from room temperature to -30 ºC, in which no one of the specimens showed splitting, 
and another from -40 to -58 ºC. 

 

Table 6. Minimum and mean CTOD values of the tested specimens. 

Steel Temp. (ºC) 
Minimum 

CTOD (mm) 
CTOD pop-in 

(mm) 
CTOD max load 

(mm) 
CTOD corrected 

(mm) 

DH36 RT to -30 0.663 -- 0.730 ±0.070 -- 

DH36 -40 to -58 0.248 0.531 ±0.194 0.746 ±0.030 0.688 ±0.088 

API X65 -20 0.166 0.432 ±0.376 0.865 ±0.063 0.889 ±0.104 

API X70 -20 0.254 0.523 ±0.299 0.951 ±0.216 0.867 ±0.159 

 

A statistical analysis on the results of Table 6 using Student’s t-tests [11] reveals, with 95% of 
confidence, that there is no statistical difference between CTOD values from corrected records and 
the CTOD values from specimens without splits. This result indicates that it could be possible to 
estimate the main crack fracture toughness of the analyzed steels from SE(B) specimen showing 
splitting, with reasonable accuracy. This was achieved through the proposed modification of the 
experimental records, based on the idea that the change in the system energy due to splitting is 
mainly associated to the creation of the split itself and can be neglected for the main crack 
toughness evaluation. 
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4. Conclusion 
Based on the presented results and discussion it is possible to conclude: 

Splitting in SE(B) specimens of DH36 steel did not influence the main crack length measured by 
the unloading compliance technique. As a result, the change in the system energy associated to the 
instability was totally related to the split creation itself. 

The fracture toughness associated to the main crack of a specimen featuring splitting could be 
estimated, with reasonable accuracy, through the proposed correction of the original load-
displacement records. The proposed correction consists in removing the load drop at instabilities 
associated to splitting. 

J and CTOD values calculated from the modified records kept its equivalence along the entire test. 
When calculated from non-corrected load-displacement records of specimens featuring instabilities 
by splitting the J-CTOD equivalence deviates beyond the instability point. 

The fracture toughness of SE(B) specimens of the same material showed no statistical differences 
when calculated from specimens featuring splitting and modified records or from specimens 
without splitting. 
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Abstract  Damage mechanisms in a PolyAmide 6 semi-crystalline polymer were characterized by using 
Synchrotron Radiation Laminography technique on CT like specimen. Damage appeared as multiple penny 
shaped crazes. The maximum damage occurred at mid-thickness and located at a small distance from the 
notch root. An attempt was made to apply local approach of fracture concept thanks to finite element analysis 
using damage-based constitutive model. FE simulation successfully captured the aforementioned 
micro-mechanisms of crack initiation, by void coalescence. Further work is carried out to determine the 
crack dimension corresponding to the maximum net stress: the criterion being used for the global approach 
of fracture.  
 
Keywords  Polymers, X-ray laminography, Local approach of fracture, Finite element 
 

1. Introduction 
 
The use of fracture mechanics concepts for polymers is subjected to controversial discussions. It is 
often reported that many requirements are not fulfilled to obtain fracture mechanics characteristics 
such as the toughness. For instance, plane strain conditions together with tunneling effect (curved 
crack front), crack advance measurement, crack initiation/growth determination…are more difficult 
to obtain for polymers than in metallic materials. In the recent years, growing interest for X-ray 
tomography technique was observed. Indeed, this is a non destructive method allowing for 
construction of digital image in 3D. Therefore, virtual cuts and local observations of the 
microstructure can easily be carried out. The present contribution aims at highlighting the crack 
initiation concept from CT like specimen on a semi-crystalline polymer: PolyAmide 6 (PA6). The 
evolution of the microstructure during an increasing load could be observed thanks to laminography 
technique. The local coalescence of voids at mid-thickness was evidenced. The increase in 
macroscopic net stress was computed by Finite Element (FE) analysis, with a dedicated damage 
based model. The crack initiation criterion at macroscopic scale, based on the maximum net stress, 
was then assessed in terms of critical size of the principal damage within the microstructure. 
 
2. Experimental procedure 
 
2.1. Material - Specimen 
 
The material of interest is a PolyAmide 6 (PA6) [1], selected among several semi-crystalline 
polymers. Indeed, for this polymer void morphology and distribution were already studied [2] for 
axi-symmetrically notched specimens, together with a dedicated constitutive model for FE analysis. 
In the present work, the approach consisted of application of the local approach of fracture which 
takes the damage evolution in the microstructure into account. Here a novel technique, known as 
laminography is utilized [3]. The method takes advantage of the Synchrotron Radiation 
Tomography (non destructive and 3D reconstructed images) but applied to plate like specimen. In 
situ test is carried out on CT like specimen. The geometry is described in fig.1a. The specific 
dimensions were: thickness B = 2mm, width W = 40mm, crack depth ratio a/W = 0.5, notch root 
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radius ρ = 250µm, half height H/2 = 20mm. For the following FEA (section 3), figs.1b-c 
respectively illustrate the CT specimen overall meshing and refined meshes (25µm) in the vicinity 
of the crack tip.  
 

            
 
 
 

 
 
Figure 1. CT specimen geometry with the experimental setup: a) CT specimen sketch; b) Overall view of the 

sample meshing; c) Fine meshing near the notch root (mesh size 25µm); d) Experimental setup. 
 
The experimental setup is presented in fig.1d. The CT specimen was inserted between two 
aluminum plates to avoid buckling in the compressive part of the remaining ligament. The opening 
displacement is applied thanks to the turns of both rear screws. A circular window was designed 
within the anti-buckling aluminum system allowing for inspection of the region near the notch root, 
at the macroscopic scale (pictures), as well as at the microscopic scale (laminography scans). 
 
 

             
 
 
 
 
Figure 2. Evolution of the geometry observed at the external face of the CT specimen. Black arrows indicate 

the loading direction. 
 

δ = 4mm δ = 10mm δ = 6mm δ = 0mm 

3.125mm 

a) 

b) 

c) 

Loading device: rear screws 

Notch 

crack whitening 

d) 
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Stepwise loading was applied between laminography observations. Fig.2 shows a series of pictures 
made at the side view of the specimen before the laminography scans. The corresponding applied 
displacement δ is indicated in each viewgraph, starting from the initial material without any 
deformation, up to δ = 10 mm. For this latter, a crack is visible at the external surface of the sample. 
For δ = 4mm, a localized whitening at the notch root is observed. Being the first event appearing at 
the surface, it was considered that this corresponded to an internal crack initiation. For δ = 6mm, 
whitening is spreading out, surrounding the notch root. It should be mentioned that no scan was 
done between δ = 6mm and 10mm. Moreover, the present experimental setup was not equipped 
with a load cell. The load level was therefore estimated by using FEA with a dedicated constitutive 
model. 
 
2.2. Laminography technique 
 

 
 

Figure 3. Volume corresponding to δ = 10mm: two cracks through the thickness  
 
Synchrotron Radiation Laminography (SRL) technique is detailed elsewhere [3]. It has already been 
applied on both metallic and laminate composite materials. To the authors’ best knowledge, it is the 
first time that this technique is utilized for semi-crystalline polymer investigations. To this end, for 
each value of the applied opening displacement δ the whole experimental setup (fig.1c) was 
mounted on adapted sample support of the laminography device at the ID19 beamline of the 
European Synchrotron Radiation Facility (ESRF) in Grenoble (France). The scanned volume was 
about 1 mm3, with a voxel size of 0.7µm. Fig.3 shows a trough thickness microstructure around the 
crack tip in 3D. Apart from multiple crazes observed within the whole volume, two large cracks 
were evidenced. One of them appeared at the surface (fig.2, δ = 10 mm) whereas the opposite face 
did not show any crack. Attention is now paid on the scans corresponding to δ = 4mm and δ = 6mm 
to observe the microstructure, especially at mid-thickness. 
 
Fig.4 illustrates such views in 3D where the plane at mid-thickness is shown in forefront. Multiple 
penny shaped crazes [2, 4] were observed around the notch root. These features could be linked to 
the whitening observed at the macroscopic scale. 

Crack observed at 
the external face 

Specimen thickness 

No visible crack 
at this surface 

350µm 
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Figure 4. Observations at mid-thickness plane: a) δ = 4mm; b) δ = 6mm 
 
A significant damage, surrounded by the dashed lines was evidenced at mid-thickness, located at a 
small distance (~100µm) from the initial notch root. 
 
 

               
 

Figure 5. Maximum damage at mid-thickness surrounded by dashed lines: a) δ = 4mm; b) δ = 6mm 
 
Fig.5 details the morphology and the size of this damage. To this end, a 19µm thick slice of PA6 
scan was extracted and analyzed for both δ values. It was observed that the damage consisted of 
crazes (presence of fibrils within the voids) aligned (coalesced) following the crack remaining 
ligament plane. This damage increased in height from δ =4mm to 6mm. Its average values of the 
characteristic dimensions were summarized in Table 1. 
 

a) b) 

a) 
b) 

Notch 

Notch 

700µm 

245µm 
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Table 1. Characteristic dimensions of the damage located at mid-thickness 
 

 δ = 4mm δ = 6mm 
Length 60µm 90µm 
Height 5µm 10µm 
Width 20µm 30µm 

 
 

3. Finite element modeling 
 

  
Broken elements in red 

Broken element removed 
Contour map of the damage 

 
 
 

a) 
 
 

 

 
 

 

 

 
 
 

b) 
 
 

 

 

 

 

 

 
 
 

c) 
 
 

 

 

 

 

 
Figure 6. FE simulations of the crack initiation by using damage based constitutive model. 

 
The local approach of fracture requires FE computation with a damage based constitutive model to 
better assess the stress/strain tensors distribution within the material. For the PA6 under study, a 
multi-mechanisms model was proposed [5-6] where the void volume fraction is considered as an 
internal variable. By using the same damage based model, simulation of laminography CT test was 
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carried out. A procedure of “kill/remove element” was applied when a critical porosity value was 
reached within this element. The following analyses focus on the refined meshes (fig. 1c) in the 
vicinity of the notch root. Constant mesh size of 25µm was set for 2.5mm along the ligament.  
 
Fig.6 summarizes the evolution of damage (broken element) during the increasing load. The 
forefront face corresponds to the plane at mid-thickness. The first column of deformed meshes 
shows the broken elements in red. The second column illustrates the contour map of the void 
volume fraction over the deformed mesh where the broken elements were removed. 
Fig.6a shows that four elements simultaneously broke for the first time (length ~100µm; width 
~25µm). They appeared at mid-thickness and located at 3 elements away from the notch root 
(distance ~75µm). These characteristic values correspond to those of δ = 6mm. Fig.6b indicates that 
broken elements propagate into two opposite directions: ahead of and back to the notch root. The 
width seems to remain constant (one element size). Fig.6c evidences that the broken elements 
propagates through the thickness as well, but did not reach the external surface. These latter steps 
were not observed with SRL technique since no scan was done between δ = 6mm and δ = 10mm 
when the crack appeared at the external face. However, although fine tuning of damage parameters 
is still ongoing, these figures demonstrate that the FE analysis with the damage based model was 
able to reproduce the micro-mechanisms of crack initiation. At present time, computation is still 
running to obtain the configuration where the crack reaches the external surface. 
Next investigation consists of using FE modelling to estimate the load evolution during the crack 
propagation. The aim is to determine the crack size allowing the crack initiation criterion at the 
macroscopic scale to be reached (maximum load). To this end, in fig.7 the load divided by the net 
section of the remaining ligament is plotted as a function of the applied opening displacement. 
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Figure 7. Net stress as a function of the opening displacement by FE analysis 

 
Contour maps presented in fig.6 correspond to the last loading steps of the numerical simulations (δ 
≥ 4mm). The first results shown at this stage indicate that although a non linearity appears in the 
last part of the plot (fig.7), the net stress is still increasing. The maximum net stress is not yet 
reached. Final results will be shown later. 
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5. Conclusion 
 
The micro-mechanisms of damage and crack initiation were investigated thanks to Synchrotron 
Radiation Laminography (SRL) technique. In situ tests were carried out on CT-like specimen. The 
local coalescence of voids leading to crack initiation occured at mid-thickness of the specimen 
located at a small distance from the initial notch root. Finite Element analysis, with a damage based 
constitutive model was able to capture the location of the crack initiation, as well as the damage 
mechanisms observed by SRL. The evolution of the macroscopic net stress was also computed by 
FEA. At present time, the crack initiation criterion based on the maximum net stress has not still 
been reached. Computation is still ongoing to compare this criterion with the critical size of the 
crack at the microscopic scale. 
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Abstract  In this paper micro-scale testing techniques have been implemented on two types of quasi-brittle 

material: pile grade A (PGA) graphite and air-plasma sprayed yttria (7 wt.%) stabilized zirconia (APS-YSZ). 

One approach uses a force measurement system within a FEI Helios Dualbeam FIB/SEM workstation, which 

allows the fracture characteristics and mechanical properties of the two materials to be evaluated and 

correlated with local microstructural features. In addition for PGA graphite, disc-compression and 

trench-probe methods have been applied. Hence the initiation, propagation of the cracks and the 

corresponding deformation can be recorded and investigated. For the APS-YSZ, micro-scale cantilevers have 

been fabricated using FIB and a load-recording probe has been applied in-situ. The fracture toughness, 

flexural strength and the cracking path are analysed. Interpretation of these tests has contributed to the 

understanding of the macro-scale quasi-brittle mechanical behaviour of the two materials. 

 

Keywords  Pile grade A graphite, Air-plasma-sprayed yttria stabilized zirconia, Disc compression, 

Micro-scale cantilever testing 

 

1. Introduction 
 

Pile Grade A (PGA) graphite used for a wide range of applications, including nuclear reactor core, 

is often cited as a classic example of a brittle material because failure, in tension, is associated with 

small strains. It has been recognised that these graphites are multiphase, polygranular, aggregate 

structures and have features similar to other aggregate materials such as concrete [1, 2]. However, 

attempts to characterise the fracture behaviour of graphite by linear elastic fracture mechanics 

methods have been largely unsuccessful. Observations of graphite fracture show that elastic strain 

energy may be dissipated by the formation of distributed micro-cracks and their formation may be 

responsible for non-linearity in the rising load-displacement curve [3, 4]. A typical example is 

shown by the load-displacement response for bend geometry specimens, Fig. 1. There is no 

evidence that polygranular, aggregate graphites can be plastically deformed. Hence, the change in 

compliance together with any deviation from an initial linear shape of the load-displacement curve, 

Region II in Fig. 1, can be attributed to micro-cracking. Progressive softening is also observed in 

some specimens post the peak load, Region III. This type of load-displacement behaviour is a 

characteristic of quasi-brittle materials [2]. Air-plasma-sprayed (APS) yttria (7 wt.%) stabilized 

zirconia (YSZ) has been applied widely in thermal barrier coating systems (TBC) to isolate metallic 

components from the high temperature environmental gas in crucial parts of engines. APS produces 

TBC with a splat microstructure, moderate porosity and compliance, and low thermal conductivity. 

For example, APS-YSZ coatings on turbine blades are normally 150 to 300 μm thick sustaining a 

temperature difference up to 300 °C. Due to manufacturing, the APS-YSZ splat microstructure 

contains defects, pores and unmelted particles. These internal microstructures result in non-linear 

brittle behaviour of the coatings.  

 

To understand the macro-scale mechanical behaviour of these types of quasi-brittle materials, 

micro-scale testing samples an appropriate small volume of material and localised microstructure to 

characterise initiation and propagation of micro-cracks. This paper considers micro-scale tests 

undertaken by the research group at the University of Bristol, UK [2, 4-6].  
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2. Experiments 
 

2.1. Materials 

 

Cylindrical PGA test specimens were made by trepanning 12 mm diameter rods extracted from bulk 

virgin PGA graphite reactor core bricks. These were sliced into 6 mm thick cylinders using a South 

Bay Technology Inc. Model 650 low speed diamond wheel saw with deionised water as coolant. 

The diamond saw produced smooth high-quality surfaces suitable for subsequent microscopic 

examination. The brick extrusion direction was diametrically across the flat surfaces of the cut 

cylinders. The extrusion direction was marked on the edges of the cylinders for reference during 

compression testing.  

 

For testing of APS-YSZ specimens, samples manufactured by Praxair Surface Technologies Ltd with 

a curved geometry designed to simulate key features of coated blade were used. Each comprised a 

Superalloy substrate (CMSX4) with air plasma sprayed (APS) 7 wt.% Y2O3-stabilised ZrO2 (YSZ) 

applied onto an Amdry 995 bond coat deposited using high velocity oxygen fuel (HVOF) [7]. The 

thickness of the TBC varied with position around the specimen from 130 µm to 230 µm. A typical 

cross-section of the TBC system is shown in Fig. 2a. The YSZ which is ~200 µm thick comprises 

lameller splats, micro-scale air pores and defects. The interfaces, YSZ-TBC/TGO and TGO/BC, are 

undulating with a variable thickness of TGO. In this present work, the focus was on the APS-YSZ 

material in as-coated condition, and the specimens are tapered to reveal the interfaces, Fig. 2b. 

Micro-cantilever specimens with the size of ~2×2×10 μm are created at preferred locations of this 

coating as shown in Fig. 2b. 

 

 
Fig. 2 The TBC system (a) typical cross-section for specimen that has been oxidised for 100 hours at 925°C 

and (b) creation of micro-cantilever specimen at preferred locations on tapered surface. 

 

b 

Fig.1 A characteristic bend geometry 

load-displacement curve for a quasi-brittle 

material, region I is linear, region II is non-linear, 

region III is post peak softening. 
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2.2 Testing methods 

 

Controlled cracking was introduced in the quasi-brittle specimens using appropriate methods. Each 

method allowed specimens to be subsequently examined under load. 

 

2.2.1 Disc compression method 

 

Compression testing of the cylindrical graphite specimens was done using a Deben 

compression/tensile stage (MicroTest 2000 model, Gatan Ltd., Abingdon, Oxon, UK), Fig. 3. The 

unit is capable of operation externally or within a scanning electron microscope or focused ion 

beam (FIB) workstation. The stage can be operated at compression speeds of between 0.033 and 0.4 

mm/min, with a load cell giving force measurements up to a maximum of 2 kN. The cylindrical 

graphite specimens were loaded into the compression tester such that the direction of the 

compressive load was along a diameter of the flat face of the cylinders, chosen here to be the 

extrusion direction of the graphite. This provided a tensile load normal to the direction of the 

applied load so that cracks would be induced in the plane parallel to the load direction. 

Load-displacement curves were recorded whilst observing the surface of the specimen by optical 

microscopy or focused ion beam imaging. 

 

 
Fig. 3 Compression tester applied in micro-scale mechanical testing.  

 

2.2.2 Trench-probe loading method 

 

 
Fig. 4 (a) Schematic of the trench-probe method for applying a force to a prepared wall of material 35 μm 

long within the FIB; (b) the thin wall of residual materials created between the two trenches. 

 

a b 
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The trench-probe method provided a means of applying a small, progressive, localised force to a 

prepared region of a ‘wall’ specimen of graphite whilst it was under observation in the FIB 

workstation, Fig. 4. For this, a sharpened steel probe (tip radius 5 μm approximately) was attached 

to the end of a spare gas injector on the instrument. The retractable probe was aligned to be in the 

centre of the field of view, so that it could be used to push on a prepared part of the specimen, Fig. 

4a. Local deformation and cracking could be studied at high resolution within chosen regions of a 

specimen, Fig. 4b. 

2.2.3 Micro-cantilever beam bending method 

The experimental arrangement for the mechanical property testing was a combination of a FEI 

Helios NanoLab 600i Dualbeam workstation and a compact force measurement system supplied by 

Kleindiek which allowed in-situ loading and force readout, Fig. 5a. The dualbeam workstation 

provided ion beam milling and in-situ SEM imaging. Before commencing the measurements, a 

calibration of the force sensor was carried out by loading a standard spring embedded in the system 

to provide the resistance conversion references and zero the load reading. Details of the force 

measurement system and the cantilever specimen preparation are described elsewhere [8, 9]. A 

typical set up of in-situ loading of a cantilever beam using the force measurement probe is shown in 

Fig. 5b. 

 

Fig. 5 (a) Installation of the FMS into the dualbeam FIB vacuum chamber. Side-view showing the FMS in 

the middle of the stage (b) SEM image showing loading the micro-cantilever specimen. 

3. Results 

3.1 Load and displacement 

3.1.1 PGA graphite in compression 

PGA graphite has a complex structure of filler particles interspersed within a matrix which consists 

of small flour particles and the graphitised pitch together with porosity. When examined at high 

resolution in the FIB, the two areas have very distinct microstructures. Filler particles (Fig. 6a left 

hand side) are solid with isolated shrinkage (Mrozowski) cracks. The matrix areas (Fig. 6a right 

hand side) are dominated by the presence of lamellar graphite. This is believed to be the graphite 

residue of the mesophase produced during the graphitisation of the pitch. Serial sections of the 

a b 
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region shown in Fig. 6a and in other similar areas reveal that the porosity in such regions is 

interconnected. 

The load-displacement curve resulting from compression of a cylindrical PGA specimen is shown 

in Fig. 6b. Compression proceeded at a rate of 0.1 mm/min. Displacement and load measurements 

were recorded at 500 ms intervals. The initial region, up to 0.1 mm displacement, had a relatively 

low slope, characteristic of a ‘‘bedding-in” region in which the specimen accommodated to the 

compression clamps. A linear region was observed between 0.2 and 0.3 mm displacement, in which 

elastic deformation occurred. Beyond this point the curve became non-linear with a gradually 

reducing compliance, until peak force was reached. After the maximum force, failure was gradual 

with force reducing slowly with displacement. 

 

Fig. 6 (a) Microstructure of virgin PGA graphite revealed by FIB sectioning and imaging; (b) 

Load-displacement curve from compression of a cylindrical PGA specimen. 

 

Fig. 7 A cantilever specimen containing a surface breaking flaw. (a) Schematic of the loaded specimen. (b) 

Force-deflection curve. (c) Surface of brittle fracture (the arrow indicates the load direction). (d) Side view 

of the fractured surface revealing vertical steps along the grains [6]. 

a b 
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3.1.2 APS-YSZ in bending 

In the case of a typical cantilever specimen, the force-deflection curve, Fig. 7b, containd three 

distinct stages 1 to 3. During stage 1 there was elastic deflection and at the end of this stage (~150 

μN) the gradient changed. Stage 2 reached a maximum at ~200 μN. This was followed by a period 

of stable deflection as cracks propagated during stage 3. Examination of the final fracture surface, 

Fig. 7c, revealed the initial pre-existing flaw. There was evidence for some crack extension during 

stage 2 and then mainly inter-granular brittle fracture in stage 3, Fig. 7d. The elastic modulus 

calculated from the first linear part of the loading curve gave a value of ~35±5 GPa which is within 

the range of macroscopic values of 10 to 100 GPa [10-13]. Fracture toughness can be derived from 

the maximum load to be ~ 5.30 MPa·m
1/2

 which is at the higher end of the macroscopic range of 

values, 0.7 to 5 MPa·m
1/2

 [14-16]. 

 

3.2 Crack initiation and propagation 

 

3.2.1 Disc compression 

 

The compression method was used on a PGA graphite specimen within the FIB work station. 

Compression proceeded until fine cracking was observed at a pre-peak load at the top surface of the 

specimen. Sites were then chosen for FIB trenching, generally at positions across the observed 

cracks close to the crack tip, or ahead of the crack tip. The specimen was then tilted to 45° for 

high-resolution imaging of the cut face to observe sub-surface detail. Compression was resumed, 

increasing the load by small increments, realigning the specimen to centre the region of interest in 

the field of view and recording images. Force increments of 40 N were used and FIB images were 

captured at 8000× magnification, giving a horizontal field of view of 38 μm. Fig. 8 shows, optical 

images Fig. 8a and b and FIB images Fig. 8c and d, of the cut face of the specimen at compression 

loads of: (c) 497 N, and (d) 830 N respectively. The arrows in Figs. 8c and d mark the position of a 

crack forming and developing in the bulk of the graphite, within a filler particle. After crack 

formation, the two halves slide across each other.  

 
Fig. 8 Optical image of PGA specimen: (a) before compression and (b) after 0.55 mm compressive 

displacement showing macro-cracking (displacement is horizontal, as shown by arrows). FIB images of PGA 

specimen under (c) 560 N and (d) 830 N compression. Arrows show developing micro-crack. 

c 

d 
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Fig. 9 Deformation of virgin PGA graphite filler using the trench-probe method. (a) Prior to loading (probe 

marked). (b) Showing onset of texturing. (c) Just prior to failure. (d) Just after failure. 

 

3.2.3 Trench probe method 

 

The trench-probe method was used to study the cracking of the individual components of the 

graphite microstructure such as filler particles or matrix. The method was used first on a virgin PGA 

specimen. Fig. 9 shows a sequence of FIB images of a region containing a filler particle recorded 

during testing. Fine undulations appeared at the cut surface of the specimen as it deformed, Fig. 9b, 

similar to those previously observed in deformed graphite. Failure occurred suddenly after 

considerable deformation, Fig. 9c, and the rapid movement of the probe at failure indicated that 

significant energy had been stored in the probe during deformation, which was released upon failure. 

In this case cracks formed at the mid position and ends of the loaded wall micro-specimen, Fig. 9d. 

The crack path was irregular and branched. Further measurements were undertaken on 

radiolytically oxidised PGA where twinning was observed and the cracking pattern was modified by 

the increase porosity within the material [5]. 

 

3.2.4 Micro-scale cantilever bending 

 

Fig. 10a showed a typical cantilever beam created in APS-YSZ with a pre-existed external flaw 

(~0.1 μm) which is visible at one end of the splat boundary. The top of the beam is ~2 μm × 2 μm 

and a slight taper is present so that the base of the beam is ~2.2 μm × 2.2 μm. The force-deflection 

curve is shown in Fig. 10b and fracture occurred when the force reached ~301 μN. The fractured 

surface revealed an amorphous phase at the splat boundary which was in contact with the upper half 

of the beam before fracture, Fig. 10c. A detailed check of the fractured surface gave an equivalent 

crack area of 2 μm ×1 μm. In this figure, the large grains of YSZ (~0.8 μm in length) could be 

observed which were different from the upper side of the beam, where there were grains of 

sub-micrometre size. The tensile stress at fracture was ~3.6 GPa, and the elastic modulus of this 

particular beam was calculated to be ~43 GPa [6]. 
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4. Discussion 

 

Despite the widespread use of polygranular graphite for example for the construction of the gas 

cooled reactor cores in the UK reactor plant, there remain issues relating to the detailed 

understanding of the fracture processes at the micro-scale. Similar issues are associated with 

APS-YSZ as thermal barrier coatings. Here, the range of mechanical test methods assisted with 

understanding of the micro-scale mechanical fracture behaviour of these quasi-brittle materials.  

 

The load-displacement curve, Fig. 6b, obtained for the compression disc test showed initial 

‘bedding’ of the specimen to a load of about 300 N. There followed a short linear range where the 

material behaved elastically, prior to the onset of non-linearity. The ion milled section sequence, 

Figs. 8c and d, showed that as the load was increased to 560 N, Fig. 8c, a micro-crack formed and 

the feature became enhanced when the load reached 830 N, Fig. 8d. This sequence provides 

evidence that micro-cracks initiate and propagate prior to peak load to accommodate specimen 

displacement. At peak load and beyond, micro-cracks link to form the dominant macro-cracks 

shown in Fig. 6. Moreover Figs. 9a and 9b provided limited evidence for micro-cracking on the 

flank of a macro-crack. When interrupted post peak load, Figs. 9c and 9d showed that the 

macro-cracks follow an irregular path similar to that observed previously in the flexural test 

specimens of fractured un-irradiated PGA graphite [4]. The macro-cracks follow a path dominated 

by the direction of the applied tensile stress and the microstructure. 

 

Two novel test procedures have been adopted to load graphite specimens combined with 

high-resolution imaging to investigate further the micro-cracking pre-peak load and macrocracking 

post peak load with respect to the microstructure of unirradiated PGA graphite. The disc 

compression test method provides the capability to view the surface of the small disc specimens 

when subject to a given load and under a progressively increasing applied load. The former is 

Fig. 10 A specimen created within APS-TBC. (a)  

Dimensions and a pre-existing flaw on the side of 

the cantilever with a size of ~0.1 μm as shown in 

insert. (b) Force-deflection curve. (c) 

Microstructure, dimensions of the fractured 

surface and the area which was in contact with 

the top half of the cantilever. 
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important since, when using X-ray tomographic imaging of loaded and cracked, notched compact 

geometry unirradiated Gilsocarbon graphite specimens, Hodgkins et al. [3] observed closure of both 

the micro-and macro-cracks when the load was removed. This makes examination of cracking 

extremely difficult even when using high-resolution imaging techniques, for example focused ion 

beam imaging, unless a load is applied. The use of ion beam milling to produce surfaces normal to 

the specimen surface has provided the opportunity, for both test methods, to correlate surface and 

sub-surface microstructure and crack morphology. Fig. 6a provides a measure of the quality of such 

a milled surface in un-irradiated graphite.  

 

One of the advantages of the in-situ micro-scale cantilever testing approach is the ability to record 

the specimen image at high resolution continually throughout the entire loading process. This 

enables the deflection of the cantilever at the loaded point to be captured and measured at the same 

time as the incremental loading force. This feature is especially important in the case of APS-TBC 

with its heterogeneous microstructure where the connecting ligaments fail. If the mechanical 

properties of these local ligaments can be mapped and incorporated into finite element analysis, the 

microstructural feature that promote failure can be identified with the potential for the 

manufacturing of the coatings to be improved. One of the challenges of this approach lies in that the 

manufacture of the beams is found to be more difficult in APS-YSZ than in homogeneous materials 

such as silicon due to changes in the milling or sputtering rate of the ion beam. It has been shown 

elsewhere that the complex local morphology leads to a varied milling rate resulting in a significant 

non-uniformity at the base [8, 9]. 

 

5. Conclusions 

 

It may be concluded from this micro-scale investigation that: (i) The diametral compression of 

small disc specimens provides a useful tool for examining crack formation in quasi-brittle materials 

such as polygranular reactor core graphite, particularly when supported by focused ion beam 

milling and imaging. (ii) Micro-cracks in virgin PGA graphite have been confirmed to precede 

macro-crack formation. The micro-cracking accommodates the non-linearity in the 

load-displacement curves prior to the peak load. Such cracks have been observed at loads which are 

as low as 30% of the peak load. (iii) Micro-cantilever testing in APS-YSZ was found to produce 

comparable mechanical properties and fracture toughness with conventional macro-scale testing. 

This demonstrates that more insights into the fracture mechanics can be provided by the micro-scale 

testing. 
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Abstract 

The fracture toughness, Gc, of pure epoxy and epoxy nanocomposites with 10 wt% nano-rubber and 10 wt% 
nano-silica particles, was determined using an orthogonal cutting method on a CNC machine. The cutting 
forces were measured by a multi-axis dynamometer, and depths of cut were precisely controlled from 30 μm 
to 120 μm. High speed cutting tools with three rake angles of 10º, 20º, and 30º were used for the cutting. The 
fracture results of pure epoxy and 10 wt% nano-silica epoxy composite determined by the cutting test has the 
same order of magnitude as which determined by the standard compact tension test. However, for 10 wt% 
nano-rubber epoxy, a much lower Gc value was measured due to the interaction between the plastic zone size 
of the crack tip and the magnitude of cutting depth. The results have indicated that orthogonal cutting could 
be an alternative approach to traditional LEFM testing for brittle polymeric nanocomposites. The specimen 
preparation and testing procedures would be greatly simplified compared with current fracture test 
technologies. 

Keywords: Orthogonal cutting, fracture toughness, polymer nanocomposites 
 
1. Introduction 

The accurate estimation of fracture toughness for ductile, yet tough polymers remains to be a 
challenging task in material science. Traditional LEFM testing is affected by the blunting of the 
crack tip during crack propagation, which results in over-estimation of the toughness results. Recent 
research carried out by Patel et al. [9, 10] has proposed that orthogonal cutting may be a suitable 
method for measuring the strain energy release rate, Gc, for such polymers. The theory was initiated 
by Atkins [1-3, 5] who pointed out that the fracture energy in the orthogonal cutting process should 
be equally important as the plastic work and frictional loss, and that the critical fracture energy 
during cutting be equivalent to the cutting energy extrapolated to the zero depth of cut. 
Subsequently, Williams [9] developed a more sophisticated orthogonal cutting model by taking 
Tresca yield criterion and Coulomb friction of the workpiece material into account. A linear 
relationship between the cutting energy and the cutting depth with the inclusion of the constant 
global fracture energy, Gc, has been deduced. The new theory has been verified by the testing of 
some typical high toughness but low strength engineering polymers. The cutting experiment gives 
valid toughness results for these materials.  

It is expected that this marvel fracture testing technique will also be applicable for a variety of 
engineering polymers, in particular, such as tough, yet brittle polymeric composites, thin polymeric 
film and micro-fabricated materials. The method will greatly simplify the preparation of testing 
specimens and avoid the limit of size requirements in the standard fracture toughness test. Our work 
has been focused on employing the orthogonal cutting method to measure fracture toughness of 
brittle amorphous epoxy and its nano-modified composites (10 wt% nano-rubber and 10 wt% 
nano-silica epoxies). The cutting experiment was performed on a rigid CNC machine where the 
depth of cut can be precisely controlled within few hundreds of microns. At this range of cutting 
depth, the cut material behaved sufficient plasticity. Continuous chipping process and steady-state 
cutting force signals were observed. The cutting condition satisfied Williams’ notion of cutting 
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tough, yet ductile polymers. Hence, the same analytical method can be used in the cutting data 
analysis. 

2. Analysis 

2.1 Orthogonal Cutting with Consideration of Fracture Energy 

A schematic representation of the orthogonal cutting model developed by Williams et al. [9] is 
illustrated in Fig. 1 (a), where a tool with a single cutting edge of rake angle α is driven at a constant 
velocity V to remove a chip of thickness hc and width b from a testing material. The force 
relationship of the model may be considered by treating the chip as an isolated system. During a 
steady-state cutting process, the chip is hold by two equal and opposite resultant forces F and F’ 
under equilibrium condition. F’ is generated by the tool which acts on the back surface of the chip; 
F is due to the reaction of the testing material being cut which exerts on the base of the chip. F’ may 
be resolved into a friction force S and its normal component N along the chip back surface. S is 
responsible for the work expended in fraction as the chip slides over the tool rake face. On the other 
hand, F may be resolved into a shear force Fs and a compressive force Fn on the base of the chip. 
The base of the chip can be considered as a shear plane, of a shear angle φ, where shear yielding of 
the testing material take places. The shear force Fs is then responsible for the work expended in 
plastic deformation of the testing material. [7-9] 

 

Figure 1. Schematic diagrams of orthogonal cutting (a) force relationship of the cutting system and (b) 
geometrical relationship of displacements of forces during cutting. 

From another standpoint, the resultant force, F, may also be decomposed into Fc-bGc along the tool 
moving direction and Ft which is perpendicular to the tool moving direction. Fc is the cutting force 
delivered from the tool which is responsible for the total work dissipated in the cutting process. Ft 
arises from the existence of Fc, which is described as a transverse force to maintain the steady-state 
during cutting process. Gc is considered as the global fracture energy reserved in the testing material. 
Furthermore, bGc is modelled as a reaction force towards the cutting direction to prevent the 
material from separation, where b represents the width of cut. [9, 10] 

2.2 An Energy-based Approach to Determine the Fracture Energy 

In the orthogonal cutting system as illustrated in Fig.1 (a), the total cutting energy delivered by the 
tool is considered to be completely dissipated into the plastic work of the chip, the frictional loss 
due to tool-chip interaction and the fracture work of the testing material [9], where 

fractfrictplastdiss dUdUdUdU ++=  (1) 

In force-displacement relation, Eq. (1) becomes 

dxbGSdxdxFdxF cfpsc ++=  (2) 

(a) (b)
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where dx represents the incremental displacement of tool movement. The corresponding 
displacements owing to Fs and S, dxp and dxf, respectively, can be derived based on the geometrical 
relationship as shown in Fig. 1 (b) [9] 

dxdx f )cos(
sin

αϕ
ϕ
−

=  (3) 

dxdx p )cos(
sin

αϕ
α
−

=  (4) 

Considering force equilibrium of the chip, the friction force on the tool-chip interface may be 
expressed as 

αα cossin)( tcc FbGFS +−=  (5) 

On the other hand, the shear force on the shear plane can be modelled in accordance with Tresca 
yielding criterion. It is assumed that the shear plane is formed at a critical shear stress which is half 
of the yield strength of the testing material [9], thus, 

ϕ
σ

sin2
bhF Y

s =  (6) 

where bh/sinφ is the effective area of the shear plane. 

Substituting Eq. (3) to (6) into (2), we have 

c
Ytc Gh

b
F

b
F

++=− )
tan

1(tan
2

tan
ϕ

ϕ
σ

ϕ  (7) 

Thus, the fracture energy, Gc, induced by the cutting process can be determined from the linear plot 
of Fc/b-(Ft/b)tanφ versus (tanφ+1/tanφ)h data [9, 10], where 

α

αϕ
sin

costan
−

=

h
hc

 (8) 

and hc represents the chip thickness.   

3. Experimental 

3.1 Cutting Experiment Set-up 

Cutting tests were carried out on a hydraulic driven rigid CNC machine (Minini Junior 90 M286). A 
customised tool post and a sample holder were made to cope with orthogonal cutting. The cutting 
forces were measured by a multi-component dynamometer (Kistler 9257B). The cutting force 
signals were recorded by an digital oscilloscope (Agilent 54621A) and the data were processed in 
Excel. A set of high speed cutting tools (Cobalt M42), of rake angles 10º, 20º and 30º and clearance 
angle 4º, were used in the experiment. The tools were sharpened with tip radii less than 5μm. 

3.2 Testing Materials 
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A diglycidyl ether of bisphenol A (DGEBA) epoxy resin, Araldite-F (Ciba-Geigy, Australia), cured 
using piperidine (Sigma-Aldrich, Australia) with a ratio of 100:5 (epoxy/piperidine), was used as 
the base material. For two epoxy nanocomposites, one has 10 wt% SiO2 nanoparticle produced from 
Nanopox XP 22/0616 resin (Hanse-Chemie AG, Germany), which consists of well dispersed silica 
nanoparticles (40 wt%) with an average particle size of 20 nm, while the other has 10 wt% spherical 
rubber particle produced from a bisphenol master batch resin with 25 wt% well dispersed rubber 
nanoparticles of 100 nm in size (Kaneka Corporation, Japan). [6, 11] For the cutting experiment, the 
testing materials were prepared into approximately 5mm thick rectangular blocks. 

The values of fracture toughness Gc and yielding stress σY of the testing materials have been 
determined from conventional compact tension and tensile tests [6, 11], where the CT test followed 
ASTM D5045 while the tensile test followed ASTM D638.  

3.3 Cutting Test Method  

The testing material and tool were firmly gripped on the sample holder and tool post, respectively. 
Cutting started with first a few thin sectioning of the testing material in order to flatten the cut 
surface. Subsequently, consecutive cutting operation was performed with a speed of 1 mm/s and the 
depths of cut were varied from 30μm to 120μm. After each cut, the chip was collected for further 
measurement. 

4. Results and Discussion 

4.1 Cutting Results for Pure Epoxy and Epoxy Nanocomposites  

Cutting results are presented for pure epoxy and two epoxy nanocomposites. Cutting forces Fc and 
Ft, and chip thickness hc are measured for a range of cutting depths h. The data are evaluated by Eq. 
7, as shown in Fig. 2. 

   

Figure 2. Cutting results for (a) pure epoxy with specimen width b=5.57mm, (b) 10% nano-rubber epoxy 
with specimen width b=5.04mm, and (c) 10% nano-silica epoxy with specimen width b=5.40mm. The cutting 

velocity was at 1 mm/s. The legend shows the rake angle in degrees. 

Table 1. Yield stress and fracture toughness for epoxy and its nanocomposites [6, 11]. 
    Pure epoxy 10% nano-rubber epoxy 10% nano-silica epoxy 

Method Testing rate σY (MPa) Gc (kJ/m2) σY (MPa) Gc (kJ/m2) σY (MPa) Gc (kJ/m2)

Cutting test 1mm/s 87.46±2.47 0.59±0.21 77.38±1.25 0.65±0.09 84.52±1.73 0.89±0.15

CT test 1mm/min --  0.28±0.25  -- 1.93±0.1  -- 0.69±0.05

(a) (b) (c) 
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Tensile test 5mm/min 42.1±2.6  -- 37.6±0.8  -- 46.5±1.1  -- 
 
The linear regression analysis has been shown in the plots of Fc/b-(Ft/b)tanφ versus (tanφ+1/tanφ)h 
data. The gradient gives the yield stress, σY, which was deduced in accordance with Tresca yield 
criterion, and the y-intercept is the fracture energy, Gc, of the testing material induced by cutting. 
The σY and Gc determined from the cutting test are compared with those determined from standard 
compact tension and uni-axial tensile tests, as listed in Tab. 1. 

4.2 Results Discussion 

The compact tension test gives Gc values of 0.28±0.25 kJ/m2, 1.93±0.1 kJ/m2 and 0.69±0.05 kJ/m2 
for pure epoxy, 10% nano-rubber epoxy and 10% nano-silica epoxy, respectively. Cutting test gives 
higher Gc results for pure epoxy and 10% nano-silica epoxy, but within reasonable limits. The cause 
of discrepancy is attributed to the complication in the estimation of depth of cut, h. Since the tool 
cannot be perfectly sharp, the lower portion of the tool tip may result in a ploughing of the testing 
material during the cutting process. Thus, the measurements of the cutting depth were 
overestimated by the size of δ, as shown in Fig. 3 (b). 

    

Figure 3. Schematics of orthogonal cutting with (a) an ideal sharp tool, and (b) an actual tool with a tip 
radius r.  

Assuming that half size of the tip radius contributes to the ploughing process, the fracture energy 
that was over estimated by ploughing could be approximated by 

YG δσ='  (9) 

where the tool tip radius used in the experiment was around 5μm; σY is the yield stress determined 
from the cutting test. [4] Hence, the actual fracture energy induced by cutting for pure epoxy 
becomes 

222 /37.0/
1000

46.875.2/59.0 mkJmkJmkJGc ≈
×

−=  (10) 

and also, for 10% nano-silica epoxy 

222 /68.0/
1000

52.845.2/89.0 mkJmkJmkJGc ≈
×

−=  (11) 

which are in good agreement with the results derived from the compact tension test. 

The cutting test gives 0.65±0.09 kJ/m2 for the Gc value of 10% nano-rubber epoxy. The result is 
about 3 times lower than that given by the compact tension test. In this particular case, the cutting 
result is most likely affected by the crack tip plastic zone size of the testing material. The estimated 
plastic zone size in the compact tension test for 10% nano-rubber epoxy is about 190μm, which is 

(a) (b)
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far above the nominal depth of cut for the cutting test: 30μm to 120μm. Thus, the plastic zone size 
induced by cutting is confined and the measured Gc value is much more conservative. 

Finally, it is noticed that cutting method always determines high values of yield stress compared 
with those determined from the tensile test. This has been ascribed to large strain and high strain 
rate on the shear plane during the chip formation process [9]. 

5. Conclusion 

The fracture toughness of epoxy and its epoxy nanocomposites with 10 wt% rubber and silica 
nanoparticle has been measured by use of an orthogonal cutting method. The cutting method has 
been proven as a valid way to characterise the Gc of ductile and moderately tough polymeric 
materials [10]. This work expands the applicability of the method to brittle and tough amorphous 
polymer and its nanocomposites. It is believed that with the careful examination of the cutting 
quantities and the material property, orthogonal cutting could become an alternative approach to 
easily determine the fracture toughness of a wide variety of engineering polymers. 
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Abstract  The crack initiation behavior under the mixed-mode at the edge of a Cu/Si interface in 
nanoscale components has been investigated by a novel torsion method using a double 
nano-cantilever specimen consisting of a 20-nm-thick Cu layer and a Si substrate. By using this 
nano-cantilever torsion method, the shear stress is applied to the Cu/Si interface with the nanoscale 
stress concentration through the transverse arm. The mode mixity, which is the ratio of the shear 
stress to the normal stress, can be precisely controlled by changing the loading position. During the 
experiment, the crack is successfully initiated at the Cu/Si interface edge for various mode mixities 
by the developed method. The detailed stress fields along the Cu/Si interface at the critical loads for 
crack initiation are analyzed by the finite element method, and the stress concentration region near 
the interface edge in all specimens is within the scale of 100 nm. The critical normal stress and 
maximum shear stress at crack initiation have a circular relation. 
 
Keywords  Nanoscale, Mixed-mode, Crack initiation, Interface, Torsion test 
 

1. Introduction 
 
Micro- and nano-mechanical systems and electronic devices consist of dissimilar components, of 
which size is on the nanometer scale. Since intrinsic bi-material interfaces are inevitably introduced 
into these devices, deformation mismatch between the dissimilar materials induces a stress 
concentration at the interface. Thus, the interface is one of the potential sites of fracture [1–3]. 
 
Since the stress concentration region is proportionally scaled down for the shrinkage of component 
size, the stress concentration region at the interface edge is confined to the nanoscale in advanced 
devices [4–5]. On the other hand, as the state of internal stress is complex in micro-devices, the 
interface cracking usually takes place under a mixed-mode due to asymmetric loading across the 
interface and the difference in elastic properties [6]. Thus, to ensure the reliability of these devices, 
it is important to investigate the mixed-mode fracture criterion under a nanoscale stress 
concentration. Many investigations for various mode mixities have been conducted for macroscale 
materials [7], and they revealed that the critical normal and shear stresses for the interface fracture 
exhibit an elliptical relationship [7]. However, due to the difficulty in handling and applying 
effective loads to nanoscale specimens, conventional methods [8–11] cannot be applied in fracture 
experiments of nanoscale components. Recently, although the interfacial crack initiation by 
nanoscale stress concentration has been experimentally studied by a bending method using a 
straight nano-cantilever [12–14], the normal stress dominated the crack initiation at the interface 
edge, i.e., mode-I fracture. It is thus necessary to develop a suitable method for performing 
mixed-mode fracture experiments on nanoscale components and to investigate the criterion in the 
mixed-mode due to the nanoscale stress concentration. 
 
In this study, we develop a nano-cantilever torsion method and use it to perform crack initiation 
experiments for the interface between 20-nm-thick copper (Cu) film and silicon (Si) substrate under 
a 100-nm-scale stress concentration with different mode mixities. 
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2. Experiments 
 
2.1. Tested material 
 
The nano-cantilever torsion specimen is cut from a multi-layered material, i.e. silicon/copper/silicon 
nitride (Si/Cu/Si3N4). A Si(100) wafer surface is cleaned by inverse sputtering to remove the native 
oxide layer and then a 20-nm-thick Cu layer is deposited by radio-frequency magnetron sputtering 
in a 0.67 Pa argon atmosphere. An approximately 1000-nm-thick silicon nitride (SiN) layer is 
subsequently deposited by the same method without breaking the vacuum. This study focuses on 
the interface between the Cu layer and the Si substrate. 
 
2.2. Nano-cantilever torsion specimen 
 
Figure 1 schematically illustrates the nano-cantilever torsion specimen used to investigate the 
mixed-mode cracking at the Cu/Si interface edge in the present study. As shown in Fig. 1(a), the 
nano-cantilever torsion specimen is a three-dimensional bent structure in the shape of “ ” that has 
three arms (see top view of specimen in Fig. 1(b)). The Cu/Si interface is located at arm ①. The 
load is applied to the SiN layer in arm ③ by a diamond loading tip to stress the Cu/Si interface by 
a torque and bending moment transferred through arm ②. In addition, to eliminate the strong stress 
singularity at the sharp corner of the rectangular cross-section of arm ① and obtain a controllable 
mild concentrated stress field, the inner corner is rounded by focused ion beam (FIB) processing, as 
shown in the cross-sectional view of Fig. 1(a). Three specimens with different size are prepared and 
their scales are summarized in the table of Fig. 1(a). 
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Figure 1 (a) Schematic illustration of a nano-cantilever torsion specimen with 20-nm-thick Cu thin film and 
its dimensions. (b) Top view of specimen. The dimensions in the table are given in nanometers. 
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Figure 2 schematically illustrates the procedure used to fabricate the nano-cantilever torsion 
specimen. As it has three-dimensional shape, the process is much more complex than that for 
previous straight-cantilever specimen. Before the sample fabrication, passivation layers of gold (Au) 
and carbon (C) are formed on the SiN layer to protect the specimen from damage during processing. 
After a cubic block with the side length of about 10 μm is cut from the multi-layered material by a 
focused ion beam (FIB) (JEOL Ltd., SMI9200) (Fig. 2(a)), it is picked up by a glass probe 
manipulator (Fig. 2(b)) and is carefully glued to the flat top of a gold (Au) wire with a diameter of 
0.25 mm (Fig. 2(c)). The block is thinned in the y-direction (Fig. 2(d)) and an L-shaped extension 
that includes multilayer Si/Cu/SiN is formed (Fig. 2(e)). After thinning the L-shaped extension in 
the z-direction to form a cantilever (Fig. 2(f)), the inner middle part of the long arm of the L-shaped 
cantilever is cut to expose the inner Cu/Si interface edge (Fig. 2(g)). The inner corner of the upper 
edge of the Cu/Si interface is rounded (Fig. 2(h)). Finally, the Au and C layers are removed. The 
gallium (Ga) ion beam energy is set to 30 kV and the beam current is controlled between 5 pA and 5 
nA depending on the fabrication precision. 
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Figure 2 Schematic illustrations of the procedure used to prepare nano-cantilever torsion specimen. (a) A 
block is cut from a multi-layered material by FIB. (b) The block is manipulated using a glass probe. (c) The 
block is mounted on the top of an Au wire. (d)–(h) The shape of the nano-cantilever torsion specimen is 
fabricated. 
 
Figure 3 shows a scanning electron microscopy (SEM) micrograph of a nano-cantilever torsion 
specimen. It reveals that there is no damage on the Cu/Si interface edge before the experiment. 
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Figure 3 SEM image of a nano-cantilever torsion specimen (T1). 

 
2.3. Loading apparatus 
 

 
Figure 4 Mechanical loading apparatus used in the mixed-mode interface cracking experiments of nanoscale 
specimen. 
 
Figure 4 shows the minute mechanical loading apparatus (Nanofactory Instruments AB, SA2000N) 
used in this study. The apparatus, which consists of a movable sample stage and a diamond loading 
tip with a load sensor, is built into a transmission electron microscopy (TEM) holder. The gold wire 
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with a nano-cantilever torsion specimen mounted on top is attached to the sample stage, which is 
actuated three-dimensionally by a piezoelectric actuator. The load resolution of the sensor is 0.1 μN 
and the alignment resolution of the piezoelectric actuator in each direction is approximately 1 nm. 
 
3. Analytical procedure 
 
To inquire the stress distribution along the Cu/Si interface at crack initiation, elasto-plastic analysis 
is performed by the finite element method (FEM) using the commercial software, ABAQUS. Figure 
5 shows typical finite element meshes for specimen T1. The configuration of the simulation model 
is reconstructed using three-dimensional computer-aided design (CAD) software on the basis of 3D 
analysis of SEM and TEM micrographs. The area near the free edge of the Cu/Si interface, where 
the stress concentration is expected, is carefully divided into fine meshes. A perfect constraint 
condition is imposed on the back and bottom ends. 
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Figure 5 Typical finite element meshes for numerical analysis (specimen T1) 

 
Because the Si substrate is a single crystal, it was treated as an orthotropic elastic material. The 
Young's modulus of the SiN layer which affects the stress distribution along the Cu/Si interface is 
measured by an indentation test. Table 1 lists the elastic constants of the component materials. 
 

Table 1 Elastic constants of materials 

Material Young's modulus (GPa) Poisson's ratio 

Cu 129 0.34 

SiN 197 0.27 

Au 78 0.44 

C 400 0.30 

 C11 (GPa) C12 (GPa) C44 (GPa) 

Si 167.4 65.23 79.57 
 
Since the yield stress of the Cu layer is much lower than the Si substrate (σy > 3.4 GPa [15]) and the 
SiN layer (σy > 8.4 GPa [16]), only the Cu layer is subjected to elasto-plastic deformation during 
these experiments. The constitutive relation has been experimentally obtained in a previous study 
[13], and is given by:  
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where σ and ε are the von Mises stress and strain, respectively. 
 
In addition, the residual stresses introduced during processing are measured experimentally (760 
MPa for Cu layer; –290 MPa for SiN layer) [13] and are taken into account in the FEM analysis. 
After corresponding residual stresses are uniformly imposed on Cu and SiN layers respectively, 
they are relaxed by the FEM calculation. 
 
4. Results and discussion 
 
Figure 6 shows the loading curve (P–t) obtained for specimen T1 and TEM micrographs of the 
specimen at three specific loading levels (A, B, and C). As shown in Fig. 6(a), after the loading tip 
hits the SiN layer at point A, the applied load, P, increases monotonically up to a peak magnitude of 
49.9 μN (point B), after which it abruptly decreases (point C). Figure 6(b) clarifies that no crack 
initiation is recognized before the peak load while the specimen has an interface crack after. That is 
to say, the crack initiates at point B at the top edge of the Cu/Si interface and instantly propagates 
along the interface. A magnified image of the Cu/Si interface edge after crack initiation (at point C) 
indicates that no dissimilar material remains on either delaminated surface, which confirms the pure 
interface cracking. Similar behavior is also observed in the other specimens. Thus, the peak load for 
crack initiation, PC, is defined as the critical load. Table 2 lists the magnitude of PC, which shows 
that it depends greatly on the specimen geometry. 
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Figure 6 (a) Load–time relationship and (b) in situ observations of interfacial fracture of specimen T1. 

 
Table 2 Critical load, PC, for crack initiation at interface edge 

Specimen No. Critical load, PC, μN 

T1 49.9 
T2 25.6 
T3 12.0 

 
Figure 7 shows the distribution of shear stress τxy on the Cu/Si interface of a nano-cantilever torsion 
specimen, T1. It shows that the stress concentrates at the adjacent area of the rounded inner corner 
and its size is in the scale of 100 nm. Similar stress distribution on the Cu/Si interface is also found 
in other specimens. Thus, we set the origin, O, on the rounded corner to be the site of crack 
initiation. Since the stress is almost constant within the area of 50 nm away from the origin (the area 
in the dashed circle in Fig. 7(b)), we take the r-axis along the loading direction. 
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Figuer 7 Distribution of shear stress τxy on the Cu/Si interface of a nano-cantilever torsion specimen. 

 
Since FEM analysis on stress distribution of the Cu/Si interface indicates that the shear stress τxy 
concentrates at the site of crack initiation and much larger than other shear stress components, 
following discussions focus on the shear stress τxy and the normal stress σxx. Figure 8 shows the 
distributions of the normal and shear stresses, σxx and τxy, on the Cu/Si interface along the r-axis at 
the critical loads for crack initiation in different specimens. For comparison, the critical interfacial 
stress distribution of a straight-cantilever specimen (A1) is referred in Fig. 8(a). In 
straight-cantilever specimen A1 (Fig. 8(a)), the normal stress is two orders of magnitude larger than 
the shear stress, which indicates that the normal stress dominates crack initiation at the Cu/Si 
interface edge. Figures 8(b)–(d) reveal that with changing the loading position, i.e., the magnitude 
of L/l, different ratios of the shear stress to the normal stress are realized. In specimen T1, the shear 
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stress is comparably large with the normal stress (Fig. 8(b)), and a larger ratio of shear stress to 
normal stress is achieved in specimen T2 (Fig. 8(c)). In specimen T3, the shear stress is 10 times 
larger than the normal stress (Fig. 8(d)). It should be noted that the stress concentrated area is about 
100 nm in all specimens. These indicate the success of the nano-cantilever torsion method for 
conducting fracture experiments under different mode mixities with the nanoscale stress 
concentration. 
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Figure 8 Critical stress distributions at crack initiation on the Cu/Si interface near the edge of (a) 
straight-cantilever bending specimen and (b)–(d) nano-cantilever torsion specimens. 
 
Since both torsion and bending moments are applied to the Cu/Si interface with the nano-cantilever 
torsion method, the relation between the maximum shear stress and the normal stress is discussed to 
extract the mixed-mode fracture criterion of interfacial cracking. Here, it should be noted that the 
magnitude of maximum shear stress is almost same with that of τxy because of the domination of τxy 
for crack initiation compared with other shear stress components. On the other hand, a previous 
experimental study [14] revealed that the concentrated stress field of 30 nm from the edge of the 
Cu/Si interface dominates crack initiation at the edge of interface between the 20-nm-thick Cu layer 
and the Si substrate. Thus, the averages of the normal and the maximum shear stresses over the area 
of 30 nm away from the interface edge are used to represent the dominant stress components for 
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crack initiation; they are denoted by σmc and τmc, respectively. Figure 9 shows the plot of the normal 
stress σmc versus the maximum shear stress τmc for all four specimens (A1, T1, T2, and T3). In the 
straight-cantilever specimen A1, τmc/σmc is nearly zero, indicating the domination of normal stress 
for the crack initiation at the interface edge. In the nano-cantilever torsion specimens, i.e., T1, T2, 
and T3, τmc/σmc is 1.6, 2.5, and 19, respectively, which shows that the crack is initiated at the 
interface edge with different mode mixities. By fitting the experimental results with the 
least-squares method, an elliptical relation that is commonly used for macroscopic materials and a 
circular relation between the σmc (MPa) and τmc (MPa) are obtained and respectively depicted in 
Eqs. (2) and (3): 

 ( ) ( )2 2

mC mC1106 1129 1σ τ+ =  (2) 

As shown in Fig. 9, by calibrating with experimental results (circle points), the circular relation (red 
dash line) gives simple correspondence.  

 2 2 2
mC mC 1143σ τ+ =  (3) 

This indicates that the mixed-mode fracture criterion for interfacial cracking in nanoscale 
components simply exhibits a circular relation between the critical normal stress and maximum 
shear stress. 
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Figure 9 Critical relation of interfacial cracking under the mixed-mode. 

 
5. Conclusions 
 
In order to investigate the mixed-mode crack initiation due to the nanoscale stress concentration at 
the edge of the Cu/Si interface, we developed a methodology and conducted the fracture 
experiments using novel nano-cantilever torsion specimens with the interface between a 
20-nm-thick Cu layer and a Si substrate. The results are summarized below: 
 
(1). A novel nano-cantilever torsion method was developed that can apply the shear stress to the 

Cu/Si interface for crack initiation at the interface edge. The ratio of the critical shear stress to 
the normal one at crack initiation, i.e., the mode mixity, could be controlled by varying the 
loading position. FEM analysis revealed that the concentrated stress region near the interface 
edge was within the scale of 100 nm in all specimens. 
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(2). In the nano-cantilever torsion specimens, the crack was successfully initiated from the edge of 
the Cu/Si interface under different ratios of the critical shear stress to the normal stress. The 
corresponding critical load was measured by in situ TEM observations on the cracking. 

 
(3). The mixed-mode fracture criterion for interfacial cracking in nanoscale components is 

represented by a circular relation between the critical normal stress and maximum shear stress. 
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Abstract  
In this study, the role of nanoclay particles (MMT) on the micro- and nano-scale deformation and fracture 
behaviour of a crosslink unsaturated polyester (UPE)-based nanocomposites is presented. Nanocomposites 
from well-dispersed MMT and UPE are prepared by a combination of mechanical stirrer and ultrasonication 
process. Fracture toughness represented by critical stress intensity factor (KIc) based on linear elastic fracture 
mechanics (LEFM) and compact tension (CT) configuration is evaluated. Morphological characteristics for 
all nanocomposites are examined by using TEM, and the fracture surface and the toughening mechanisms of 
materials are identified by SEM analysis. The morphological characterization showed an intercalation/ 
partially exfoliation structure of UPE/MMT nanocomposite with a moderate enhancement in fracture 
toughness in nanocomposite. The UPE/ 3 wt. % clay nanocomposite had the highest KIc by a 61 % 
improvement over the neat UPE. The incorporation of clay nanofiller into the crosslink UPE demonstrated a 
shift in toughening mechanism from a highly brittle fracture for the UPE into shear bands and particles’ 
debonding and decohesion for nanocomposites. 
 
Keywords fracture toughness; toughening mechanisms; unsaturated polyester; clay nanocomposites. 
 
1. Introduction 
In general, polymer-clay nanocomposites (PCNs) properties are directly dependent on the state of 
nanoparticles dispersion in the polymeric matrix, whether it is immiscible, intercalated or exfoliated 
nanocomposites [1-3]. The exfoliated/intercalated nanostructure and the strong interaction between 
clay nanolayers and polymer chains play a role in constraining the mobility of polymer matrix and 
delay the crack initiation and propagation and consequently induce reasonable mechanical strength 
and toughness [4, 5]. Fracture toughness is a critical mechanical property which characterizes the 
resistance of a material to crack propagation or to fracture. The toughness of materials is directly 
dependent on the energy dissipation, or on the energy absorbed in fracturing the part.  
Unsaturated thermoset polyester resin (UPE) is one of the most used thermosetting polymers in 
different industrial applications due to its good mechanical properties and low cost and density [6]. 
However, the brittleness of this class of materials because of a radical polymerisation process 
between unsaturated prepolymer and styrene is one of their major drawbacks [7]. Hence numerous 
studies have been done on the introduction of second phase particles in them in order to control the 
toughness of thermoset polymers. For instance, Evora et al. [8] embedded small loadings of TiO2 
nanoparticles in the unsaturated polyester resin. The presence of the particles had the greatest effect 
on fracture toughness and tensile strength. Baskaran et al. [9] found that the fracture toughness of 
UPE resin has improved when 5 wt. % of Alumina (Al2O3) particles was added. Moreover, the 
investigation of the fracture behaviour and toughening mechanisms were done on the introduction 
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of multiwall carbon nanotubes in unsaturated polyester [10, 11], and halloysite nanotubes (HNTs) in 
epoxy [12]. It was found that the use of nanopatricles with polymers are effectively increased their 
fracture toughness without sacrificing other properties such as strength, modulus and glass 
transition temperature. 
As a result of the abovementioned works, several toughening mechanisms have been observed in 
polymers filled by micro- and nano-particles such as multiple craze-like banding with dilatation 
(dilation) [13]. Crack-pinning mechanism while the crack front bows out between the filler particles 
and remains pinned at the particles [14]. Microcracking mechanism is another mechanism in which 
the toughness increases due to the incorporation of rubber or nano-scale particles into polymers [7]. 
Localized shear yielding (or shear banding) mechanism which is a narrow zone of intense shearing 
strain forming due to a material instability i.e. corresponding to an abrupt loss of homogeneity of 
deformation. However, increase in tendency to shear yield in nanocomposites may cause an 
increase in energy absorption prior to fracture [15]. Also, there is a massive shear-banding 
mechanism which occurs due to the reduction in yield stress by the stress concentration of the 
compliant nano-scale or rubber particles that facilitate shear yielding. Additionally, particle bridging 
(rigid particles) mechanism in which a rigid or ductile particle plays as a bridging particle that 
applies compressive traction in the crack wake and the ductile particle deforms plastically in the 
material surrounding the crack tip, which provides additional crack shielding. The particle bridging 
provides most of the improvements in toughness since it remain intact for some distance behind the 
crack-front [16]. In this study, the attempt is made to investigate the relationship between 
well-dispersed structure nanocomposites and the fracture behaviour of unsaturated polyester (UPE), 
and to understand to what extent clay particles can inhabit crack initiation, crack growth, and then 
enhance the fracture toughness of the networked UPE. 
  

2. Experimental setup 

2.1 Materials and nanocomposites preparation 
Organoclay platelets (MMT, Cloisite® 30B, provided by Southern Clay Products, Inc. via Jim 
Chambers & Associates, Australia) were introduced into unsaturated polyester resin (UPE, 
AROPOL®-1472PLSE, Nupol, Australia having 45 % styrene) at different amounts (1, 3, 5, 7, and 
9 wt. %). Nanocomposites from MMT/UPE were prepared by means of high shear mixing followed 
by sonication (agitation) to drive the air bubbles off. After mixing, the catalyst Methyl Ethyl Ketone 
Peroxide (MEKP/Butanox-M50) was added to the mixture at 2 % of UPE weight and stirred 
manually for 1 min as per the instructions of the supplied company. Later, the mixture was poured 
in a special plastic moulds having the fracture specimens geometry, and cured at room temperature 
for 24 h and post cured at 60°C for 2h followed by 90°C for 2h following an increment rate of 
10°C/30 min. 
  
2.2 Morphological characterization  
Transmission electron microscope (TEM) was used to observe the dispersion of clay layers in the 
UPE polymer resin. Ultra-thin sections of approximately 70 nm in thickness were cut by diamond 
knife from the nanocomposites at room temperature and examined using a JEOL (JEM-1010) TEM 
instrument at an acceleration voltage of 100KV. Scanning Electron Microscope (SEM, Philip XL-30) 
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was utilized to identify the failure modes and toughening mechanism. SEM observations were 
carried out on the fracture surfaces of compact tension fracture specimens after sputter coating with 
a thin layer of platinum to increase electric conductivity.  
 
2.3 Fracture mechanisms study 
The stress intensity factor (KIc) and the strain energy release rate (GIc) of the cured neat UPE and 
the UPE/nanocomposites were evaluated using the compact tension (CT) configurations. The CT 
fracture specimens were prepared according to ASTM D5045 as shown in Fig. 1. A pre-crack was 
generated by tapping a fresh razor blade into the notch tip with a drop weight to maintain an 
accurate KIc values. 5 mm/min is adapted as loading rate and the following relationships are used to 
measure the KIc: 

              

        

Where PQ is the load determined from the load-displacement curve, B the specimen thickness. The 

calculated KIc values were checked against: B, a, (W-a) > 2.5 (KIc/σy)2 

 

 

 

 

 

 

 

 

 

Fig.1 Dimension of the compact tension (CT) specimen. 
 
3. Results and discussion 
3.1 Morphology 

Fig. 2 shows representative TEM micrographs of the cured unsaturated polyester (UPE) filled by 
different nanoclay loadings. From the figure, it can be noticed that a good dispersion of clay layers 
in the polymeric matrix with a plausible intercalation between nanoclay and the polymer chains has 
achieved by using direct high shear mixing and sonication. However, several agglomerates of 
micro-particles with thickness of 100 nm or greater are created at higher nanoclay loadings can also 

(2)

(1)

(3)
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be seen in Fig. 2c. The appearance of these clusters are attributed to the structure of clay that 
composed of platelets with an inner octahedral layer surrounded by two silicate tetrahedral layers 
and because of the natural state of clay which exists as stacks of many platelets at several hundred 
nanometres long and wide separated by an interlayer distance of ~1-3 nm [5, 17]. 
 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2 TEM photomicrographs of UPE filled by different clay nanocomposites. 
 

3.2 Fracture toughness and mechanism 

Fig. 3 shows a set of typical load-crack opening displacement (COD) curves obtained from the CT 
fracture tests for the cured neat unsaturated polyester (UPE) and UPE filled by different contents of 
3 wt. % and 5 wt clay nanocomposites. It can be found that all samples have undergone unstable 
crack propagation with s straight line when the maximum load is reached due to the high crosslink 
density of the UPE and its prone to fast fracture. Meanwhile, the UPE- based 3 wt. % MMT 
nanocomposites manifested their ability to carry higher loads with lesser displacements (COD) 
whereas the addition of 5 wt % MMT showed lower loads with higher displacements compared to 
the neat UPE resin.  
The fracture toughness values (KIc) versus different clay loadings (1-9 wt. %) with respect to the 

(a) UPE/ 1 % MMT 

10 µm 10 µm 

20 µm20 µm

(b) UPE/ 5 % MMT 

(c) UPE/ 3 % MMT

(d) UPE/ 7 % MMT
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neat resin value were illustrated in Fig. 4. The magnitudes of KIc of the modified UPE have 
modestly improved after nanoclay platelets were incorporated where the introduction of 3 wt % 
MMT content showed the highest KIc value by 61% higher than the neat UPE. However, these 
values have decreased at higher nanofiller contents due to the appearance of clay aggregates and the 
weak interaction between clay layers and polymer resin thereof with the increase of clay contents. 
These results are in conformance with these reported in the literature [18]. A comparison of 
different studies where KIc values have been obtained is addressed in Table 1. From the table, it can 
be noted that the incorporation of even low levels of nanoparticle into unsaturated polyester resin 
resulted in noticeable changes in fracture toughness of the produced materials over the neat resin 
due to the presence of nanoparticles.  
 
 

 

 

 

 

 

 

 

 
 

Fig. 3 Typical load vs. crack opening displacement (COD) curves. 
 
 

 

 

 

 

 

 

 

 

 

Fig. 4 Fracture toughness of the neat UPE and the UPE/MMT nanocomposites 

Neat UPE

3 % MMT/UPE 
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Table 1 Fracture toughness for different nanoparticles-filled unsaturated polyester (UPE) 

Materials 

 

KIC (MPa m1/2) 

{test specimen type } 
Comments and Reference 

UPE/ 3 wt. % MMT 
2.435 [1.51: Neat UPE] 

{CT} 
The current study 

UPE/ 1 wt.% TiO2 
0.85 [0.5: Neat UPE] 

{SENB} 
Direct ultrasonification method, [8]  

UPE / 40 % Bamboo fibre  1.2 [0.5: Neat UPE] {CT} Laminating lay-up process, [19] 

UPE / 1 wt. % Alumina 
1.42 [1: Neat UPE] 

{SENB} 
Prepared using direct mixing approach, [20] 

CT: Compact tension, SENB: Single-edge notched bending, 
 
The fracture modes and toughening mechanisms in the thermosetting unsaturated polyester (UPE) 
toughened by clay nanomaterials ruptured at ambient temperature are identified by using SEM 
analysis as shown in Fig. 5. The SEM micrograph (Fig. 5a) showed the failure mechanism of the 
fracture surface of the neat UPE is a highly brittle failure mode without crazing. However, the 
introduction of clay particles into the networked UPE resin associated with better absorbing of 
energy, leading to localized shear yielding. Similarly, the authors in [21] referred to the appearance 
of isolated shear bands as an energy absorption mechanism accompanied with better plastic 
deformation in the failure mode of polymer having a second phase. Furthermore, the addition of 
nanofiller into the UPE resin resulted in particle pinning of the crack (Fig. 5c) leaving behind 
tail-like structure. SEM image (Fig. 5d) of the fracture surface of UPE-5 wt. % clay nanocomposite 
depicts various crack propagation directions on the cleavage surface. The direction of crack 
advancement is from top to bottom with an irregular curved path. Further clay nanoparticles (> 5 wt. 
% MMT) incorporation into the crosslink UPE resin accompanied with mixed failure mechanism 
represented by cleavage and void-coalescence as shown in Fig. 5 e and f.  
Additionally, in order to fully understand the nano-effect of clay particles on the fracture surface of 
UPE/clay nanocomposite, SEM images with different magnifications (Fig. 6) for the fracture 
surface of UPE- 3 wt % MMT nanocomposite were taken. This sample was chosen because of its 
relative higher fracture toughness. Fig. 6a illustrates the fracture topography at low magnification, 
showing the crack-initiation and crack-propagation zones. Another SEM view (Fig. 6b) at low 
magnification, showing the first zone of crack growth (zone 2A), in which the formation of 
microcracks can be noted. The tearing of the connected material (the particle-matrix interface) and 
decohesion occurred at the weakest locations in zone 2A (Fig. 6c) [22]. Comparatively, zone 2B 
(Fig. 6d and e), showing a similar flat cleavage along the fracture planes. The intergranular fracture 
mechanism or decohesion can also be observed in zone 2c (Fig. 6f).  
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Fig. 5 SEM micrographs showing the failure mechanisms of the fracture surface obtained from the 
compact tension specimens of the neat UPE and the UPE-filled by different clay nanocomposites. 

 
Conclusion 
The nano-effect of clay nanoparticles on the fracture toughness and toughening mechanisms of fully 
crosslink thermoset unsaturated polyester (UPE) was experimentally investigated in this study. The 
morphological characterization was described by using TEM examination and the failure modes of 
the fracture surfaces of compact tension samples ruptured at room temperature was also identified 
by using SEM analysis. An intercalation structure with a uniform dispersion of UPE/clay 
nanocomposites prepared by direct high shear mixing and sonication process were observed. The 
incorporation of MMT into UPE resin induced higher fracture toughness where nanocomposites 
containing UPE and 3 wt. % MMT showed a higher stress intensity factor (KIc) by a 61 % increase 
over the neat UPE. The role of nanofiller on the deformation mechanism demonstrated a shift from 

(a) Neat UPE (b) UPE/ 1 % MMT 

(e) UPE/ 7 % MMT (f) UPE/ 9 % MMT

(c) UPE/ 3 % MMT (d) UPE/ 5 % MMT
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highly brittle fracture mode without crazing for the neat UPE into shear yielding deformation 
mechanism with plausible energy absorption for nanocomposites.     
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Fig. 6 SEM micrographs of the fracture surface of UPE-3 wt. % clay nanocomposites ruptured at 
room temperature showing initiation and different crack propagation zones. 
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Abstract  Experimental investigations were conducted to characterize mode I interlaminar fracture and 
fatigue delamination growth behaviors of carbon fiber-reinforced epoxy (CF/EP) laminates with modified 
epoxy matrices using nano-silica particles, a reactive CTBN liquid rubber and a hybrid of nano-silica 
particles and CTBN liquid rubber. The CF/EP composites were fabricated using unidirectional carbon fibre 
and a DGEBA epoxy by means of a vacuum resin infusion technique. The mode I interlaminar fracture 
toughness (GIC) of the CF/EP laminates was increased significantly after the additives were incorporated in 
the matrices, especially for the laminates containing the hybrid particles of nano-silica and CTBN liquid 
rubber. Furthermore, nano-silica and CTBN liquid rubber were also found to effectively improve the fatigue 
performance of the CF/EP laminates by noticeably decreasing the fatigue crack propagation rates, 
particularly for the laminate with the matrices modified by the hybrid of nano-silica and CTBN liquid rubber. 
The results confirm that the enhancement in the fracture toughness due to the incorporation of the 
nanoparticles to the epoxy matrices has been partially transferred into the improvement of the interlaminar 
fracture resistance of the CF/EP composites, under both static and cyclic loadings. 
 
Keywords Interlaminar fracture, fatigue delamination growth, nano-silica, CTBN liquid rubber 
 

1. Introduction 
 
Interlaminar fracture toughness and delamination growth resistance play a major role in determining 
long-term service life of carbon fibre-reinforced epoxy (CF/EP) composite structures. A large 
number of research efforts have been carried out to improve interlaminar properties of CF/EP 
composite laminates, including the use of toughened matrices, stitching, Z-pining, etc [1-7]. 
Toughened epoxy matrices can normally result in high interlaminar fracture toughness and 
delamination growth resistance [8-11]. Recently, nano-sized silica particles produced by a sol-gel 
process and CTBN liquid rubber have been reported to significantly increase the toughness of 
epoxies and also the mode I interlaminar fracture toughness for carbon fiber reinforced epoxy 
composites [12]. As a result of the unique combination of the additives, the hybrid epoxy matrices 
may also improve the interlaminar fatigue crack growth resistance of CF/EP composites. 
 
The present paper presents the experimental results of a study in exploring the role of silica 
nano-particles and CTBN liquid rubber in the epoxy matrices of CF/EP composites. Mode I 
interlaminar fracture toughness and fatigue delamination growth rate are evaluated and possible 
mechanisms are discussed. 
 
2. Experimental 
 
2.1. Materials 
 
A DGEBA epoxy (Araldite-F, Huntsman) was used for the study. Piperidine was used as hardener 
for curing the epoxy. The modifiers for the epoxy were a SiO2 nano-particle dispersed epoxy 
(Nanopox XP, Nanoresins, Germany) and a CTBN liquid rubber (Hycar CTBN 1300X13). Nanopox 
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XP consists of surface-modified silica nano-particles (40 wt%) with an average particle size of 
20nm. T300 unidirectional carbon fibre fabrics (FGI Fibre Glass International, Australia) were used. 
 
2.2. Fabrication of CF/EP composites 
 
The CF/EP composites were fabricated from the unidirectional carbon fibre fabric using a vacuum 
assisted resin infusion molding (VARIM) process. Neat epoxy and modified epoxies with 10 wt% 
silica nano-particles and/or 10 wt% rubber were premixed at 80oC and later used in VARIM. 
Piperidine was added at a ratio of 5:100 (hardener/epoxy) in weight. The laminates consisted of 20 
unidirectional carbon fiber layers. A polyimide thin film (50 µm in thickness and 120 mm in length) 
was inserted between the 10th and 11th layers at one end of the laminate, to serve as a “pre-crack” 
for the interlaminar fracture tests. Two loading blocks of 20 mm in width were bonded to up and 
bottom sides of one end of the specimen for load applying. 
 
2.3. Mechanical tests 
 
Double cantilever beam (DCB) specimens (dimensions of 20 mm in width, 240 mm in length, 4 
mm in thickness and 50 mm in initial “pre-crack” length) were prepared for the interlaminar 
fracture tests of the laminates under static and fatigue loadings. For static testing on an Instron 5567 
universal testing machine, a displacement rate of 1 mm/min was used. Mode I interlaminar fracture 
toughness (GIC) of unidirectional CF/EP composites was determined by the Modified Beam Theory 
(MBT) Method, according to ASTM D5528,  
 
                                                                             (1) 
 
 
Whereb is the specimen width, P is the applied load, δ is the displacement of the load-point and 
| |Δ is the modification of actually measured crack length a . Two values of GIC were defined, 
namely GIC (init.), at the point when the delamination was observed visually to propagate from the 
pre-crack tip, and GIC (prop.), the plateau value of the resistance curve (R-curve). 
The fatigue tests were carried out on an MTS-810 servo-hydraulic machine in reference to ASTM 
D6115 to measure the interlaminar delamination growth rate. During fatigue testing, the 
displacement ratio (R) of the minimum to the maximum displacements was kept constant (R = 0.1), 
and a cyclic frequency of 1 Hz was adopted. At least 3 specimens were tested for each group 
starting from the maximum cyclic strain energy release rate at the peak of displacement cycle being 
60% of mode I interlaminar fracture toughness measured from quasi-static tests of the 
corresponding CF/EP laminates. The maximum cyclic strain energy release rate can be calculated 
from:  
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max max
Im
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Where maxP is the maximum cyclic load, maxδ is the maximum value of cyclic displacement, 

| |avΔ is the average value of | |Δ  from static tests. The crack length was determined by visual 

observation during the crack propagation. The corresponding number, N, of fatigue cycles required 
to generate delamination growth in the CF/EP laminates were recorded during the fatigue tests, thus 
allowing the crack growth rate, da/dN, to be calculated. 
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3. Results and discussion 
 
3.1. Interlaminar fracture toughness 
 
Typical curves of mode I interlaminar growth resistance as a function of crack length (R-curves) 
under static loading are shown in Figure 1 for CF/EP laiminates with unmodified and modified 
matrices. The corresponding mode I interlaminar fracture properties are shown in Table 1. It can be 
seen that both GIC (init.) and GIC (prop.) increased after the epoxy matrix was modified. The 
presence of 10 wt% nano-silica particles or 10 wt% CTBN rubber, showed a significant effect on 
the interlaminar fracture toughness, leading to increases in both GIC(init.) and GIC(prop.). The 
combined use of the nano-silica particles and the CTBN rubber with the epoxy, to form a “hybrid” 
epoxy matrix, gives a further enhancement to the fracture toughness, with the maximum values of 
649 J/m2 for GIC (init.) and 1323 J/m2 for GIC (prop.) being recorded. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1 Typical R-curves for mode I interlaminar fracture of CF/EP laminates  
 
 
 

Table 1. Mode I interlaminar fracture properties of CF/EP laminates 
Laminates GIC (init.)[J/m2] GIC(prop.)[J/m2]  

CF/EP 389±20 741±70 
10 wt% nano-silica/CF/EP 602±4 1130±93 

10 wt% rubber/CF/EP 629±31 1256±37 
10 wt% nano-silica and 
10 wt% rubber/CF/EP 

649±112 1323±101 
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3.2. Fatigue delamination resistance 
 
The crack growth rate (da/dN) versus delamination length curves are shown in Figure 2 for CF/EP 
laminates with unmodified and modified matrices. The results show that the fatigue delamination 
resistance in composite laminates with the matrix modified by nano-silica, CTBN rubber and the 
hybrid of these additives was greatly improved. Generally, the rate of delamination propagation was 
initially high and then decreased as the delamination growth because of reduced strain energy 
release rate under the constant peak displacement. In particular, the CF/EP composite laminate with 
the matrix modified by the hybrid of 10wt% nano-silica and 10 wt% rubber have the slowest 
delamination growth rate, being about almost two orders lower than that of the laminates with the 
neat epoxy at the early stage of delamination growth. 
 
As shown in Figure 3, the da/dN-GImax curve characterized the relationship between delamination 
growth rates and the maximum delamination energy (GImax) used for different group of CF/EP 
laminate specimens. It can be seen that the plots for the four groups of CF/EP laminates show the 
same trend, i.e., a high growth rate corresponds to a high GImax. Furthermore, it requires higher 
GImax for the same delamination growth rate for the CF/EP laminates with modified matrices. 
Particularly, the CF/EP laminate with the matrix modified by the hybrid of 10 wt% nano-silica and 
10 wt% rubber, requires the highest GImax for the same delamination growth rate, compared with 
other three groups of CF/EP laminates without modification, with 10 wt% nano-silica or 10 wt% 
rubber, respectively. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2 Propagation rate versus delamination length under cyclic fatigue for the CF/EP laminates 
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Figure 3 Propagation rate versus GImax under cyclic fatigue for the CF/EP laminates 
 
SEM photographs in Figure 4 show the morphology of fracture surfaces in the initial region of 
crack growth for the fatigue delamination growth in CF/EP laminates. For the neat epoxy laminate, 
in Figure 4 (a), exposed fibres can be seen being completely stripped of matrix resin, indicating an 
interfacial failure in the unmodified CF/EP laminate. However, more matrix resin remains on the 
exposed fibre surfaces in the 10 wt% nano-silica modified CF/EP laminate, in Figure 4 (b), showing 
better adhesion at fibre-matrix interface. The same phenomenon were also reported by Tang et al [9], 
who investigated mode I and II interlaminar fracture toughness in CF/EP laminated modified with 
nano-silica particles under static loading. The increasing fatigue delamination resistance for 10 wt 
% nano-silica CF/EP laminates can be attributed to the toughening mechanisms in the matrix 
induced by nano-silica ahead of delamination tip. It was observed that the plastic void growth 
around the nano-silica particles makes a contribution to the fracture energy of the epoxy modified 
by nano-silica during the delamination propagation, reported by Hsieh et al [12]. Enhanced plastic 
deformation can also be observed for the matrix modified with 10 wt% rubber, as shown in Figure 
4(c), indicating shear flow of the matrix resin due to the increased ductility. The hybrid matrix 
containing both 10 wt% nano-silica and 10 wt% rubber presented a rougher matrix surface that may 
be resulted from a synergistic effect of plastic void growth and shear yielding mechanisms, which 
correlates well with the highest delamination growth resistance under both static and cyclic loading. 
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Figure 4 SEM photographs of fracture surfaces for fatigue tested CF/EP laminates 

 
4. Conclusions 
 
(1) The mode I interlaminar fracture toughness of CF/EP laminates under static loading was 

significantly improved after the epoxy matrix was modified with 10 wt% nano-silica particles or 
10 wt% CTBN rubber. In particular, for the CF/EP laminate with the matrix modified by the 
hybrid of 10 wt% nano-silica and 10 wt% rubber, the interlaminar fracture toughness was 
further improved. 

(2) The fatigue delamination growth resistance of the CF/EP laminates was also improved after the 
matrix was modified by nano-silica and/or CTBN rubber. It was observed that the CF/EP 
laminate with the matrix modified by the hybrid of 10 wt% nano-silica and 10 wt% rubber 
achieved the highest resistance to fatigue delamination growth, attributed to the synergistic 
contribution of toughening mechanisms induced by nano-silica particles and CTBN rubber, 
respectively. 
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Abstract  By employing a multilayer thin film structure composed of thermally oxidized Si substrate and 
sputtered Sn film, a series of thermal annealing experiments are carried out to challenge the synthesis of Sn 
nanowires following thermal-stress-induced method. The effects of two vital influencing factors, i.e., surface 
morphology of Sn film and annealing conditions, are explored systematically. For Sn films with either 
isolated islands or voids in grain boundaries, there is no any change on surface morphology after annealing. 
Such behavior can be attributed to the existence of gaps among islands or voids in grain boundaries, which 
make it difficult to generate sufficient stress to grow Sn nanowire. On the other hand, for Sn films with dense 
grains or coalescent islands, the occurrence of hillocks or whiskers after annealing at high temperature 
indicates that the proper control of surface morphology of Sn film and thermal annealing conditions may 
grow Sn nanowires with large aspect ratio. 
 
Keywords  Atomic migration, Influencing factors, Metallic nanowire, Thermal stress 
 

1. Introduction 
    
The study of Sn nanowires has been motivated by the attractive properties of bulk Sn including 
excellent ductility, electrical conductivity, resistance to corrosion, and its extensive application in 
electronics industry. Recent experimental studies [1-6] have shown that Sn nanowires have unique 
superconductivity and magnetic properties, which indicates their potential application in 
superconductors. Moreover, vertical arrays of Sn nanowires have been expected to be ideal anode 
materials for lithium rechargeable batteries with improved cycling life and high power capabilities 
[7-9]. In addition, oxidation of Sn nanowires has provided an alternative method to prepare 
sensitive SnO2 nanowires for gas sensors [10]. Such exciting applications and the reliability 
evaluation (e.g., thermal instability [11]) have promoted the development of various strategies to 
grow Sn nanowires.  
 
Several template-assisted synthesis methods have been attempted, in which Sn nanowires have been 
grown inside the nanochannels of anodized aluminum oxide or track etched polycarbonate 
membrane by electrodeposition using an aqueous solution containing Sn2+ ions [1, 2], and by 
solidification of the molten Sn injected with gas pressure [12] or hydraulic pressure [13]. Although 
the above template-assisted methods have offered the advantages of predefined morphology and 
size controllability, there still exist extrinsic shortcomings such as the troublesome template 
removal and possible chemical contamination [14]. Besides, successful growth of Sn nanowires 
following vapor-solid mechanism has also been reported by employing a noncatalytic and 
template-free vapor transport process [3]. In this case, the source of Sn vapor is required, which is 
obtained by ultra-high temperature (i.e., 973K) heating of Sn. Additionally, Xiao et al. [15] have 
grown Sn nanowires using thermal-stress-induced method by annealing a Si-Sn nanocomposite film 
in vacuum.  
 
In this study, the same mechanism (i.e., thermal-stress-induced method) is employed to challenge 
the growth of Sn nanowires by using a multilayer thin film structure following thermal annealing in 
ambient environment. The effects of two vital influencing factors including surface morphology of 
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Sn film and annealing conditions are explored systematically. 
 
2. Fundamentals and Experiments 
 

 
Fig. 1 Schematic thermal-stress-induced growth of metallic nanowires from a multilayer film 

 
The mechanism of the present thermal-stress-induced growth of metallic nanowire using a 
multilayer is schematically illustrated in Fig. 1. A multilayer film shown in Fig. 1(a) is composed of 
three layers from top to down: passivation layer (e.g., natural oxide layer of Sn), target metal (e.g., 
Sn) and substrate (e.g., thermal oxidized Si). Because of the significant mismatch in the coefficient 

of thermal expansion (CTE) between target metal and substrate (αSn = 23.5×10-6/K; αSi = 
7.6×10-6/K [16]), the compressive thermal stress will be induced in target metal film during thermal 
annealing. Taking into account of material and geometrical singularities of the target metal film, the 
resulted local compressive stress gradient drives atoms migrating from more compressive areas to 
less compressive ones in the form of grain boundary diffusion and surface diffusion as shown in Fig. 
1(b). With the accumulation of migrated atoms, the compressive stress gradient is generated 
between the interface of target metal/passivation layer and the free surface of passivation layer. 
Once the pressure resulted by the accumulated atoms attains a critical value, weak spots in the 
passivation layer will be broken and metallic nanowire will be formed through the rearrangement of 
metallic atoms.  Based on the above growth mechanism, the similar multilayer thin film structure 
has been employed to fabricate various metallic nanowires, such as Cu [17], Bi [18], Ag [19], Al 
[20]. 
 
In the present work, a multilayer thin film structure for grow Sn nanowires are prepared. The Sn 

thin films are deposited on a 280μm-thick thermally oxidized Si wafer by radio frequency (RF) 
sputtering with an Ar flow of 20sccm and pressure of 5mTorr. The substrate temperature during 
sputtering is controlled to be room temperature (R.T.) by water cooling to assure thermal stress as 
high as possible in the following thermal annealing. By varying the RF power and sputtering time, a 
series of multilayer thin film structures are prepared in which the sputtered Sn films have different 
surface morphologies. 
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By using the obtained multilayer thin films, thermal annealing experiments are carried out at 
473~503K for 2h in ambient environment. By observing the surface morphologies of the 
as-sputtered Sn films and the annealed ones using a scanning electron microscope (SEM), the 
effects of two vital influencing factors, including surface morphology of the as-sputtered Sn film 
and annealing conditions, are investigated. 
 
3. Results and Discussion 
3.1 Surface Morphologies of As-sputtered Sn Films 
 
As a representative, the cross-sectional image of the prepared multilayer thin film is observed in Fig. 
2 by using transmission electron microscope (TEM), in which the Sn film is sputtered at 20W and 
240s. According to SEM observations, the surface morphologies of as-sputtered Sn films can be 
categorized into three representative sets, which are related to different RF power P and sputtering 
time t. For the films shown in Fig. 3 which are sputtered at RF power of 50W with sputtering rate of 
1.5nm/s from 30s to 60s, the isolated island structure is clearly observed in each case. Moreover, the 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2 Cross-sectional TEM image of the multilayer thin film (P=20W, t=240s) 
 

 

 
Fig. 3 Surface morphologies of Sn films with isolated island structure 

(a) P=50W, t=30s; (b) P=50W, t=60s 

Si substrate 

SiO2 
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SiO2 

Si substrate 
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gaps 
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(a) (b)

Fig. 4 Surface morphologies of Sn films with coalescent island structure 
(a) P=50W, t=90s; (b) P=20W, t=240s 

 

 

(a) (b)

void 

Fig. 5 Surface morphologies of Sn films with clear grains 
(a) P=300W, t=125s; (b) P=300W, t=500s 

 

size of island increases as the sputtering time increases. However, when the sputtering time 
increases to 90s, the isolated islands begin to coalesce with each other as shown in Fig.4 (a). This 
structure with coalescent islands is very similar with that in Fig. 4(b) sputtered at RF power of 20W 
for 240s with sputtering rate of 0.5nm/s. For films in Fig. 5 which are sputtered at RF power of 
300W for 125~500s with sputtering ratio of 4nm/s, grain boundaries can be clearly observed. 
Interestingly, by comparing Fig. 5(a) and Fig. 5(b), it is found that with the sputtering time increases 
and the corresponding increasing film thickness, the voids at the grain boundaries decrease and 
finally vanish. 
 

3.2 Surface Morphologies of Annealed Sn Films 
 
The surface morphologies of the above as-sputtered Sn films after annealing at 473~503K for 2h 
are given in Fig. 6. Significant changes on the surface morphologies are only observed for Sn films 
which are sputtered under the following three conditions: (I) P=50W, t=90s (Fig. 6(a)); (II) P=20W, 
t=240s (Figs. 6(b, d)); (III) P=300W, t=500s (Fig. 6(c)). At the annealing temperature of T=473K, 
large numbers of hillocks shown are observed on the films sputtered at the above three cases (i.e., 
Figs. 6(a~c)) while no any change is found on the other films. When the annealing temperature is 
increased up to T=503K, large numbers of whiskers with various shapes are only observed on the 
film sputtered at P=20W (Fig. 6(d)). The representative images of hillock or whisker are shown in 
in Fig. 7. These distinctive differences can be discussed as below: for the sputtered Sn films with 
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isolated islands or voids in grain boundaries, it is difficult to result in stress concentration because 
of the existence of gap or voids. On the other hand, for Sn films with dense grains or coalescent 
islands, it is possible to induce thermal stress during the annealing with consideration of material 
and geometrical singularity. It should be noted that for the former (i.e., Sn film with dense grains) 
with thickness in micro-scale, the part of internal stress is released by recrystallization during the 
formation of grains. However, for the latter (i.e., Sn film with coalescent islands) with thickness in 
nanoscale, the induced thermal stress is much higher than that in the former. 
 

 

(a) (b)
hillock

hillock

T=473K T=473K

(d)(c) 

whisker
hillock 

T=503KT=473K 

Fig. 6 Surface morphologies of annealed Sn films 
(a) P=50W, t=90s; (b,d) P=20W, t=240s; (c) P=300W, t=500s 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 7 Representative hillock or whisker in annealed Sn films  

(d)(c) 

(a) (b)

(a) 

(a) P=50W, t=90s; (b,d) P=20W, t=240s; (c) P=300W, t=500s 
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4. Conclusions 
 
By employing a multilayer thin film structure composed of thermally oxidized Si substrate and 
sputtered Sn film, a series of thermal annealing experiments are carried out to challenge the growth 
of Sn nanowires using thermal-stress-induced method. The effects of two vital influencing factors, 
i.e., surface morphology of Sn film and annealing conditions, are explored systematically. For Sn 
films with either isolated island structure or voids in grain boundaries, there is no any change on 
surface morphology after annealing. Such behavior can be attributed to the existence of gaps among 
islands or voids in grain boundaries, which make it difficult to generate sufficient stress to make Sn 
nanowires grow. On the other hand, for Sn films with dense grains or coalescent islands, the 
occurrence of hillocks or whiskers after annealing indicates that the proper control of surface 
morphology of Sn film and annealing conditions may grow Sn nanowires with large aspect ratio. 
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Abstract  Neat epoxy and epoxy-based nanocomposites were subjected to monotonic uniaxial and fracture 

toughness testing. Samples of epoxy filled with 0.1wt% multi-wall carbon nanotubes (MWNT) and of epoxy 

filled with 0.1wt% graphene platelets (GPL) were considered. The nanoscale inclusions were used in the 

as-received state. The processing procedure involved sonication and high-speed mixing followed by 

degassing and curing. Traction tests were performed with ASTM-type specimens using both an Epsilon 

extensometer and the digital image correlation method (DIC). DIC was performed using an ARAMIS system 

and the entire length of each specimen was analyzed. The stress-strain behavior of these materials was 

essentially identical. However, the toughness of MWNT was even 50% higher than that of neat epoxy. The 

toughness of GPL-filled epoxy was only marginally larger than that of the neat matrix. These observations 

are attributed to the crack bridging effect of the MWNT. 
 
Keywords  Nanocomposites, Fracture toughness, Digital image correlation, Crack bridging 
 

1. Introduction 
 
Polymer nanocomposites have emerged as important structural materials, competing with neat 
polymers and classical composites. These materials exhibit a combination of exceptional properties 
which usually cannot be achieved in standard composites. Some of the most studied systems are 
nanocomposite thermosets, that is polymers filled with nanoparticles and various forms of 
nano-carbon (carbon nanotubes, graphene, graphene platelets, etc.).  
 
In [1], [2], GPL and MWNT-epoxy composites with various weight fractions (0 to 0.5wt%) were 
prepared, and were tested under monotonic, cyclic (fatigue) and creep conditions. It was observed 
that the addition of GPL and MWNT has a marginal effect on the stress-strain curve at all strain 
rates investigated. However, GPL reduces the creep rate at elevated temperatures, especially in the 
transient creep regime [1]. Both MWNT and GPL lead to a dramatic reduction of crack growth rate 
under fatigue conditions [2]. 
 
Epoxy-based nanocomposites with 0.1wt% MWNT were subjected to monotonic uniaxial and 
fracture toughness testing on single-edge notched (SEN) specimens [3]. SEM analyses were 
performed to study the fracture surfaces and the effect of fillers on crack propagation. For 
dispersing the MWNT in the epoxy resin special equipment is needed. A high energy sonicator was 
used, Sonics VCX-750 (US), characterized by a generator with 750 W output, a 20 kHz convertor 
and a temperature controller. For mechanical mixing, a shear mixer Thinky ARE-250 (Japan) with 
maximum rotation speed of 2000 rpm was used. 
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In this work we study the mechanical properties of epoxy-based composites in which the additives 
are multiwall carbon nanotubes (MWNT) and graphene platelets (GPL), in separate materials, at 
0.1wt% filling fraction. The nanocomposites were subjected to monotonic uniaxial and fracture 
toughness testing on single-edge notched (SEN) specimens. SEM analyses were performed to study 
the fracture surfaces and the effect of fillers on crack propagation. 
 

2. Traction testing 
 
Uniaxial tension tests were performed with ASTM-type specimens using both an Epsilon 
extensometer and the digital image correlation method (DIC). The testing speed was 1.5 mm/min 
which corresponds to an initial strain rate of approximately 10-3 s-1; DIC was performed using an 
ARAMIS system and the entire length of each specimen was analyzed. The ultimate tensile stress 
was in the range 50 to 55 MPa and the elongation at failure about 3-4.5%. The Young’s modulus is 
in the range 2300 to 2600 MPa. No significant difference was observed between MWNT and 
GPL-filled epoxy samples in this type of test. 
 
For a pure epoxy specimen failure is typically brittle, and may initiate from a corner of the 
specimen, probably due to a local defect (Fig. 1). On the fracture surface the SEM analysis shows 
striations on a radial direction converging towards the fracture initiation area. 

   

Figure 1. Fracture surface of a fractured pure epoxy specimen analyzed by SEM. 

 
As an example, just before failure, for a MWNT filled epoxy, the maximum von Mises strain is 
7.26 % due to a local stress raiser effect (Fig.2). 

 
 

Figure 2. von Mises strains obtained experimentally for a MWNT specimen 
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We show in Fig. 3 the von Mises strains (from DIC) for a GPL epoxy specimen tested in uniaxial 
tension, just before unstable crack propagation was observed. The maximum von Mises strain is 
now 2.6% in the area where failure initiates. 
 

 
Figure 3. von Mises strains in a GPL specimen 

 

3. Fracture toughness evaluation 
 
The fracture toughness evaluation was performed using SEN specimens. Notches were cut with a 
fine saw and then sharpened with a razor blade. The total length of the crack was 1.3 mm. The DIC 
was used to monitor the local Mises strains at the tip of the crack up to failure. The crack area was 
masked to prevent obtaining spurious strains due to the relative movement of the crack flanks. Fig. 
4 shows the von Mises strains in a MWNT nanocomposite specimen in the last frame before 
unstable crack propagation. The maximum strain is 2.4% and the failure was brittle. 
 

  

Figure 4. von Mises strains before failure in a MWNT SEN specimen; the crack area is masked 

 
Analyzing by SEM the fracture surface of a MWNT SEN specimen (Fig. 5) it can be observed that 
fracture phenomena at the initial crack front are different than those observed in specimens from 
pure epoxy. Fibers of material are pulled-out, this being a common feature. These fibers are not 
necessarily associated with the MWNT and have diameters much larger than those of MWNT.  
 
By observing in more detail the fracture surface (Fig. 6), one can notice that the MWNT were 
pulled out during the major crack propagation process, and can be seen on the crack surface. The 
measured diameters of the nanotubes are in between 30-45 nm. 
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Figure 5. Fracture surface analyzed by SEM for a MWNT-epoxy SEN specimen 

 
Figure 6. Fracture surface of a MWNT-epoxy sample showing MWNT pull-out.  

 

In GPL-epoxy, both isolated and clustered platelets are observed. The distribution of cluster sizes is 
rather broad. These are observed on the crack surface, as seen in Fig. 7 (right). It is also observed 
that the initiation of crack propagation from the front of the artificially cut crack (Fig. 7 left)  takes 
place at the site of a GPL cluster, which indicates that the clusters reduce the measured fracture 
toughness.   
  

  

Figure 7. Fracture surface of GPL-epoxy SEN specimen 
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The fracture toughness is represented in Fig. 8 in the case of pure epoxy and both GPL-epoxy and 
MWNT-epoxy in the cases when good dispersion and insufficient dispersion are achieved. Clearly a 
good dispersion of the nanoparticles is essential to improve the critical fracture toughness of the 
material. However, an insufficient dispersion leads to no increase of the toughness, as one would 
expect. 

 
Figure 8. Critical fracture toughness values for pure epoxy and epoxy mixed with 0.1wt% graphene platelets 

(GPL) and with 0.1wt% carbon nanotubes (MWNT) 

 

4. Conclusion 
 
An adequate dispersion of the MWNT may lead to an increase of the fracture toughness of 80%. 
Smaller increases were obtained with GPL, even at similar dispersion quality. In the preliminary 
studies it was observed that the nanotubes increase the toughness through a crack bridging 

mechanism which is well-known in the case of standard composites with fibers of μm and mm 
dimensions. The results concerning the importance of good dispersion of nanofillers confirm 
observations of other research groups. 
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Abstract: Improvement of interlaminar mechanical properties in carbon fiber aluminum laminates 

(CARALL) fabricated by carbon fiber reinforced plastic (CFRP) layers combined with aluminum alloy 

layers was studied. Various toughing methods including acid etching treatment and patterned structure 

manufacturing on the surfaces of aluminum alloy layers, and addition of nanofiller, i.e., VGCF, to the 

interface of CFRP and aluminum alloy through powder method, were employed to improve the mechanical 

properties of CARALL. Experimental results of double cantilever beam (DCB) tests indicated the 

improvement on the interlaminar mechanical properties of Mode-I fracture from much higher critical load Pc 

and fracture toughness GIC when using the acid etching treatment and VGCF addition. The acid etching 

treatment sample with VGCF 20 g/m² possesses the highest GIC, which is 41 times higher than that of the 

sample without any treatment. The patterned structure manufacturing on the surfaces of aluminum alloy 

layers can further improve the fracture properties of CARALL without adding VGCF. While VGCF was 

included in CARALL specimens, the patterned structure manufacturing has a minor effect on the Mode-I 

interlaminar mechanical properties. Crack propagation and fracture surface have also been observed to 

interpret the improvement mechanism.  

Keywords: Carbon fiber aluminum laminates (CARALL), vapor grown carbon fiber (VGCF), fracture 

toughness, interlaminar mechanical properties.  

 

1. Introduction 

 
Carbon fiber aluminum laminates (CARALL) are a kind of FML (fiber metal laminates) materials 

which are hybrid composite structures based on thin sheets of metal alloys and plies of fiber 

reinforced polymeric (FRPs) materials combining the advantages of metallic materials and fiber 

reinforced matrix systems. Metallic materials are for instance isotropic, have a high bearing strength 

and impact resistance and are easy to repair, while fiber reinforced matrix systems have excellent 

fatigue characteristics and high strength and stiffness. The fatigue and corrosion problems of 

metallic materials and the low bearing strength, impact resistance and reparability of fiber 

reinforced matrix systems can be overcome by the combination [1]. Nevertheless, laminates, and 

CARALL is no exception, have some disadvantages as well. Due to the combination of different 

materials, new failure mechanisms are introduced. One of such a mechanism is delamination, which 

can have serious consequences for the overall stiffness of the material, especially in those cases 

where compressive or shear loadings are dominate. The relatively weak bonding between 

metal/polymer interfaces still remains a problem to be solved. 

In order to solve this problem, surface treatment methods (e.g. acid treatment, anodizing, and 
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patterned structure manufacturing etc.) were employed by many researches to improve the interface 

mechanical properties of FMLs [2-7]. Kim et al. [3] systematically investigated the influence of 

surface morphology on the adhesion strength of a CFRP/Steel bond by incorporating micro-periodic 

line patterned surface on the metal substrate. They pointed out that the major source of strength 

enhancement caused by metal surface topography modification in polymer/metal bonded joints is 

the transition from interfacial to cohesive failure. Nano- and micro-scale surface treatment effects 

on adhesion strength improvement for CFRP/aluminum interfaces were investigated by Jang et al. 

[6]. Micro-scale line pattern was made on the aluminum surface by using conventional 

photolithography and acid etching. Anodizing process was employed to create uniform nano-porous 

morphology across the whole line pattern region on the aluminum specimen. The results showed 

that the specimen with nano-scale morphology in micro-scale line pattern resulted in the highest 

maximum load bearing capacity compared with that of only with micro-scale line pattern.  

 

With excellent mechanical properties, nanofillers (carbon nanotubes (CNTs), nanoclays, vapor 

grown carbon fiber (VGCF), etc.) are considered as ideal reinforcement candidates to the matrix or 

the interface of laminate composite to improve its mechanical properties. For instance, Jen et al. [8] 

observed that the incorporation of 1.0 wt.% SiO2 nanoparticles into interfaces among CFRP plies 

resulted in the increase of the overall in-plane tensile strength and stiffness of CFRP, but little 

improvement in fatigue behavior. A prepared VGCF paste interlayer was inserted into the interface 

between two [0
o
]7 CFRP sublaminates by Arai et al. [9], and revealed that the Mode-I fracture 

toughness was enhanced by 50%. However, till now, there has been no report about using 

nanofillers as the reinforcement for FML. The combined effects of various toughing methods (e.g. 

acid etching treatment, patterned structure manufacturing, addition of nanofiller) have not been well 

explored. 

 

In this study, various toughing methods including acid etching treatment and patterned 

structure manufacturing on the surfaces of aluminum alloy layers, and addition of nanofiller (i.e., 

VGCF) to the interface of CFRP and aluminum alloy through powder method, were employed to 

improve the interlaminar mechanical properties of CARALL. The area density of VGCF varies at 0, 

10, 20, and 30g/m
2
 at the interface. The results of DCB tests demonstrate that this new hybrid 

CARALL with acid etching treatment and 20g/m
2
 VGCF addition possess the highest Mode-I 

interlaminar fracture toughness. While the patterned structure manufacturing on the surfaces of 

aluminum alloy layers only has an improvement effect on the Mode-I interlaminar mechanical 

properties when VGCF was not dispersed into the laminate interfaces. Crack propagation and 

fracture surface observations of specimens using optical microscopy have also been carried out to 

study the toughening mechanism of the hybrid CARALL. 

 

2. Experiments 

 

2.1 Fabrication of specimens 

To systematically investigate the effects of different toughing technologies, as shown in Table 1, 9 

kinds of CARALL specimens have been fabricated in an autoclave for 3h at curing temperature of 

130ºC. The producing process was schematically shown in Fig. 1. The CFRP prepregs (TOHO 
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TENAX Co., Ltd, Japan), one commercial aluminum alloy AL2017 (TOHO Hitetsu-Kinzoku Co., 

Ltd, Japan) and VGCF (Showa Denko K.K, Japan) were used, where the details of the physical and 

mechanical properties were given in Table 2, where “A” denotes the acid-treatment, and “G” 

denotes patterned structure manufacturing with grooves. All of the specimens except the first kind 

CARALL were treated by acid etching process. In the acid etching process, the aluminum alloy 

layers were socked in 1mol/l nitric acid for 24h to increase their surface roughness. In addition to 

acid etching treatment, the aluminum alloy layers of the last four kinds of specimens were also 

processed with small grooves which were vertical to the fiber direction of the CFRP laminates. The 

dimensions of the grooves were shown in Fig. 2. Moreover, in some specimens, three different 

contents of VGCF, as the reinforcement for interface, were dispersed at the interface of 

unidirectional  CFRP  laminates  and the aluminum alloy layers during the hand lay-up process,  

 

  Table 1. Specimen list 

 

Specimens Acid treatment Grooved VGCF 

CARALL ― ― ― 

A-CARALL ○ ― ― 

A-CARALL(10) ○ ― 10 [g/m
2
] 

A-CARALL(20) ○ ― 20 [g/m
2
] 

A-CARALL(30) ○ ― 30 [g/m
2
] 

A-G-CARALL ○ ○ ― 

A-G-CARALL(10) ○ ○ 10 [g/m
2
] 

A-G-CARALL(20) ○ ○ 20 [g/m
2
] 

A-G-CARALL(30) ○ ○ 30 [g/m
2
] 

 

Figure 1. Schematic illustration of specimen fabrication process 

 prepreg (3x0.36mm) 
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Table 2. Physical and mechanical properties of CFRP prepregs, AL2017 and VGCF 

 

CFRP prepreg VGCF 

Young’s modulus  

( Fiber direction) 
116.8GPa Diameter 150nm 

Young’s modulus  

( Transverse direction) 
8.83GPa Length 10-20mm 

CF content 63% Aspect ratio 10-500 

AL2017 Density 2.0g/cm
3 

Young’s modulus 80GPa Young’s modulus 273-760GPa 

Tensile strength 375MPa Tensile stress 2700-3500MPa 

           

 

Figure 2. Dimensions of the grooves on the aluminum alloy layer 

 

where a simple and newly-developed fabrication technology with low production cost, i.e., powder 

method [10], was employed. 

 

2.2 DCB test procedure 

 

In order to evaluate the Mode-I interlaminar fracture toughness, DCB tests have been carried out 

using a universal material testing machine at 25
o
C by referring to Japanese Industrial Standards 

(JIS) K7086 [11]. Two specimens for each type of laminate with different toughing treatments were 

cut from the fabricated panels, where mark lines were painted on side surface for crack length 

measurement. The dimensions of specimens were schematically depicted in Fig. 3.   Tensile loads 

  

Length L=125mm; Width B=20mm; Height H=2.36mm~ 

Initial crack length a=45mm 

Figure 3. Specimen for DCB tests 
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were applied at two aluminum tabs at one end of the specimen by using special apparatus through 

universal joints at a crosshead speed of 0.5mm/min. As given in Ref. [11], GIC at the initial stage of 

crack growth and fracture resistance GIR during crack propagation process can be calculated as a 

function of the crack growth, which is obtained by visually measuring the side surface of specimen. 

First, the relationship between the crack length a, and the compliance of load-COD (crack opening 

displacement) curve , are expressed in the following equation, 

0
3

1
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2
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                               (1) 
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                                     (2) 

Here and P stand for COD and the applied force respectively, 0, 1 are the fitted coefficients 

obtained from the experimental relation between a and . Then, by using the compliance method of 

homogeneous isotropic materials in classical fracture mechanics, GIC and GIR can be evaluated as 

follows, 
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where PC is the critical load at the initialization of crack growth, and PR the load during crack 

growth process, which can be obtained from load-COD curves. 

 

3. Results and discussion 

 

3.1 Mode-I interlaminar fracture toughness 

 

Typical load-COD curves were plotted in Fig. 4, which shows the comparison of four representative 

types of specimens, i.e., CARALL, A-CARALL, A-CARALL(20), and A-G-CARALL. Critical 

loads at crack growth PC for various types of specimens, which are obtained from peaks loads in Fig. 

4, were shown in Fig. 5. From Figs. 4 and 5, it can be found that PC of A-CARALL, 

A-CARALL(20), and A-G-CARALL were higher than that of base CARALL, which indicates the 

reinforcement effect of acid etching treatment, patterned surface manufacturing and VGCF 

interlayer. The highest PC occurs in the case of A-CARALL(20), which is about 12 times higher 

than that of the base CARALL laminates and 4 times higher than that of the A-CARALL specimen. 
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Figure 4. Comparison of load-COD curves for four kinds of specimens 
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Figure 5. Critical load PC for four kinds of specimens 

 

Based on the load-COD curves of all fabricated samples and Eqs. (3-4), Mode-I fracture toughness 

GIC and fracture resistance GIR were demonstrated in Figs. 6 and 7 respectively. Note that GIR was 

obtained by averaging the GIR values of 5 points within the range of increment of crack length from 

20 mm to 40 mm. For better understanding of the results from Figs. 6 and 7, two different situations 

were discussed. In the first situation, no VGCF was added into the specimens. In this case, it can be 

found from Figs. 6 and 7 that GIC and GIR were increased greatly for the A-CARALL and 

A-G-CARALL specimens. This indicates that the acid etching treatment can enhance the 

interlaminar mechanical properties of hybrid CARALL effectively. Without the addition of 

VGCF(0g/m
2
), the higher GIC and GIR of A-G-CARALL compared to that of A-CARALL 

demonstrates that the patterned surface manufacturing in the acid treatment aluminum alloy layers 

can further improve the interlaminar mechanical properties of hybrid CARALL. Therefore, in the 

case of no nanofiller, the optimal toughing technique was the combination acid treatment and 

patterned surface manufacturing. In the other situation, VGCF interlayer was included in the 

specimens. In this case, we can see from Figs. 6 and 7 that the GIC of A-CARALL and 

A-G-CARALL specimens were both improved significantly with the addition of VGCF. In 

particular, the specimens with VGCF 20g/m
2 

loading have the highest fracture toughness which is 

of approximate 41 times higher GIC than that of the pure CARALL specimen. However, as VGCF 
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content increases above 20g/m
2
, the fracture toughness tends to decrease. By increasing the VGCF 

content to 30g/m
2
, the GIC of these specimens are approximate one half of the 20g/m

2 
specimens. 

Moreover, it is easy to find that although the patterned surface can improve the interlaminar 

mechanical properties of A-CARALL composite without VGCF addition, however, when VGCF 

was added into the specimens, the GIC of A-G-CARALL is all lower than that of A-CARALL except 

A-G-CARALL(30) specimen. This indicates that the improvement effects of VGCF addition for 

A-W-CARALL were lower than A-CARALL specimens. Therefore, in this case, the optimal 

toughing method was acid treatment combined with 20g/m
2 

VGCF or 10g/m
2 

VGCF. Note that the 

GIC of A-CARALL(20) is only slightly higher than A-CARALL(10), however, the VGCF loading is 

two times of A-CARALL(10). As for GIR, the trend of results was almost the same as that of GIC, 

except for the result of A-G-CARALL(20). GIR of the specimens increases with the addition of 

VGCF, passes through a peak value (for A-CARALL at 20g/m
2 

loading, for A-G-CARALL at 

10g/m
2
 loading), and then decreases.  

 
Figure 6. Comparison of GIC for various specimens 

 

 Figure 7. Comparison of GIR for various specimens 

 

3.2 Crack path and fracture surface observations 

 

To uncover the relevant toughening mechanisms involved, the following experimental observations 

have been conducted. 
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Figure 8. Surface morphology of the aluminum layers (a) before and (b) after acid etching treatment 

 

For the first case, no VGCF was added into the specimens. Figure 8 describes the surface 

morphology of the aluminum layers before and after acid etching treatment respectively. It can be 

found that the acid etching treatment have produced a rough surface on the aluminum plate which 

consist of many small holes, grooves. The average diameter is about 18μm and the depth is 

approximately 2-5μm. When a liquid epoxy resin is applied to the rough surface, it conforms to the 

rough surface and tends to fill up the irregularities of the substrate surface such as microgrooves, 

holes. Consequently, mechanical interlock forms after the epoxy resin is cured. Due to the formed 

mechanical interlock, cohesive failure of the epoxy resin occurs near the interface as the epoxy is 

peeled away from the substrate, resulting in the crack path deviating from the interface. Such 

deviation of crack path away from the interface usually results in the increase of fracture surface 

area and requires additional energy associated with the crack propagation within the polymer. 

Moreover, cohesive failure, caused from the molecular decohesion of the polymer resin, expends 

larger energy for crack propagation than interfacial failure [4]. Furthermore, plastic energy 

dissipation in the bulk polymer material is effectively-induced during the crack growth in the 

polymer region rather than during the crack growth at the interface. Therefore, the acid etching 

treatment can effectively enhance the interface strength. As for the patterned structure 

manufacturing, the crack path deflected at the position of patterned grooves as shown in Fig. 9. 

Therefore, more cohesive failure occurred and more fracture surface formed during the crack 

propagation which explains the improvement of GIC and GIR compared to that of A-CARALL 

specimen. 

 

          

Figure 9. Crack propagation of A-CARALL and A-G-CARALL speimens 

 

Figure 10 shows the fracture surface of three kinds of specimens which also confirm the 

aforementioned explanation. It can be found from Fig. 10(b) that there is more residual epoxy resin 

A-CARALL A-G-CARALL 

(a) (b) 
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on the fracture surface of A-CARALL specimen compared to CARALL specimen which indicates 

the more cohesive failure occurred in the A-CARALL specimen. Therefore, the fracture toughness 

of A-CARALL is higher than that of CARALL. From Fig. 10(c) we can see there are some 

fractured carbon fibers in the groove position which play a “bridging” role to resist the delamination 

propagation. Moreover, there is more cohesive failure than the A-CARALL specimen due to the 

existence of patterned grooves. This may explain the higher GIC of A-G-CARALL than that of 

A-CARALL. 

   

Figure 10. Fracture surface of (a) CARALL, (b) A-CARALL, (c) A-G-CARALL 

 

For the second case, VGCF were included in the specimens. It can be found from Fig. 11(a) 

that almost all of the fracture surface were covered with residual epoxy resin and fractured fiber due 

to the proper addition of VGCF. This indicates that a lot of cohesive failure and “bridging” effect 

occurred on the fracture interface of A-CARALL(10) specimen. Therefore the fracture toughness 

was increased significantly compared with that of no VGCF. This is the same for Fig. 11(b), 

compared to A-G-CARALL, the residual epoxy resin and fractured fibers were left not only on the 

groove position but also on the flat part. This indicates that the flat part on the fracture surface of 

A-G-CARALL(10) was also contribute to the improvement of fracture toughness, which explains 

the enhancement of GIC compared to A-G-CARALL specimens. 

       

Figure 11. Fracture surface of (a) A-CARALL(10), (b) A-G-CARALL(10) 

 

A-CARALL A-G-CARALL CARALL 

A-G-CARALL(10) A-CARALL(10) 

(a) (b) (c) 

(a) (b) 
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Figure 12. VGCF dispersion condition of (a) A-G-CARALL(10), (b) A-G-CARALL(30) 

 

From the above analysis, it reveals that the incorporation of proper content of VGCF at interface of 

the hybrid CARALL results in the enhancement of interlaminar fracture toughness. However, the 

overdose of VGCF in the interface of CFRP and aluminum alloy layer may cause the decrease of its 

fracture toughness. This may be explained by Fig. 12, which shows that the dispersion of VGCF on 

the A-G-CARALL(10) specimen is better than that of the A-G-CARALL(30) specimen. The VGCF 

agglomerate condition of A-G-CARALL(10) specimens was not so severe. However, when the 

VGCF area density reaches to 30 g/m
2
, as shown in Fig. 12(b), the fracture surface containing some 

large defects caused by insufficient dispersion of VGCF can be seen clearly, which implies its lower 

fracture toughness. 

 

4. Conclusions 

 
In this study, we systematically investigated the effects of various toughing methods on the mode-I 

fracture toughness of hybrid CARALL. The following conclusions can be made: 

1. When there is no VGCF addition, by carrying out DCB tests, the critical load and Mode-I 

fracture toughness of hybrid CARALL have been verified to be improved with acid etching 

treatment. And the patterned surface manufacturing on the aluminum alloy layers can further 

enhance the fracture toughness and resistance based on the acid etching treatment.  

2. The fracture toughness of A-CARALL and A-W-CARALL was improved significantly by adding 

controlled amount of VGCF into the interface of CFRP and aluminum layer. However, the 

improvement was less for A-W-CARALL compared to that of A-CARALL. This indicates that, 

when VGCF was dispersed into the hybrid CARALL, the patterned surface may have a negative 

effect. 

3. The reinforcement and toughening effects of VGCF interlayer depend on the area density of 

VGCF, which do not certainly increase as the addition amount of VGCF increases. The fracture 

toughness of the specimen first increases with the addition of VGCF, passes through a peak value, 

and then decreases. From the previous results, at least for the fabrication method described in this 

work, the best value of VGCF area density at the interface is 20 g/m
2
. 

A-G-CARALL(10) 

A-G-CARALL(30) 

(a) 

(b) 
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Abstract Orthorhombic structure perovskite LaFeO3 (LFO) nanoparticles (NPs) were prepared by reverse 
micelles method.  The control of particle size was achieved by varying the water to surfactant molar ratio. 
The dried precipitate was transformed to pure LaFeO3 phase by calcinations at 750 ºC. The average particle 
size was found to increase with increase in water to surfactant ratio(R). The nanostructure properties were 
studied by using contact mode of atomic force microscopy (AFM), X-ray diffraction (XRD) and scanning 
electron microscopy (SEM) equipped with energy dispersive X-ray spectrometer (EDS) techniques. These 
techniques led themselves very well to investigate the structure of NPs and to find out properties and 
structure on surface of LFO. At room temperature the magnetic properties (M–H) were measured using a 
vibrating sample magnetometer (VSM) with a maximum magnetic field of 20 kOe. 
Keywords Reverse micelle, Nanoparticles, XRD, Magnetization 
 
1. Introduction 
 
Reverse micelles, or water-in-oil microemulsions, incorporate a variety of solutes. The distribution 
of the solute between the surrounding solvent and the micelles can be described in terms of a 
partition constant based on a two pseudophases model that can be expanded to three pseudophases 
in micelles with high water to surfactant mole ratios. In these systems, two partition constants can 
be defined, one between the external solvent and the micellar interface, and other between the 
external solvent and the inner water pool [1]. The perovskite structures with general formula ABO3 
have been formed by mixed oxides of rare earth elements and d transition metals. Lanthanum ferrite 
(LaFeO3) has orthorhombic symmetry perovskite structure (a= 8.135 Å, b= 6.040 Å, and c= 8.540 
Å) and an antiferromagnetic insulator with Nell temperature TN = 750K [2]. These materials are 
interesting for catalytic applications due to the extensive range of elemental compositions that can 
be prepared as crystalline structures [3]. The molecular structure of the surfactant affects the size of 
micelle water pools and is it common in some surfactant systems to use a co-surfactant to produce a 
larger range of micelle sizes, such as CTAB, NP4 and NP7. It has been shown that using this 
combination also improves solubilization and overall micelle stability when compared to the 
corresponding single surfactants [4]. By using reverse micelles, we have been able to control the 
size and partially the shape of metallic copper particles. Recently we observed that the reducing 
agent plays an important role in the control of particle size and in the final oxidation state at the 
surface. 
 
2. Experimental 
LaFeO3 NPs were prepared using reverse micelle technique. A quaternary system of 
iso-octane/CTAB/n-buty alcohol/water was selected in this RM process. In this process we used two 
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kinds of RM solutions namely RM1 and RM2. For first solutionRM1contained (5 wt %) an aqueous 
solution of an equimolar mixture (0.1M) of (La(No3)3.6H2O) and (Fe(No3)3.9H2O), CTAB as a 
surfactant (7.5 wt%), n-buty alcohol as a co-surfactant (7.5 wt%) and iso-octane as oil (30 wt%). 
The stirring was continued for 30 min resulting in a stable reverse micelle (RM1). While RM2 
contained the same constituent as RM1 except that the aqueous solution was NaOH (0.1 M) instead 
of (La(No3)3.6H2O) and (Fe(No3)3.9H2O) was prepared under similar conditions. These two reverse 
micelles were mixed under constant stirring and a brown color solution was obtained. In addition 
ammonium NH3 was slowly added to adjust the PH and stirred 24 h on a magnetic stirrer. The 
resulting precipitate was separated from the surfactant and a polar solvent by centrifugation and 
washing it one time by ethanol and three times by distilled water. The precipitate was dried in an 
oven at 80 ºC for 6 h to obtain LaFeO3 powder and heated at 750 ºC for 6 h in air. 

The crystal structure was investigated by X-ray diffraction (Rigaku, Japan, Miniflex-II) using 
Cu-Kα radiation (λ= 1.5418 Å) in 2θ range from 20º to 80º. A scanning electron microscope (JEOL 
JSM-6510LV) equipped with an energy dispersive spectrometer (EDS) was used to check the 
morphology and particle size. The atomic force microscopy (Veeco-contact mode) was used to 
examine the morphology and the surface roughness. Room temperature magnetic measurements 
(M–H) were measured using a vibrating sample magnetometer (VSM) with a maximum magnetic 
field of 20 kOe. 
 
3. Results and discussions 
The X-ray diffraction (XRD) pattern of LaFeO3 nanopowders calcined at 750 ºC is shown in Fig. 1. 

 

Figure 1. XRD pattern of the LFO NPs. 

The position of the all peaks confirmed the high crystallinity and perovskite structure of the NPs 
and no other impurity peaks were detected in the XRD patterns. Furthermore, the products of the 
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three samples were observed in orthorhombic perovskite structure with space group Pbnm, which is 
well consistent with the standard JCPDS card of perovskite LaFeO3 (JCPDS88-0641) [5] and lattice 
parameters were found a= 8.135 Å, b= 6.040 Å, and c= 8.540 Å. The average of crystallite size 
using the most intense peak (120) at angle 2θ~33º was estimated from the XRD pattern by using 
Debye–Scherer’s formula. 
The AFM images of LaFeO3 standard roughness, two and three dimensions have shown in Fig. 2. The 
Fig. 2a, 2b and 2c are displayed the standard roughness of LaFeO3 NPs, where Ra is the roughness 
average, Rp is the maximum height of the profile above the mean line, Rt is the maximum peak to 
valley height the profile and Rpm, Rtm are the mean values more representative of the entire profile. 
Fig. 2d and 2e are shown the uniform grains of LaFeO3 NPs surface morphology. Actually, a 
homogeneous surface was formed and the grains were observed in different area. The AFM images 
for two and three dimensions reveal grains with size of few tens nanometers, that is meaning that the 
micron sized grains consisted of an agglomeration of small grains.   

 
Figure 2. (a, b and c) the standard roughness area of LaFeO3 NPs, (d) two dimensions AFM image for 
LaFeO3 and (e) three dimensions AFM image for the same. 
SEM image of LaFeO3 NPs is displayed in Fig. 3a. The surface morphology of NPs reveals the 
uniform grains, which displays that the complete incorporation of LaFeO3 as supported by XRD 

analysis. In addition the EDS analysis also 
confirms the presence of La, Fe and O elements 
in good stoichiometric as displayed in the Fig. 3b. 

The magnetization hysteresis (M-H) loops 
measured at room temperature of LaFeO3 with 

maximum applied field of 20 kOe as displayed in 
Fig. 4. We can see that the magnetization of 

LaFeO3 NPs is 0.136(emu/gm). The plot of the 
magnetization indicting that the ferromagnetic 

behavior was observed on the LaFeO3 NPs. 
Figure 3. a) SEM image of the LFO NPs b) EDS  
microstructure of LFO NPs spectrum for the same. 
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Figure 4. Magnetization versus field for LaFeO3 NPs. 

In summary, the LaFeO3 NPs were successfully prepared by reverse micelle method, orthorhombic 
perovskite structure and phase conformation was confirmed by X-ray diffraction. Ferromagnetic 
behavior was observed in the LaFeO3 NPs.  
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Abstract  Systematic atomic simulations based on molecular mechanics are carried out to investigate the 
pull-out behavior of carbon nanotubes (CNTs) in CNT-reinforced nanocomposites. In contrast with 
open-ended CNT, capped CNT is incorporated into the current computational model to explore the effect of 
the CNT cap for the first time. Two common cases are discussed: the pull-out of a whole CNT from a 
polymer matrix in a CNT/Polymer nanocomposite, and the pull-out of the broken outer walls against the 
intact inner walls of a CNT (i.e., sword-in-sheath mode) in a CNT/Alumina nanocomposite. By analyzing the 
obtained relationship between energy increment and pull-out displacement, a set of simple empirical 
formulae is proposed to predict the corresponding pull-out force from the nanotube diameter. The obtained 
pull-out force agrees well with experimental measurement. Moreover, the much higher pull-out force in the 
case of capped CNT than that of open-ended CNT implies a great contribution of the CNT cap to the 
interfacial properties of CNT-reinforced nanocomposite. This finding provides valuable insight into 
designing nanocomposites with desirable mechanical properties. 
Keywords  Carbon nanotube, Nanocomposites, Mechanical properties, Pull-out behavior 
 

1. Introduction 
 
To date, many experiments have demonstrated that the pull-out of carbon nanotubes (CNT) from a 
matrix is a common critical phenomenon, as seen from observation of fractured surfaces of 
CNT-reinforced nanocomposites. CNT pull-out can be further divided into the following two 
categories: one is the pull-out of a whole CNT from a matrix [1-3] and the other is the pull-out of 
the broken outer walls against the intact inner walls embedded in matrix (the so-called 
sword-in-sheath mode) [4,5]. The reduced load carrying capability of CNT due to the above two 
representative pull-out modes may be detrimental to the overall mechanical properties of bulk 
nanocomposites, such as stiffness and strength [6]. Thus, the continuously increasing demand for 
nanocomposites with significant mechanical properties provokes a thorough investigation of this 
pull-out behavior with the hope of finding effective methods to improve the interfacial properties 
between CNTs and the matrix as desired. 

Direct pull-out experiments [7-11] have been carried out in which the interfacial shear strength 
of CNT-reinforced nanocomposites was calculated by dividing the measured pull-out force by the 
embedded lateral area of CNT. On the other hand, various theoretical models [12, 13] based on 
continuum mechanics have also been developed to predict the interfacial shear strength. Moreover, 
atomic simulations [14, 15] have also provided an alternative method to predict the interfacial shear 
strength with the approach of potential energy variation.  

However, to the best of our knowledge, there is no any systematical study about the effect of 
CNT’s unique capped structure on CNT pull-out in CNT-reinforced nanocomposites, although this 
cap has a great influence on the pull-out of the outer walls against the inner walls of a multi-walled 
carbon nanotube (MWCNT) (i.e., interfacial sliding among nested walls in a MWCNT) [16-23]. It 
should be noted that the pull-out force of the outer wall against the inner walls in a MWCNT itself 
consists of the van der Waals (vdW) force and the frictional force between the walls. The frictional 
force may become significant when referring to the defects or chemical cross-linking [17-19]. On 
the other hand, for the perfect CNT, the vdW force will be dominant. In our previous experimental 
study [21] plus computational effort, due to very high quality of MWCNT, the frictional effect 
among the walls is very small as verified by the experimental evidences. Moreover, no direct 
quantitative comparison between the numerical pull-out forces and experimental data has been 
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reported to date since the existing numerical values are generally much (at least from 10 to several 
hundreds of times) lower than the existing experimental data. We have simulated the pull-out 
process of an open-ended CNT in detail based on molecular mechanics (MM) for CNT/Polymer [14] 
and CNT/Alumina nanocomposites [15]. As a continuous work, here, we investigate the pull-out 
behavior of a capped CNT in the above two nanocomposites for the first time. By carrying out a 
series of MM pull-out simulations, the detailed variation of systematic energy increment during the 
pull-out process is obtained. A set of empirical formulae is, therefore, proposed to predict the 
corresponding pull-out forces with good consistence of existing experimental data. 
 
2. Pull-out simulation of a capped CNT in CNT/Polymer Nanocomposite 
 
The pull-out of a whole CNT from various polymer matrices has been clearly observed from 
fractured surfaces in various CNT/Polymer nanocomposites [1-3], which may imply comparatively 
weak interfaces between CNT and polymer matrices. To understand the inherent characteristics of 
this pull-out behavior, we have analyzed, in detail, the pull-out process of an open-ended CNT from 
a polyethylene (PE) polymer matrix in our previous work [14]. It has been concluded that the 
corresponding pull-out force is independent of nanotube length and nanotube chirality, but 
proportional to nanotube diameter. Moreover, we have also demonstrated [20, 21] that the CNT 
capped structure significantly affects the pull-out behavior of the outer walls against inner walls in a 
MWCNT in the sword-in-sheath mode based on massive quantitative comparisons between the MM 
results and experimental data. 

Based on the above outcomes, to investigate the effect of the cap on CNT pull-out behavior, 
three capped single walled carbon nanotubes (i.e., SWCNTs(5,5), (10,10), (12,12)), which are of the 
same length of 2.46nm, but different diameters, are incorporated into the PE matrix, respectively. 
The construction of the simulation cell is described elsewhere in detail [14], in which only vdW 
interactions between CNT and matrix are modeled without considering the chemical bonds or 
mechanical cross-links. 

The pull-out of the above three capped SWCNTs based on MM are carried out in a similar way 
with previous works [14, 15]. The pull-out process of the capped SWCNT(5,5) is schematically 
described in Fig. 1 as a representative example, where a prescribed displacement on the CNT is 
applied on its axial direction. Note that a much smaller displacement increment, Δx1 of 0.01nm, 
than that of the 0.2nm in previous simulations [14] is adopted in the present simulation in order to 
explore the cap effect in a more detailed way. 

It should be noted that the quasi-static characteristics of MM simulations yield a considerable 
improvement in the computational efficiency compared to that of traditional molecular dynamics 
(MD) simulations since the velocity components of the individual atoms within the system are 
ignored. In other words, the MM method is insensitive to the effects of thermal instability and 
kinetic excitation,   and can therefore be expected to provide an accurate representation of the low 

 

 
 

Figure 1. Pull-out process of SWCNT (5,5) from PE matrix 
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strain rate deformation of nano-scale materials. 
The present results for the relationship between nanotube diameter and energy increment 

between two consecutive pull-out steps are shown in Fig. 2a for the three SWCNTs, where Do is the 
nanotube diameter. It can be seen that for each SWCNT, the energy increment, ΔE, between two 
consecutive pull-out steps (referred to as energy increment hereafter for simplicity) increases 
rapidly to a peak value at a specified displacement (labeled as Stage-1 in Fig. 2a), then remains 
steady with continued pull-out (labeled as Stage-2 in Fig. 2a). Finally, ΔE decreases quickly and 
arrives at a comparatively flat stage (labeled as Stage-3 in Fig. 2a). After entering Stage-3, to save 
computational cost, the simulation stops without further pull-out once the energy increment 
becomes stable. It can be seen that this trend is surprisingly consistent with that of the pull-out of 
outer walls against the inner walls in a capped MWCNT [21]. Moreover, the maximum energy 
increment in Stage-2 (i.e., ΔEmax) increases with nanotube diameter. 

The relationship between the maximum energy increment, ΔEmax in Stage-2, and nanotube 
diameter Do can be fit into a quadratic function (see Fig. 2b), as follows:  

                        
67.465.372.2 2

max +−=Δ oo DDE                            (1) 

in which ΔEmax and Do are in the units of kcal/mol and nm, respectively. In view of that the energy 
increment is equal to the work done by the pull-out force, the maximum pull-out force with the unit 
of nN, for the case of a capped SWCNT, can be evaluated as 

                        25.354.289.1 2
SWCNT +−= oo DDF                           (2) 

For the pull-out of a whole open-ended MWCNT from PE matrix [14], it is believed that only 
the outer three walls have an effect on the variation of energy increment during the pull-out process. 
The reason can be explained as follows: from the outermost wall to the innermost wall, the distance 
between the inner walls of the CNT and the pull-out interface increases gradually. The longer the 
distance is, the weaker the vdW interaction. Therefore, since the cut-off distance of the vdW 
interaction is around 0.95nm and the wall spacing of MWCNT is 0.34nm, the pull-out of a whole 
MWCNT with more than 3 walls can be simplified as that of a triple walled carbon nanotube (i.e., 
TWCNT) composed of the outermost three walls of the MWCNT. From MM simulations, the 
corresponding pull-out force is found to be approximately about 1.2 times of that of a SWCNT 
composed solely of the outermost wall of the MWCNT. 

On this basis, for the pull-out of a whole capped MWCNT from PE matrix, we can 
approximately revise the above formula of the pull-out force as  

                      
)25.354.289.1( 2

MWCNT +−= oo DDF λ                        (3) 

in which FMWCNT and Do are in the units of nN and nm, respectively. Note that the coefficient λ 
indicates the effect of the wall number, which is 1.0 for SWCNT and 1.2 for MWCNT. 
   
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. Energy increment during pull-out of SWCNT from PE matrix, (a) Energy increment ΔE versus 
pull-out displacement x; (b) Maximum energy increment in Stage-2 ΔEmax versus nanotube diameter Do 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-4- 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3. Comparison of experimental [7-11], theoretical [13] and present numerical pull-out forces in 
CNT/Polymer nanocomposites 

 
Obviously, as given in Fig. 3, this predicted pull-out force for the capped MWCNT is much 

larger than that for open-ended CNT [14], which indicates the significant contribution of the CNT 
cap to the maximum pull-out force. Moreover, the predicted pull-out forces using the present 
method in Eq. (3) are also compared with the experimental results [7-11] in Fig. 3, in which the 
effect of polymer matrix type is ignored. It is found that the predicted values can comparatively 
effectively reflect the most of the experimental data (e.g., over 80%) very well, since it is very 
difficult to accurately match all experimental data at the nano-scale because of the difference of 
materials, fabrication conditions, test methods and etc. For example, Cooper et al. [7] attempted a 
drag-out configuration of a MWCNT bridging a hole in a CNT/Epoxy nanocomposite by loading 
the nanotube at its center. This set-up is analogous to a cable with two fixed ends and a center 
loading, in which the necessary force is obviously much higher than that during axial pull-out. On 
the other hand, the pull-out force measured by Barber et al. [8] is found to be much weaker than our 
predicted value. It can be explained by sample preparation, where their CNT is pushed into the 
molten polyethylene-butene thin film. Another set of pull-out tests are carried out using fractured 
specimens under tensile loading [9-11]. The small discrepancy can be attributed to the interface 
damage between CNT and matrix caused by tensile fracture, which can be positively recovered by 
the hot pressing method (Exp. A [10] in Fig.3) when compared to an untreated specimen (Exp. B 
[10] in Fig.3). It should be noted that there is large data scattering, even within the same research 
group. This scattering is probably due to the difficulty of nano-manipulation and precise 
measurement during these experiments. 

The theoretical value calculated by multiplying the predicted interfacial shear strength [13] and 
the embedded lateral area of CNT is also incorporated into Fig. 3. Note that the adopted interfacial 
shear strength is predicted from experimental measured data using expansion of the classical 
Kelly-Tyson force balance method [22]. 

The above comparison validates the effectiveness of the proposed empirical formulae and 
further highlights the great contribution of the CNT cap to the pull-out force and interfacial 
properties of CNT/Polymer nanocomposites. 
 
3. Pull-out Simulation of a Capped CNT in CNT/Alumina Nanocomposite 
It has been experimentally reported that the sword-in-sheath mode is a common fracture mode for 
CNT/Alumina nanocomposites [4, 5]. The detailed process, as illustrated in Fig. 4, can be 
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summarized as follows [5]: initially, tensile stress leads to matrix crack formation and partial 
debonding. Then, as the displacement increases, some outer walls of the MWCNT break. The intact 
inner walls are then pulled away, leaving a fragment of the broken outer walls in the matrix (or the 
broken outer walls are pulled out against the intact inner walls). It should be noted that there are two 
pull-out interfaces, in contrast with the case of CNT/Polymer nanocomposites: one is between the 
outermost wall and the matrix, and the other is between the nested walls in the MWCNT. This 
observation indicates that this pull-out behavior, corresponding to the sword-in-sheath mode in 
CNT/Alumina nanocomposite, can be assumed to be the superimposition of the pull-out of the 
broken outer walls (Fig. 4b, I, left) against the matrix (Fig. 4b, I, right), and the pull-out of the 
broken outer walls (Fig. 4b, II, left) against the intact inner walls. By further decomposing the CNT 
into open-ended and capped components, the pull-out of the broken outer walls against the intact 
inner walls (Fig. 4b) can be divided into the pull-out of the open-ended component (Fig. 4b, II-O) 
and the pull-out of the capped component (Fig. 4b, II-C). It should be noted that the effect of the 
matrix (left) on the pull-out of the broken outer walls against the intact inner walls can be ignored, 
as the reported number of broken walls is about 10 or more [4], indicating a much longer distance 
from the matrix to the pull-out interface than the cut-off distance of the vdW interaction. The 
corresponding pull-out force for each part is discussed in the following: 
 
(I)Pull-out of broken outer walls against matrix 
As the number of the broken outer walls is usually more than 3, the model can be simplified as the 
pull-out of a TWCNT from alumina matrix. The corresponding energy increment for each pull-out 
step with constant displacement ΔxI of 0.2nm and the pull-out force can be predicted by [15] 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4. Schematic of CNT pull-out with sword-in-sheath mode in tensile tests of CNT/Alumina 
nanocomposites 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-6- 
 

                              
23.003.2

50.626.58

I

I
I

I

+=
Δ
Δ

=

+=Δ

o

o

D
x
EF

DE
                      

 

 (4) 

where Do is the diameter of the outmost wall. 
 
(II-O) Pull-out of open-ended component of broken outer walls against open-ended component 
of intact inner walls 
As the number of inner walls and outer walls are usually more than 3, the model can be simplified 
as the pull-out of a MWCNT with 5 walls, which consists of the immediate outer wall at the 
pull-out interface (the critical wall) in Fig. 4 and the two neighboring walls on each side [21]. The 
corresponding energy increment for each pull-out step with a constant displacement ΔxII-O of 0.2nm 
and the pull-out force can be therefore predicted by [21]   
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where Dc is the diameter of the critical wall as shown in Fig. 4. 
 
(II-C) Pull-out of capped component of broken outer walls against capped component of intact 
inner walls  
The corresponding energy increment for each pull-out step with a considerably smaller constant 
displacement of ΔxII-C=0.01nm and the pull-out force can be predicted by [21]   
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In view of the above discussions, for the pull-out of a capped MWCNT from alumina matrix in 
a sword-in-sheath mode, the corresponding pull-out force can be assumed to be the sum of the 
above three parts (i.e., Eq. (4) for part I, Eq. (5) for part II-O, and Eq. (6) for part II-C):  

                     7.003.261.087.1 2
CIIOIII ++−=++= −− occ DDDFFFF            (7) 

Note that the units of diameter and force are nm and nN, respectively.  
The obtained relationship between nanotube diameter and the predicted pull-out force is shown 

in Fig. 5, which indicates that the pull-out force increases with wall diameters (Do and Dc in Fig. 4) 
of both the outermost wall and the critical wall. The reason can be attributed to the atom number at 
both pull-out interfaces increases with the wall diameters. The larger the wall diameters, the 
stronger the vdW interaction needed to be overcome during the pull-out. 

The results, without considering the effect of CNT cap, are also given in Fig. 5 based on the 
formula of  

                        14.031.103.2* OIII −+=+= − co DDFFF                    (8) 

Obviously, the predicted pull-out force for capped MWCNTs is much larger than that for 
open-ended MWCNT, which indicates the significant effect of the CNT cap. 

As of yet, it is impossible to carry out the corresponding experiment (Fig. 4) to validate the 
above proposed formula. Nevertheless, the present authors, e.g., Yamamoto et al. [5], have 
performed a series of MWCNT pull-out tests using an in situ SEM on fractured composite 
specimens by conducting bending tests, which strongly suggest that the broken outer walls of the 
MWCNT and the intact inner walls are completely pulled away, leaving the companion fragment of 
the outer walls in the alumina matrix. This process can be schematically illustrated in Fig. 6. It can 
be found that there is only one pull-out interface, in contrast with that in Fig. 5. By using the above 
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Figure 5. Comparison of numerical pull-out forces for capped and open-ended CNTs in CNT/Alumina 
nanocomposites 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6. Schematic process of direct CNT pull-out experiment using fractured CNT/Alumina 
nanocomposite specimens [5] 

 
method, the corresponding pull-out force should be composed only of part-II: 

                    47.061.087.1** 2
CIIOIIII +−=+== −− cc DDFFFF                  (9) 

Note that both Eqs. (7) and (9) are dominated by 2
cD  and there is no big difference between F for 

the problem in Fig. 4 and F** for the problem in Fig. 6. The present predicted pull-out forces by Eq. 
(9) are compared with the only one experimental value [5] obtained by directly performing CNT 
pull-out tests from CNT/Alumina nanocomposites in Table 1 and Fig. 7. Note that the diameter of 
the critical wall  is calculated from the outermost wall and the number of broken walls observed in 
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Figure 7. Comparison of experimental [5] and numerical pull-out forces in CNT/Alumina nanocomposites 
 

Table 1 Comparison of experimental [5] and numerical pull-out forces 
in CNT/Alumina nanocomposites 

Pull-out force (μN) Do 

(nm) 

Number of broken 

outer walls 

Dc  

(nm) Experimental [5] Numerical F** (Eq. (9))

71 15 65.9 4.8 8.08(+68%) 

72 46 56.36 9.2 5.91(-36%) 

93 24 84.84 17.2 13.41(-22%) 

94 11 90.26 19.7 15.18(-23%) 

 
experiments, with the assumption that the wall distance between MWCNT walls is 0.34nm. 
Obviously, there is good consistency between the experimentally measured pull-out forces and the 
numerical predictions by neglecting large data scattering resulted by great difficulties in 
nano-manipulation and precise measurement. The results suggest that the above analysis method is 
feasible and that the proposed empirical formula can approximately predict the pull-out force. 
 
4. Conclusions 
The present work incorporates, for the first time, a capped CNT into a computational model to 
investigate its pull-out behavior in CNT-reinforced nanocomposite. By using pull-out simulations 
based on MM, a set of simple and empirical formulae is proposed to predict the corresponding 
pull-out force, which has been validated by experimental results. The significant contribution of the 
CNT cap to the pull-out force is confirmed, which deepens the understanding of the interfacial 
properties of CNT-reinforced nanocomposites and provides a valuable guideline to design ideal 
materials with desirable interfacial properties. 
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Abstract  With a monolayer honeycomb-lattice of sp2-hybridized carbon atoms, graphene has demonstrated 
exceptional electrical, mechanical and thermal properties. One of its promising applications is to create 
graphene-polymer nanocomposites with tailored mechanical and physical properties. In general, the 
mechanical properties of graphene nanofiller as well as graphene-polymer interface govern the overall 
mechanical performance of graphene-polymer nanocomposites. However, the strengthening and toughening 
mechanisms in these novel nanocomposites have not been well understood. In this work, the deformation and 
failure of graphene sheet and graphene-polymer interface were investigated using molecular dynamics (MD) 
simulations. The effect of structural defects on the mechanical properties of graphene and graphene-polymer 
interface was investigated as well. The results showed that structural defects in graphene (e.g. Stone-Wales 
defect and multi-vacancy defect) can significantly deteriorate the fracture strength of graphene but may still 
make full utilization of corresponding strength of graphene and keep the interfacial strength and the overall 
mechanical performance of graphene-polymer nanocomposites. 
 
Keywords  Graphene, structural defect, fracture strength, graphene-polymer interface, load transfer 
 
1. Introduction 
 
Graphene has attracted increasing research effort since its discovery [1], largely due to its excellent 
electrical, mechanical and thermal properties. For example, graphene has high electron mobility 
(25000 cm2/Vs) at room temperature [1], anomalous quantum Hall effect [2], extremely high 
Young’s modulus (~1TPa) and fracture strength (~130 GPa) [3] and superior thermal conductivity 
(5000 Wm-1K-1) [4]. These exceptional properties make graphene an ideal candidate as 
reinforcement in functional and structural polymer composites. For instance, graphene-polymer 
composite has a electrical conductivity of ~0.1 Sm-1 when adding only 1 v% graphene [5]. 
Poly(acrylonitrile) with 1 wt% functionalized graphene obtains a remarkable shift in glass transition 
temperature of over 40 °C [6]. More significantly, the composites show notable improvement in 
fracture strength and toughness, buckling and fatigue resistance [7-12].  
 
Graphene can be produced via chemical vapour deposition (CVD) [13], mechanical exfoliation [14], 
chemical reduction of graphene oxide sheets [15], etc. It has been confirmed the properties of 
graphene can be modified by chemical functionalization [16-18]. However, both material 
production processes and chemical treatment may introduce structural defects in graphene, such as 
Stone-Wales (S-W) type defects (nonhexagonal rings generated by reconstruction of graphene 
lattice) [19], single and multiply vacancies, dislocation like defects, carbon adatoms, or accessory 
chemical groups. Recently, Gorjizadeh et al. [20] demonstrated that the conductance decreases in 
defective graphene sheets. Pei et al. [21, 22] studied the influence of functionalized groups on 
mechanical properties of graphene. Furthermore, it is still not well understood the underlying 
strengthening and toughening mechanisms of graphene-polymer nanocomposites and the influence 
of defective graphene on them. Further study is much required. Due to the nano-scale dimensions, it 
is difficult to accurately evaluate the properties of graphene sheets via experiment. Alternatively, 
molecular dynamics (MD) method has been widely utilized to investigate carbon-based 
nanomaterials [23-27]. In this work, we present a MD investigation on the fracture strength of 
graphene with structural defects (S-W defect and multi-vacancy defect) and interfacial behaviour of 
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graphene-polymer nanocompsites. Our results are helpful for a better understanding of the design 
and performance of graphene-polymer nanocomposites.  
 
2. Models and Methods 
 
To simulate a monolayer graphene sheet, a MD model (42.6 Å × 49.2 Å) was built that consists of 
800 carbon atoms. As confirmed by Zhao et al. [28], the possible model size effect on mechanical 
properties can be largely neglected when the diagonal length is over 5 nm. Therefore, the diagonal 
length of our model was chosen as 6.51 nm. The model was firstly relaxed to a minimum energy 
state with the conjugate gradient energy minimization. Then, Nose-Hoover thermostat [29, 30] was 
employed to equilibrate the graphene sheet at a certain temperature with periodic boundary 
conditions (PBCs). The adaptive intermolecular reactive bond order (AIREBO) potential [31] 
implemented in the software package LAMMPS [32], was used to simulate covalent bond 
formation and bond breaking. Such AIREBO potential has successfully simulated and predicted 
mechanical properties of carbon-based materials, i.e. fullerene, carbon nanotube and graphene. 
 
In order to prepare the atomistic structures of graphene-polymer nanocomposite for simulation, a 
two-dimensional (2D) periodic model of polyethylene (PE) layer independent of graphene 
nanofiller was established. The polymer system consists of 25 PE molecules, with each molecule 
(CH3-(CH2-CH2)59-CH3) composed of about 60 monomers. All the PE chains were prepared by 
commercial software Material Studio developed by Accelrys Inc. Then, two types of graphene-PE 
unit cells were constructed by stacking two PE layers with single graphene sheet (Case 1) and single 
defective graphene sheet (Case 2). To investigate the interfacial characteristics of graphene-PE 
nanocomposite, an ab initio force filed polymer consistent force field (PCFF) [33, 34] was 
employed with the effective open-source code LAMMPS [32]. The interfacial interaction has been 
widely investigated in carbon-based materials and polymer-matrix nanocomposites [35-41]. To 
obtain the equilibrated structure of such unit cell, the model was first put into a 
constant-temperature, constant-pressure (NPT) ensemble for 250 ps by fixing the graphene with 
temperature of T=100 K, pressure of P=1 atm and time step of Δt=1 fs after initial energy 
minimization (stage 1). Then, the unit cell model was further equilibrated for 250 ps with the same 
NPT ensemble and time step (stage 2). For the pull-out simulation of graphene from PE matrix, the 
displacement increment along the x axis of Δx=0.001 Å was applied. During such process, graphene 
nanofiller were fixed while PE matrix was relaxed to equilibrate the whole dynamic system. 
 
3. Results and Discussion 
 
3.1 Effect of Stone-Wales (S-W) on Fracture Strength 
 
Due to the short-ranged covalent bonding between carbon atoms, bond rotation and bond breaking 
are two basic deformation mechanisms in graphene. In this study, we considered two types of S-W 
defects, namely S-W1 and S-W2, which are caused by 90° rotation of C-C bonds in different 
directions, as shown in Figure 1(a). Figure 1(b) showed corresponding stress-strain curves at 
different temperatures (300 K~900 K). In terms of true (Cauchy) stress, fracture strengths along 
armchair and zigzag directions at 300 K are 104 and 127 GPa, respectively. These values are in 
good agreement with experiment results σf≈130 GPa [3], as well as previous atomistic simulation 
results [26, 28].  
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                   (a)                                    (b) 
Figure 1. (a) Atomistic models of S-W1 and S-W2 defects. (b) Stress-strain curves of pristine 
graphene sheet under uniaxial tension along armchair and zigzag directions at different 
temperatures (300~900 K).         
 
Our MD simulation results demonstrated that both S-W defects and temperature could significantly 
deteriorate the fracture strength of graphene. Figure 2 showed the fracture strength of graphene with 
S-W defects at different temperatures (300 K ~ 900 K). Under zigzag loading, the average strength 
loss caused by S-W1 and S-W2 was 16.26% and 41.30%, respectively. Under armchair loading, the 
average loss of facture strength by S-W2 defect was about 15.75%. For S-W1, however, fracture 
strength increased when temperature was above 600 K (C point in Figure 2(a)). This was attributed 
to the healing of S-W1 defect with increasing temperature. As shown in Figure 2(b), at 600 K, the 
S-W1 defect was stable. At 700 K, however, the S-W1 defect was healed by 90° rotation of C-C 
bond. As mentioned above, mechanical strain could lower the healing energy barrier ebE− . 
Therefore, according to the kinetic rate of the healing of S-W defects (ν),  

0 exp ebE kTafν
−−=                               (1) 

Where f0 is attempt frequency (about 1013/s); k is the Boltzmann’s constant and a is the lattice 
spacing 03a r= , where 0 1.42r �=  is the C-C bond length. From Eq. 1, the healing of S-W1 
defect became easier with increase of mechanical strain and temperature, consistent with the MD 
simulation.  
 

 
Figure 2. (a) Fracture strength of pristine, S-W1 and S-W2 defected graphene versus temperature 
under armchair and zigzag loading conditions. (b-c) Configuration change in the pre-existing S-W1 

(a) 
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defect from point B (b) (at 600 K) to point C (c) (at 700 K) highlighted in (a). 
 
3.2 Effect of Vacancy Defect on Fracture Strength 
 
In the temperature range of 300~900 K , the fracture strength of graphene sheet with vacancy was 
evaluated under tension along the armchair direction. The simulation model with 1, 2, and 3 
vacancies is shown in Figure 3(a). Figure 3(b) showed the fracture strength σf for the graphene 
sheets with different vacancy number at temperatures 300 K , 500 K , and 900 K . It can be seen that 
fracture strength decreases with increasing temperature as well as the number of vacancy. For the 
sheet with 3 vacancies, the fracture strength loss was 37.3%, 40.2% and 42.4%, corresponding to 
300, 500 and 900 K , respectively. Therefore, atomic scale defect such as vacancy does play a 
critical role in dictating the mechanical performance of graphene. 
 

  
                  (a)                                   (b) 
Figure 3. (a) Three types of vacancy defect. (b) Fracture strength of defective graphene sheet versus 
the number of vacancy defect. 
 
3.3 Interfacial Behaviour of Graphene-PE Nanocomposites 
 
To study the interfacial behavior of graphene-PE nanocomposites, MD simulation of pull-out test 
was carried out by pulling out the graphene nanofiller from PE matrix. In particular, interfacial 
shear force (ISF) can govern the effectiveness of load transfer during pull-out process. On the basis 
of the expressions intISFf E X= −∂ ∂ , fISF can be calculated in terms of the given Eint-X curve. As 
shown in Figure 4(a), fISF-X curve can also be divided into three stages. It can be found that the 
Stage I and Stage III had approximately the same range of XI=XIII=1.0 nm, which was close to the 
cut-off distance of vdW interaction. At Stage I, the magnitude of fISF rose quickly in all cases. The 
increase of fISF can be attributed to the newly formed surface of graphene (outside part). Then, fISF 
went through a long and approximate platform at Stage II. This was because that the length of the 
effective newly formed surface kept at 1 nm from the pull-out end, thus leading to constant fISF. 
Finally, it decreased to the value similar to that at first beginning until complete pull-out. At all 
three stages, the values of fISF varied periodically with the variation of X, largely due to the 
inhomogeneous distribution of PE structures in the interfacial area. The effect of structural defect on 
fISF was considered as well. However, the effect of structural defects on fISF is unobvious, which 
might be beneficial for application of graphene-polymer nanocomposites. Then, pull-out stress 
could be calculated in the expression as σp=fISF/Aeff, where Aeff is the effective cross section of 
graphene sheet, Aeff=Wt with W=50 Å the width of graphene sheet and t=3.44 Å the sheet thickness. 
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According to Figure 4, the maximum pull-out stress max
pσ  in both cases was about 0.87 GPa, much 

lower than fracture strength of pure graphene and defective graphene, namely max 1p fσ σ = . 
Therefore, in the pratical applications of graphene-polymer nanocomposites, graphene nanofiller 
could be full utilized even with structural defects on its surface. However, increasing the utilization 
of fracture strength of graphene deserves further investigation in future. 
 

 
                      (a)                                  (b) 
Figure 4. (a) Interfacial shear force fISF versus pull-out displacement X in Case 1 (pure graphene 
sheet) and Case 2 (defective graphene sheet). (b) Snap shots of graphene pull-out from PE matrix in 
Case 1. 
 
4. Conclusions 
 
Deformation and failure of graphene sheet and graphene-polymer interface was investigated using 
MD simulations. Calculation results showed that the fracture strength of graphene is dependent on 
both structural defects and temperature. Structural defects in graphene (e.g. Stone-Wales defect and 
multi-vacancy defect) can remarkably damage the fracture strength of graphene. As for the 
interfacial behaviour of graphene-polymer nanocomposites, it was shown that the value of ISF vary 
at each end of the graphene nanofiller within the range of 1 nm, while keep approximately constant 
(ISF) and zero (ISS) at middle stage. Particularly, ISF is independent of the pre-existing vacancy 
defect in graphene. Furthermore, graphene nanofiller could be full utilized even with structural 
defects owing to much lower pull-out stress. The study of the mechanical performance of defective 
graphene and graphene-polymer interface sheds light on the better understanding of design and 
application of graphene-polymer nanocomposites. 
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Abstract  For a plate with large deformation, where the possible fracture will be initiated is an important 
problem. It is true that the defects or voids of material usually are the initial positions. However, the more 
important problem is the local defect (fatigue-fracture) caused by the global deformation of medium, as this 
problem is very common in practical engineering. For this purpose, two sets of non-linear motion equations 
of deformation established in rational mechanics frame are used to study this problem. The stress 
concentration problem is defined as: for a given deformation, how the stresses are distributed to meet the 
motion equations under the cost of fatigue-fracture within the plate. The motion equations show that the local 
curvature is the main cause of fatigue-fracture. Taking the local deformation curvature as a parameter 
function, the stress transportation solution is obtained. The result shows that: for plate bending, the stress is 
varied in exponential law with the path-integral of local curvature of plate. In non-destructive detect, when 
the pressure wave data are recorded in an array, they can be used to inverse the intrinsic local curvature of 
target medium region. Then, the “inversed” local curvature can be used to predict the potential 
fatigue-cracking initiation region. 
 
Keywords  Nondestructive detect, Stress concentration, Stress transportation, Non-linear motion equation, 
Large deformation 
 

1. Introduction 
 
Stress concentration usually is addressed by the irregular boundary problems [1-3]. As a simple 
example, for a plate with small hole, the stress around hole will be increased rapidly when the 
in-plane stretching is increased. To express the effects of stress concentration, a factor (defined as 
maximum stress over name stress) is introduced. Its shortage is that the voids geometry features are 
required. Then, taking the voids as boundary, the motion equations are used to calculate the factor 
based on theoretic solutions. The crack tip field theory is fully developed along this theoretic line. 
Hence, it is understandable that many researchers focus on their attention upon micro-scale 
phenomena. However, based on experiences, we usually have no ad-hoc information about where 
the defects exist. What we want to know is where the fatigue-fracture will be initiated? The 
micro-scale structure description has little help on this topic. Generally, for uniform continuum, the 
stress concentration phenomena can be attributed to the cause of the defects of micro-scale 
structures. For a plate with arbitral deformation, the real fatigue-fracture frequently appears in the 
highest curvature position or the position inherited with large scale deformation or singularity. On 
phenomenon sense, the defects or voids of material were produced by the macro deformation in 
space-time domain. 
Recently, how the macro deformation alters the microstructures of material is raised as an important 
problem for fracture mechanics. The dual scale or multiscale viewpoint is proposed to answer how 
the macro deformation causes the microstructure instability [4-6]. To answer this question, the first 
problem is returned to the question about where the stress will be concentrated. This problem may 
be answered by formulating related motion equations. 
For this purpose, two sets of non-linear motion equations of deformation [7] established in rational 
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mechanics frame [8] are used to study this problem. One set of equations corresponds to linear 
momentum conservation, and another set of equations corresponds to angular momentum 
conservation. Then, the fatigue-fracture is initiated by local asymmetrical stress (which is related 
with local curvature [9]), although it may be very small comparing with the symmetrical stress. 
Hence, the research is looking for the “omitted” items in classical mechanics. 

In this research, the stress concentration problem is defined as: for a given deformation, how the 
stresses are redistributed to meet the motion equations under the cost of fatigue-fracture within the 
plate. The motion equations show that the local curvature is the main cause of fatigue-fracture (in 
classical plate stability problem, the local curvature plays the similar role in von Karman equations 
[10]). Taking the local deformation curvature as a parameter function, the stress transportation 
solution is obtained. The result shows that: for plate bending, the stress is varied in exponential law 
with the path-integral of local curvature of plate.  

For bending with harmonic local curvature, the integral along any path tends to be small, then, there 
is no stress concentration potential. However, for bending with monotone local curvature, the 
integral along any path tends to be large. Then, referring to a given stress position (as the 
path-integral starting point), the stress concentration will appear at the positions with maximum of 
path integral. In non-destructive detect, when the pressure wave data at different frequencies are 
recorded in an array, they can be used to inverse the intrinsic local curvature of target medium 
region. Then, the “inversed” local curvature can be used to predict the potential fatigue-cracking 
initiation region. 
 
2. General Equations for Large Deformation 
 
For large deformation, the deformation tensor (defined by displacement gradient) was introduced by 
Truesdell [11] and is named as a two-point tensor. Viewing that the base vector transformation for 
commoving dragging coordinator (natural coordinator) uniquely defines the deformation between 
initial configuration and current configuration, Chen Zhida [8, 12] established a new formulation 
for rational mechanics. This theoretic formulation is based on point-set transformation and is 
briefed as following. For a set of co-moving dragging coordinators defined in continuum, a material 
point is coordinated as ( 321 ,, xxx ). For initial configuration, the base vector is expressed as 

( )(),(),( 0
3

0
2

0
1 xgxgxg ρρρ

). For current configuration, the base vector is expressed as 

( )(),(),( 321 xgxgxg ρρρ
). Then, the differential distance vector between two material points is 

expressed as: )()( 0
0 xgdxxsd i

i ρρ
=  (here and after repeating index summation convention is applied 

for 3,2,1=i ) for initial configuration; )()( xgdxxsd i
i ρρ

=  for current configuration (here and after, 

repeat index summation convention is used).  

For large deformation, the deformation tensor )(xF i
j  (the coordinator dependence x  will be 

omitted below and after) is defined by base vector transformation equation (point-sets group 
transformation): 

        00 )( ji

jj
ij

j
ii gugFg ρρρ

+== δ .                           (1) 

Where, ju  is displacement field defined in initial configuration, the covariant derivative 
i
 is 

performed in initial gauge field.  
The Cauchy strain tensor is defined as: 
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i

jj
i

j
i

j
i uF =−= δε .                             (2) 

For simple idea isotropic elastic continuum, the stress tensor is defined as a mixture tensor 
)( 0

j
ij

i gg ρρ
⊗σ  [7-9] through constitutive equations: 

         j
i

j
i

k
k

j
i μεδλεσ 2+= .                             (3) 

In engineering sense, the stress tensor component j
iσ  is explained as the surface force acting on 

current face igρ  in the direction 0
jgρ . In fact, this engineering interpretation is widely used in 

mechanics textbooks about stress tensor ijσ  (a kind of logic weakness on the sense that which one 

index represents surface or which one represents direction). For this mixture stress definition, the 

physical components of stress tensor are defined as j
i

ii

jjj
i g

g
σσ

)(

0
)(~ = . Surely, the stress symmetry in 

engineering stress sense does not mean the stress is symmetrical in intrinsic sense. 
Then, as logic consequence, the stress differential for large deformation is: 

         l
ik

j
l

j
lk

l
ik

j
i

k

j
i x

Γ−Γ+
∂
∂

= ~σσσσ .                       (4) 

Where, the connection i
jkΓ is defined in initial configuration; i

jkΓ~ is defined in current configuration. 

Without losing generality [7], taking the initial configuration in standard rectangular coordinator 
system to make a simplification that 0=Γ i

jk , it can be simplified as: 

        k

l
ij

lk

j
i

k

j
i xx ∂

∂
−

∂
∂

=
εσσσ  .                              (5) 

It shows that the non-linear items for large deformation are mainly originated from strain gradient 
and large stress. In resent years, the role of strain gradient has been studied extensively. 
In rational mechanics of Chen formulation [7-9], the motion equations are classified into two 
categories as: covariant form and anti-variant form. In deformation mechanics, they must be 
satisfied at the same time. Generally speaking, the anti-variant force corresponds to linear 
momentum conservation and the covariant force corresponds to angular momentum conservation.  

For large deformation with body force 0
i

i gff ρρ
=  in local standard rectangular coordinator system, 

the anti-variant form of motion equation (linear momentum conservation) is: 

           i
j

l
ji

lj

i
j f

xx
=

∂
∂

−
∂
∂ ε

σ
σ

.                              (6) 

The covariant form of motion equation (angular momentum conservation) is: 

         j
i

j
j

l
ij

lj

j
i Ff

xx
=

∂
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−
∂
∂ εσσ

.                           (7) 

In von Karman elastic shell theory the item jj

l

j

l
j

xx
u

x ∂∂
∂

−=
∂
∂

−
2ε

( 2,1,,3 == jil ) is related with the 

curvature of shell or plate. So, the Eq.6 should be viewed as von Karman equation. Following this 
curvature interpretation, it is concluded that: for high stress deformation, the curvature produced by 
deformation must be taken into consideration.  
 
3. Geometrical Equations for Plate Bending 
 
For simplicity, the initial configuration of central plan is taking as standard rectangular coordinator 
system ( 21, xx ). Hence, the plate is described as a two dimension manifold. The thickness direction 
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is taken as coordinator ( 3x ). In this research, the plate bending problem is described by 
unit-orthogonal transformation of base vector as: 
          0

j
j

ii gRg ρρ
= .                                 (8) 

Where, for plate bending, based on Chen’s S+R additive decomposition of deformation tensor [7-9], 
the tensor j

iR  is defined as: 

       k
i

j
k

j
i

j
i

j
i LLLR )cos1(sin Θ−+⋅Θ+= δ .                          (9) 

Where, the Θ  is local whole rotation in average sense (local curvature) [12], and the tensor j
iL  is 

the rotation direction.  
The related items are expressed by the displacement fields as: 
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For plate bending, as the gauge tensor is invariant, the geometrical conditions [7-9] are obtained as: 
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21

1

))(cos1( L
x
u

Θ−−=
∂
∂

,                        (11-1) 
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Combining Eqs.10 and Eqs.11, it is easy to find out that: all j

i
i
j x

u
∂
∂

=ε  are non-zeros, and the plate 

bending is completely determined by three independent quantities: )(xΘ , )(1 xL , and )(2 xL . Note 

that for small Θ , the 2

2

1
)cos1( Θ≈Θ−  is higher order smaller. The corresponding Cauchy stress 

components are defined by Eq.3. In engineering, the effective stresses (which contain non-linear 
effects) are used as a convention. In this research, the effective stress fields in the plate are studied 
by motion equations to study stress concentration problem. 
 
4. Effective Stress Concentration for Plate Bending 
 

Letting l
j

l
j

x
κ

ε
=

∂
∂

 ( 3,2,1=l ) as local curvature functions, based on Eq.6, the anti-variant motion 
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equations are rewritten as: 

             iji
jj

i
j f

x
=−

∂
∂

κσ
σ

                               (12) 

As the plate bending is dominated by out-plan displacement 3u measured by central plane 
coordinator (commoving dragging coordinator system), by Eqs.10 and Eqs.11, the curvature 
functions can be approximated as: 
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32
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L

xx
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−=κ                         (13-3) 

By these equations, the local curvature functions are the gradient of global bending curvature. In 
classical plate theory, the 1κ  and 2κ  are taken as linear function about thickness and are 
explained as curvature variation along thickness direction.  
For fatigue-fracture problems, as the deformation is given, so the effective stress is varied to meet 
the motion equations.  
Observing Eq.3, the effective stress field i

jσ~  can be defined by the following equation: 

        iji
jj

i
j

j

i
j f

xx
=−

∂
∂

=
∂
∂

κσ
σσ~

                             (14) 

Then the effective stresses meet classical motion equations. Omitting the derivatives of curvature 
functions (as first order approximation), one simple form solution for effective stress is: 

       )exp()()(~
0

lx

x
li

j
i
j dxxx ∫−⋅= κσσ                            (15) 

Where, the 0x  is a reference point waiting to be determined by boundary conditions and loads. 

This solution means that: local effective stress is redistributed by the path-integral of global 
curvature functions. Therefore, stress concentration may appear somewhere. Based on Eq.3, for the 
effective stress, the constitutive equation is: 

       )exp()2(~
0

lx

x
lj

i
j

i
k
k

j
i dx∫−⋅+= κμεδλεσ                      (16) 

It says that: for effective stress, the elasticity parameters are exponentially varied with the 
path-integral of curvature functions. In engineering mechanics, the increased elasticity is named as 
hardening and the decreased elasticity is named as softening. Then, by the above equations, the 
effective elasticity of bending plate has both effects. In engineering sense, the effective elasticity is 
varied by bending deformation significantly. 
To make its meaning clear, the thickness effects can be expressed as: 

       )exp()(~)(~ 3

0

3

0

3

33
dxxx x

x

i
jx

i
j ∫−⋅=

=
κσσ                       (17) 

It shows that the effective stresses are exponentially distributed on thickness direction. In classical 
plate theory, the linear approximation is assumed. 
It shows that: the effective stress on central plan parallel surface is exponentially varied with 
path-integral of curvature along thickness direction. So, the effective stress will concentrated on one 
surface parallel to central plan. If the local curvature is big enough, the fatigue-fracture may be 
initiated as surface cracking parallel to central plan (surface sliding or buckling). In some researches 
[13-15], the thickness direction stress concentration effects are studied under the terms distension or 
post-buckling). The above equation shows that, for given curvature, the plate thickness is limited by 
stress concentration effects along thickness direction. 
Similarly, taking the effective stress at some potions as reference, the scale effects can be expressed 
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as effective stress transportation along plan directions as: 
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They show that: the effective stresses on central plan parallel surface are exponentially varied with 
path-integral of curvature along scale directions. So, the effective stress will concentrated on one 
side. If the local curvature is big enough, the fatigue-fracture may be initiated as surface cracking 
line (surface fracture). Therefore, for given curvatures, the plate scale is limited by stress 
concentration effects along plan directions. 
For spatial harmonic bending with spatial frequencies ),,( 321 kkk , )sin( 3

3
2

2
1

10 xkxkxkii ++= κκ , 

the path-integral values depends its corresponding spatial scales ( 321 /1,/1,/1 kkk ). Therefore, 

multi-scale effects are very significant [4-6] for stress concentration phenomenon or fracture 
problems. This explains why microstructure analysis is always dominating the theoretic 
development about fatigue-fracture mechanism. 
For forward problems of non-destructive detect, the central plan bending functions )(xΘ , 

)(1 xL ,and )(2 xL  are measured directly. Then, the curvature functions can be calculated by Eqs.13. 
In this case, the stress concentration effects can be evaluated by the Eqs.18. 
For inverse problems of non-destructive detect, when the effective stress data can be acquitted, the 
Eqs.18 can be used to estimate the curvature functions. By the estimated curvatures, the potential 
fatigue-fracture positions can be predicted. 
For supersonic wave methods, a lot of technology to get effective elasticity is available. By Eq.16, 
the effective elasticity for wave (incremental deformation [16]) is determined as: 

      )exp()](2)(~
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x
lj
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j
i dx∫−⋅Δ+Δ=Δ κεμδελσ                   (19) 

So, as the original elasticity is known parameter, the curvature functions can be inversed. Therefore, 
stress concentration effects can be predicted. 
 
5. Stress Concentration Caused by Load 
 
Usually, the typical plate bending is produced normal loading (defined by 021 == ff ). By 
subtracting Eq.6 and Eq.7, the asymmetrical stress motion equations are obtained as: 
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Where, the approximation j
i

j
i

j
i LR ⋅Θ+≈ sinδ  is applied. By Eq.3 and Eqs.11, the 

non-symmetrical stress components are 3
1σ , 1

3σ , 3
2σ , and 2

3σ . They are expressed as: 
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So, letting: )( j

l
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l
ij

li xx
w

∂
∂

−
∂
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=
ε

σεσ , the asymmetrical stress motion equations are rewritten as: 
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Where, the third motion equation is used to determine the whole bending along plan direction.  
Referring to the solutions 
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Θ
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asymmetrical stresses concentration in thickness direction are obtained as: 
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It shows that: the local body force (load) will cause local asymmetrical stress concentration along 
thickness direction with exponential law about thickness. If the local curvature at free load is big 
enough, the load-caused stress concentration will be significant for thick plate. Then, 
fatigue-fracture may be initiated. 
It also shows that, at local load position, the asymmetry stress and non-linear effects will be very 
significant for thick plate bending, where wrinkling [17] may be produced.  
 
6. Stress Concentration for Kirchhoff Approximation 
 
The bending momentum motion equations, as the results of Kirchhoff approximation theory of plate, 
are widely used in engineering. How to estimate the stress redistribution caused by thickness and 
global curvature is a practical problems. As many linear results are well-known, how the non-linear 
behaves will be exposed in this section. 
Using the approximation j

i
j

i
j

i LR ⋅Θ+≈ sinδ , for the typical plate bending produced by normal 

loading (defined by 021 == ff ), the Eq.12 will be used to obtain the bending momentum motion 

equations in Kirchhoff approximation. Letting )(
2

1 j
i

i
jij σσσ += , the plate bending momentums 

ijM  ( 2,1, =ji ) in Kirchhoff plate theory are defined as: 
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Where, D  is plate thickness. Noting that, by Eqs.11 and Eq.3, 03113 ==σσ  and 03223 ==σσ , 

so, the Kirchhoff assumption is automatically satisfied. The load vector components are defined as: 
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By Eqs.20, omitting the non-linear items, the following approximations are obtained: 
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By Eqs.21, it is easy to identify that the above equations can be rewritten as: 
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Then, the Eqs.12 is rewritten as: 
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Omitting the non-linear items and letting 033 =σ , they can be combined as the classical linear 

bending momentum equation [10]: 
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This research shows that the classical linear bending momentum equation is the logic results of two 
sets of motion equations for unit orthogonal deformation (defined by Eq.8). It makes this research 
soundness. 
For plate bending, the non-linear bending momentum equation is: 
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Only taking the effects of the asymmetrical stress components 3
1σ , 1

3σ , 3
2σ , and 2

3σ  into 

consideration, the Eq.29 is approximated as: 
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In non-destructive detect, the Eq.28 is assumed as precondition determined by manufacture or 
working condition. Therefore, the stress redistribution caused by non-linear items can be studied by 
introducing the effective load, which is defined as: 
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By this way, the fatigue-fracture initiation position can be predicted by calculating the effective load. 
Based on previous results (Eqs.13, Eqs.21, and Eqs.31), each items of effective load can be 
obtained. As a first approximation, on the thickness direction, the local whole rotation angle 
variation can be expressed as: 
         323 )()( xx Θ+Θ=Θ                              (32) 

Then, for small Θ  (defined on central plan) and small thickness ( 2/2/ 3 DxD ≤≤− ), the 
following equation can be used to simplify the asymmetrical stress in Eq.31. 
        323 )(sin)(sin xx Θ+Θ≈Θ                            (33) 
Furthermore, omitting the higher order infinitesimals, the following approximations are obtained: 
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As a simple example, for simple bending Θ≈
∂
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effective load is simplified as: 

       ]})[(){(
12

)(~
1

2
1

4
3

33 xx
Dqq

∂
Θ∂

Θ
∂
∂

−Θ⋅⋅+= μ                  (35) 

It shows that the local whole rotation in average sense (local curvature) has significant effects. Here, 
the stress concentration is expressed by effective load variation. Hence, it can be used in forward 
problems to predict possible fatigue-fracture initiating positions. 
 
6. Conclusions 
 
For large deformation, such as plate bending, the linear momentum conservation equations and 
angular momentum conservation equations are used to study the stress concentration problems. The 
research shows that, for plate bending, the dominate Cauchy stresses are asymmetrical. The 
symmetrical stress components are higher order smaller. By requiring both sets of motion equations 
are satisfied, the classical bending momentum linear motion equation is obtained as a linear 
approximation.  
Based on the linear momentum conservation equations, the stress concentration caused by bending 
curvature functions is studied by introducing effective stress transportation solutions. The results 
show that: the effective stresses on central plan parallel surface are exponentially varied with 
path-integral of curvature along scale directions. The effective stresses on thickness direction are 
exponentially varied with the path-integral of curvature functions. The scale effects are very 
significant. As the effective stresses can be detected by many non-destructive methods, the 
curvature functions can be estimated. For supersonic wave method, the effective elasticity can be 
detected and used to estimate the curvature functions. Hence, the fatigue-fracture initiating position 
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can be predicted. 
Based on the angular momentum conservation equations, the stress concentration caused by local 
load on thickness direction is studied. The results show that: the local body force (load) will cause 
local asymmetrical stress concentration along thickness direction with exponential law about 
thickness. 
Finally, the effective load caused by local bending curvature is introduced to estimate the stress 
concentration as effective load variation. For simple bending, an explicit formula is given. It shows 
that the local rotation in average sense (local curvature) has significant effects. This equation can be 
easily used for non-destructive inverse problems. 
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Abstract  To further reveal the mesomechanical damage behavior of the plastic material, quantitative 
evaluation the micromechanical damage state of material use acoustic emission characteristic parameters. 
Based on the Gurson-Tvergaard-Needleman micromechanical damage model, establish the quantitative 
evaluation model of acoustic emission cumulative hits, taking void growth ratio as the damage variable. 
Taking steel Q345 notched bar specimens tensile process as example, using acoustic emission testing 
technology, get the AE information from yield to fracture process. Using ABAQUS finite element analysis 
software, analyze the meso-damage process during tensile process of steel Q345 notched bar specimens, and 
get the numerical solution of meso-damage parameters. Based on AE testing and Finite Element Simulation, 
get the quantitative evaluation formula of void growth ratio based on AE cumulative hits N during Q345 steel 
notched bar specimens tensile process. Result shows that, in the tensile process of Q345 steel from yield to 
fracture damage, the function relationship of N and VG is divided into two stage, linear damage stage and 
nonlinear damage stage, and when the N reaches 128, the material is at the transition state from linear 
damage stage to nonlinear damage stage. This critical transition area value could be used as steel Q345 
damage fracture of acoustic emission recognition feature and safety evaluation threshold value. 
Keywords  Acoustic emission, Void growth ratio, Cumulative hits, Gurson-Tvergaard-Needleman model, 
steel Q345 
 
1. Introduction 
 
Acoustic emission refers to the material or components rapid release of strain energy and the 
transient stress wave phenomenon when stress exceeds yield stress into the irreversible stage of 
plastic deformation or crack initiation, growth and fracture. There is consistent correspondence 
relationship between acoustic emission and material interior damage. Acoustic emission cumulative 
hits directly correspond to different material damage state and the new damage must be accompany 
with the release of stress wave, which is the basis fundamental to the direct measurements and 
modeling of acoustic emission[1-3].Generally micro-void nucleation, growth and coalescence is a 
typical mechanism of microstructure damage and failure for metal plastic material. 
Gurson-Tvergaard-Needleman (GTN) model[4-6]is regard as a significant progress in meso-damage 
mechanics. Because it was well descript the metal plastic damage in the process of plastic 
deformation caused by the evolution of micro-voids and had been developed and applied in many 
fields[7,8]. Based on voids nucleation controlled by the stress triaxiality and equivalent plastic strain, 
Zheng Changqing[9]proposed the concept of critical void ratio VGC.VGC is an micromechanics 
parameters which built on the micro-void damage mechanism when metals got into the plastic 
deformation, and it contacts the meso-damage parameters and macro-mechanical behavior. The 
variation of void growth ratio VG directly reflects the damage state of the materials. Therefore, 
established the relationship between the characteristics parameters of acoustic emission and the void 
growth ratio can be deeply understanding the macroscopic and micromechanics behavior in the 
process of metal plastic damage, and achieving quantitative evaluation materials micromechanical 
damage state used acoustic emission testing technology. 
This paper from micro-void damage mechanisms of metal plastic materials, used acoustic emission 
testing the steel Q345 round notch specimen in tensile process, obtained of material’s release of the 
stress wave from yielding to the fracture process. Using ABAQUS analyzed the changes of steel 
Q345 round bar notched specimen micromechanics parameters in tensile fracture process, obtained 
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numerical solution of void growth ratio in different damage states. Based on acoustic emission 
testing result, establish acoustic emission characteristics parameters of tensile process and 
quantitative evaluation formula of void growth ratio, in order to achieve Q345 quantitative 
evaluation of micro-damage state. 
 
2.The relationships between AE and material micro-damage parameters 
 
2.1. GTN model 
 
Based on the previous work, Gurson researched the response under the axisymmetric triaxial stress 
state in limited large matrix of cylindrical or spherical with void. He constructed material damage 
yield function to describe the effect of micro-void damage to the metal plastic deformation behavior. 
After further amended to the Gurson model by Tvergaard and Needleman[5,6], the model’s 
prediction accuracy has greatly improved[8,10].The GTN model yield function φ is expressed as 
follows: 

2 2
1 2 3

3( ) 2 cosh( ) (1 ) 0
2

eq m

s s

fq q q f
σ σφ
σ σ

= + − + =                   (1) 

Where q1, q2, q3,is revision coefficient; σeq is Misses stress; σm is macro hydrostatic stress; σs is flow 
stress of the base material in the unit; f is the percentage of void volume. In GTN model damage 
variable is considering as isotropic, which comprises two parts: 

pp
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Assumed the nucleation void mechanism by strain controlled and the void follows normal 
distribution. The voids nucleation intensity function A is expressed as: 
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where (f)growth indicates the void-volume fraction caused by the void growth;(f)nucleation is the 
void-volume fraction caused by the nucleation of a void;

p
ijε  is macroscopic plastic strain rate tensor; 

Rσ is stress triaxiality (Rσ=σm/σeq);
pη is equivalent plastic strain of the matrix material; x  

Macauley operator; fN for the nucleation of micro-voids volume percentage of the two-phase 
particles; h is material constants; SN is void nucleation average strain standard; εN is void nucleation 
average strain. 
 
2.2. The relationships between AE and material damage 
 
The emergence and development of inside damage (micro-cracks and micro-voids) in the metal 
plastic material generates the acoustic emission, so there is inevitable relation between acoustic 
emission parameters and material damage variable. C.A.Tang etal.[11] obtain damage model which 
based on damage mechanics theory characterized by AE parameters, the relationship was written as: 

m

d

N
N

A
AD ==                                  (4) 

Where the damage variable D represents the damage state of the material, Kachanov defined it as 
ratio of the instant all the area of the bearing surface defects Ad and sectional area when initial 
nondestructive; Nm is the total number of acoustic emission cumulative hits when material entire 
cross section A destructed, N is the instant acoustic emission cumulative hits. 
Base on the microcosmic architectural feature, Gurson proposed that make the void-volume 
percentage f as a micro-mechanical damage variable for metal-plastic material. Zheng Changqing[9] 
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used an electron microscope to observe micro-void nucleation, growth, and coalescence of plastic 
deformation when metal stretching, necking as well as instability in the fracture process. Combined 
experiment and numerical simulation and analyzed the relations between the strain and stress, make 
the fracture strain εf and stress triaxiality Rσ0 as critical void growth ratio VGC when material 
fractured. Micromechanics fracture criterion was VG≥VGC,VG is the void growth ratio under the 
conditions of forcing. For notched specimen was the following relationship: 

)5.1exp( σε RV pG =                                 (5) 

Where εp is the equivalent plastic strain. The nucleation of micro-void controlled by the triaxiality 
stress and equivalent plastic strain. Also they were the function of void growth ratio VG. The void 
growth ratio is the micromechanics parameters which establish on the micro-voids growth and 
coalescence in metal plastic materials. It is the bridge of contacting microscopic damage 
characteristic and micromechanics parameter. The change of VG directly reflected the material 
damage of macro-micro state changes in real time, so make the void growth ratio VG as the new 
damage variable of material deterioration state. 
Considering formula (4) and (5), the void growth ratio VG and acoustic emission cumulative hits N 
can be used as parameters which describe the damage state of the metal plastic materials. Therefore 
established the quantitative evaluation of the formula between the void growth ratio and acoustic 
emission cumulative hits: 

VG=f（N）                                   (6) 
According to the formula (6), used the acoustic emission testing technology obtained the Q345 
notched bar specimen’s information in tensile process. Using ABAQUS finite element analysis 
software to obtained the numerical solution of void growth ratio in different damage state. Then 
establish quantitative evaluation formula between the acoustic emission characteristics parameters 
and void growth ratio when steel Q345 in stretch process. Finally realized use acoustic emission 
quantitative evaluation the material’s microscopic damage state. 
 
3. Steel Q345 notched specimen tensile process acoustic emission testing 
experiment 
 
3.1. The Steel Q345 notched specimen size and mechanical properties 
 
The size of Steel Q345 tensile specimen is shown in Figure 1. There are eight specimens, 
numbering from#1 to #8. 

 
Fig.1 The shape and size of notched tensile specimens 

Experiment mechanical properties and chemical composition of the steel Q345 are shown in Table 
1. 

Table 1  Steel Q345 mechanical properties and chemical composition 
mechanical properties chemical composition % 
σs 

MPa 
σb 

MPa 
E 

GPa 
γ 
 

Ψ 
% 

Φ 
% 

C Mn Si P S 

408 533 200 0.3 4.58 60.58 0.17 1.42 0.019 0.020 0.031 
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3.2. Experimental equipment and methods 
 
The tensile test was on the SANS electronic universal testing machine, adopted displacement 
loading, axial tensile in constant speed, loading rate was 0.3mm/min. Acoustic emission data 
acquisition system was the U.S. PAC PCI-2 acoustic emission system, and the sensor was WD 
broadband sensor, the frequency range of 100~1000kHz. The preamplifier was PAC2/4/6 produced 
in PAC. The sensors were installed at the end of the specimen, and coupled by vacuum grease. To 
calibrated the sensitivity of each channel used HB pencil(Φ=0.5mm) breaking signals as sound 
simulate source. In order to collect the acoustic emission signal that generated from material’s 
microscopic damage during tensile stretched, need to lower the threshold value. In order to testing 
the experiment environment, environmental noise and electromagnetic noise of AE signal 
distribution levels under no-load operation, finally set threshold value is 30dB. Acoustic emission 
testing system parameter settings were shown in Table 2. 

Table 2  Acoustic emission detection system parameter settings 
Parameter category Setting value Parameter category Setting value
Threshold value /dB 30 Peak definition time PDT/μs 200 
Sampling rate /MB 2 Hits definition time HDT/μs 600 
Sampling length /K 4 Hits lockout time HLT/μs 1000 

 
3.3. Experimental results and analysis of acoustic emission testing 
 
Table 3 shows the results of eight specimens’ acoustic emission testing experimental. It listed axial 
displacements and acoustic emission cumulative hits and corresponding mean value of separately 
yield point B and yield end point C, tensile strength point D and breaking point E. Studies[11,12] 
indicated that acoustic emission cumulative hit can reflect the changes in the material damage state, 
so selected the acoustic emission cumulative hits combined with the amplitude to analyze different 
damage stage of Steel Q345 in tensile process. The amplitude of the #1 specimen’s AE vs. the 
cumulative hit vs. stress increases with the experiment time is shown in Figure 2. 

Table3  Steel Q345 axial tensile displacement and acoustic emission cumulative hitting statistics
 1# 2# 3# 4# 5# 6# 7# 8# average

displacement /mm 1.79 0.98 1.86 2.28 1.91 1.92 1.82 1.76 1.79 B 
Accumulate strike count 20 23 18 24 20 22 19 22 21 
displacement /mm 2.24 2.10 2.06 2.61 2.45 2.31 1.96 2.43 2.28 

C 
Accumulate strike count 104 99 110 103 100 107 104 109 104.50
displacement /mm 4.33 4.45 4.01 4.45 4.66 4.51 4.41 4.57 4.42 

D 
Accumulate strike count 148 150 165 150 160 162 150 160 155.62
displacement /mm 6.15 5.49 6.21 6.25 5.99 5.39 5.53 6.03 5.88 

E 
Accumulate strike count 157 160 176 156 164 171 162 171 164.63

Figure 2 shows Steel Q345 tensile damage process is divided into four phases, i.e., AB, BC, CD, 
and DE, respectively corresponding to the elastic deformation stage, the yield phase, strengthening 
phase and necking stages of the specimen. (1) The elastic deformation stage (0~320s, 0~408MPa). 
There are few acoustic emission signals in the stage and acoustic emission cumulative hit change is 
also very small. Amplitude are less than 35dB, most of the which are from mechanical noise caused 
by the loaded the initial specimen two ends of the fixture bite and friction; (2) Yield stage 
(321~496s, 408~432MPa),which are also known as the stage of plastic flow. After the specimen 
entering this phase, the acoustic emission signal was significantly increased, and then the acoustic 
emission yield effect appears. Signal amplitude between 30~54dB, the cumulative hit - time curve 
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appears apparent inflection in the vicinity of the point B, and rapid raised. The micro-voids 
generally nucleation at lower strain in the vicinity of the inclusions or second phase particles itself 
broken, or produced in the detachment of the inclusions and matrix interface[9,13].This stage acoustic 
signal reflects the sensitive to metal plastic material micro-voids nucleation process; (3) 
strengthening stage (497~931s, 432~533MPa). The specimen was in the uniform state of strain and 
begun to produce plastic deformation, the damage of micro-void continued to develop. The amount 
of AE signals reduced significantly and accompanied by a little amount of high-amplitude signal, 
the amplitude range between 30~55dB. The curve of accumulation hits vs. time rising trend was 
becoming slowly;(4) Necking stage(932~1230s,533~441MPa).When the stress reaches to the point 
D, since strength increase insufficient to compensate for size contraction caused by the work 
hardening, resulting in the phenomenon of necking. Since then, the deformation of the material 
became non-uniform. In this stage the amount of acoustic emission signals continued to reduce, the 
amplitude below 50dB, the curve of cumulative hits substantially in the horizontal direction. 
Based on the above analysis, the acoustic emission amplitude and the slope of cumulative hits have 
obvious stage characteristics from yielding to plastic deformation then to the stages of the fracture 
process of steel Q345. The relationship between simulation and experiment with the load and time 
curve were fit well, which illustrates the changes of acoustic emission cumulative hits can reflect 
the different processes of the development of material damage state. 

 

Fig.2 Accumulated hit-amplitude-stress vs. time for specimen 1. 
 
4 The tensile process micro-damage of Steel Q345 notched specimen: simulation 
and analysis 
 
4.1 The establishment of the Steel Q345 notched micro model and parameter selection 
 
The voids growth ratio VG of Steel Q345 notched specimen are obtained with numerical simulation 
method in tensile process. Take GTN as the micro-damage model, using the ABAQUS finite 
element analysis software, we analyzed Steel Q345 notched specimen and observed micro-damage 
evolution, then obtain the numerical solution of the micro-damage parameters. Voids growth ratio 
VG is a function of the stress triaxiality and equivalent plastic strain, so using the finite element 
software ABAQUS/Explicit can calculate stress triaxiality, equivalent plastic strain, void volume 
percent distribution and changes with the load in notched specimen. First, modeling of the notched 
specimen, due to the geometric axis of the specimen, took the modeling of the test piece of 1/4 
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which shown in Fig.3. The element type is CAX4R. Meshing principle is that the more close to the 
notched root the meshing was more dense, the minimum mesh size of the front notched is about 
80μm. The number of nodes of the model was 496, the number of units was 328. The boundary 
conditions are consistent to the former experimental conditions, loading mode is displacement 
loading. Loading amount of displacement of eight specimens at the point B~E which listed in Table 
2 is displacement average. Choice of the steel Q345 GTN model parameters are as follows: q1=1.5，
q2=1.0，q3=2.25，fN=0.02，SN=0.1，εN=0.25. 

 

Fig.3 1/4 finite element model of notched tensile specimens 
 
4.2 The numerical simulation results and analysis 
 
Figure 4 is a numerical simulation proceeds that steel Q345 axial tensile stress-displacement curve 
compared with the specimen 1 of the experimental curves. The highest stress point D and the yield 
point B obtained by the numerical simulation agree with the experiment results, which are proved 
the GTN model parameter selected reasonable. These can truly reflect the macro-mechanics and 
micro-mechanics behavior of Steel Q345 axial tensile experiment. Figures 5~7 are respectively 
different loading stage of model notched o-o, they are the curves of stress triaxiality Rσ, equivalent 
plastic strain εp and the void volume percentage f versus x. x represents the specimen o-o surface 
center (x=0mm) to the distance of the notched root(x=4mm). To express the micro-damage 
parameters changes with the loading clearly, the middle of the loading process should select 
appropriately. Concluded from Fig.5, the Rσ of the specimen notched center is bigger than the value 
of the root of the specimen and the maximum Rσ always at the center of the specimen during the 
loading stage, and increasing with the loading. Fig.6 and Fig.7, εp and f change similar with x, but in 
the loading process they change different with Rσ , and can be divided into two stages. Stage I: 
Hardening stage (B~D point), the stage is the material yield and enhanced stage, εp and maximum f 
appear at the root of the notched, and they rise with the loading increase. Stage II: Necking stage 
(D~E point). When the material loaded to the strength limit point D, for the influence of Rσ 
intensified, εp at the middle of the specimen change greater than the growth of the roots. Micro 
voids move from the notched root to the core part. After plastic zone extends to the core part, stress 
triaxiality at the core part is much larger than the value of the root, εp and f at the core part of the 
specimen is far greater than the value, which lead to the occurrence of fracture of the specimen from 
the core part. 

o

o
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Fig.4 Numerical simulation and experimental results        Fig.5 Distribution of Rσ on notch tip 

      
Fig.6 Distribution of εp on notch tip                 Fig.7 Distribution of f on notch tip 

 
4.3 The numerical simulation of Steel Q345 notched specimen voids growth ratio 
 
Concluded from the simulation results, the final fracture first occurs at o-o surface, so Rσ and εp at 
point B~E which located at model integrator x=0 from o-o surface, and select the appropriate 
middle point in the loading process. According to equation (6), the numerical simulation results of 
steel Q345 notched specimens in tensile process are showed in Table 4. 

Table 4 Table of voids growth ratio calculation 
 stress triaxiality equivalent plastic strain voids growth ratio 

B 0.704 0 0 
C 0.762 0.00104 0.00326 
D 0.820 0.128 0.437 
E 1.22 0.687 4.29 

5. The quantitative evaluation formula between AE cumulative hits and the void 
growth ratio VG 
Selecting the critical point B~E in the tensile process, so do the intermediate process in the loading 
process, the acoustic emission of each point in the cumulative hit average and numerical simulation 
of the void growth ratio VG are showed in Figure 8. From Figure 8, the relationship between N and 
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VG can be divided into two stages: 
Stage I: point B~D, steel Q345 is in the yielding and hardening process. This stage is an important 
period of the material within the nucleation and growth of micro-voids, the void growth and 
acoustic cumulative hit are linear growth, and the growth trend is relatively slow. Therefore, this 
stage is defined as the stage of the linear damage of the material. By numerical fitting: 

109.00021.0 −= NVGⅠ                                （7） 

Where 21≤ N ≤155. 
Stage II: point D~E, steel Q345 is in the necking stage. This is the development of late damage, 
micro-void confluence occur in the material internal. With the cumulative hit increases, void growth 
ratio is increasing rapidly. Contrast to stage I, this stage increase evidently in exponential form. 
Therefore, the stage is defined as a nonlinear damage stage. By numerical fitting: 

75.1)05.153(058.0 −= NVGⅡ                             （8） 

Where 155≤ N ≤164. 

 
Fig.8 The diagram of AE average cumulative hit vs. void growth ratio 

The intersection point F (147.28, 0.26) was obtained by simultaneous the equation (7) and (8), it 
revealed that steel Q345 notched specimen begins to transform from linear damage stage to 
nonlinear damage stage. Taking the uniformity of experimental material , the micro-voids 
distribution and mechanical noise impact in acoustic emission testing experimental process into 
consideration, the safety factor n range was 0.9~0.95. Material transform from linear damage to the 
next stage, the critical acoustic emission cumulative hits take [N*]=NF×n. When n=0.9, acoustic 
emission cumulative hit is 128, which can be taken as the critical value of steel Q345 notched 
specimen in plastic damage. This is the evident to certify the transformation of steel Q345 notched 
specimen from linear damage stage to nonlinear damage stage. 
6. Conclusions 
(1) The meso-damage mechanism of metal-plastic material is micro-void nucleation, growth and 

coalescence. Steel Q345 notched specimen in tensile process shows that AE and micro-voids of 
metal plastic material have the consistent corresponding relationships, which the changing of 
AE cumulative hits directly corresponds with the different damage stage of material. 

(2) Based on the micro-void damage theory of metal plastic materials, the micromechanics 
parameters of void growth ratio VG is the bridge with which combined micromechanical 
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characteristics and macro mechanical parameters. The changes of VG directly reflects the state 
of deterioration of the material. Applying GTN model to calculate the changes of VG on tips of 
Steel Q345 notched specimen combined with AE testing experiment, and finally established the 
quantitative evaluation formulas between acoustic emission cumulative hits and void growth 
ratio. 

(3) The quantitative evaluation formulas between acoustic emission cumulative hits and void 
growth ratio can be divided into two parts: linear damage stage and nonlinear damage stage. 
From the function of cumulative hits and void growth ratio, when the acoustic emission 
cumulative hits is larger than 128, the steel Q345 damage transform from linear damage stage to 
nonlinear damage stage. 
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Abstract  Acoustic Emission (AE) method is based on detection of ultrasonic signal due to the process of 
plastic deformation and fracturing of a loaded material. In this paper two characteristics of the AE signal, 
distributions of time intervals between successive pulses and amplitude distributions of these pulses were 
obtained. Samples were made of the porous iron with a porosity in the range P=0.05-0.25. This class of 
materials can be considered as a model to study the influence of geometry of the inhomogeneous medium 
and percolation effects (due to changing of porosity) on the processes of deformation and fracture, and 
therefore the behavior of the various parameters of acoustic emission. Registered signals were broadband in 
a range of frequencies from 100 to 800 kHz. Consideration of amplitude distributions of AE signals showed 
that it is possible to identify two groups of AE pulses - low-amplitude and high-amplitude in the recorded 
signals. The first group corresponds to the plastic deformation of the compact sites of the material, and the 
latter one is usually generated by large plastic shears and crack propagation. It was showed that they have 
scaling with exponents vary with changes in porosity. Obtained distributions can be perceived as indirect 
evidence of self-organized processes occurring in porous metallic materials. 
 
Keywords  acoustic emission, plastic deformation, amplitude distribution, fracture 
 

1. Introduction 
 
Acoustic emission (AE) method is successfully used for nondestructive testing purposes. It is well 
developed for homogeneous metallic materials. New types of materials such as sintered powder 
metals or composites with high degree of heterogeneity have many potential mechanisms of 
ultrasonic emission. Therefore it is very important to understand how and when these mechanisms 
activate, and to be able to estimate their parameters. 
 
Usually only some basic characteristics of acoustic emission process are used for AE diagnostics [1]. 
These characteristics are kinetic, such as rate or AE event count, and energy (energy of AE signal 
and energy of discrete events). But AE process in heterogeneous material is a complex phenomenon, 
with many mechanisms interacting with each other. Not without reason there are many synergetic 
and/or fractal theories of plastic deformation and fracturing of materials. For this kind of processes 
some new integral parameters of AE signal can be introduced. 
 
In this paper two of such complex or integral parameters of AE were considered. First is well 
known. It is an amplitude distribution of AE signal. In heterogeneous materials this parameter has 
complex behavior. It is closely associated with second parameter - distribution of time intervals 
between successive AE events. 
 
2. Materials and samples 
 
As an example of material with highly heterogeneous structure porous metals were used. They can 
be considered as heterophase media with ultimately different properties of the two phases (solid 
framework and pores) [2]. 
 
Samples for acoustic emission tests were made of an iron powder obtained by spraying in air 
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(PZhRV2 grade). They were prepared by pressing to a preset porosity followed by sintering at 
1500 K for 2.5 h in vacuum. The samples had the standard shape for tensile tests with a rectangular 
working part of 3X3 mm cross section. Their porosity varied within P=0.05-0.25. During static 
loading of these samples AE signals were recorded, and thereafter were digitally processed [3]. First, 
digital band-pass filtering with cutoff frequencies 100 and 800 kHz was done. Events with 
amplitudes under preassigned threshold (~0.2 V) were not taken into succeeding calculations. 
 
3. Amplitude distributions 
 
Amplitude distributions for extracted events were calculated. An example of such distribution is 
presented on Fig.1. Logarithmic scale was used. We can see two amplitude ranges. Dependence of 
amplitude rate in these ranges can be written as ~ , where h is an exponent coefficient. 
Amplitude of AE events is closely related to the size of the AE sources. Of course, inhomogeneity 
of material, reflection of acoustic waves on sample surfaces can change amplitudes of AE events, 
but qualitative dependence of amplitude distributions cannot be changed dramatically. So we see 
that there were two groups of AE events. First group of events with low amplitudes can be 
attributed to plastic deformation of material. From [4] we know that such type of deformation cause 
AE emission with frequent and low bursts. Second group of events with high amplitudes is related 
to nucleation and propagation of microcracks, originated from the pores [2, 4]. There’s an amplitude 
threshold between two groups. This threshold didn’t change for every sample in our setting. So we 
can use it for discrimination of AE events with different mechanisms. 
 

 
Figure 1. An example of amplitude distribution (P=0.09). 

 
On Fig.2 the values of exponent coefficients for different samples were showed. The exponent 
coefficient of high amplitude events were changed for different values of porosity, while the other 
group of events had the same coefficients regardless of porosity. As we can see, for samples with 
porosity near percolation threshold (P~0.1 for porous iron [2, 5]) there was a large spread of 
coefficients for high amplitude AE events. It can be explained by the fact, that the structure of 
porous space varies from sample to sample and scale range of AE sources varies greatly 
respectively. For some samples isolated pores were prevailed, and for others pores form “infinite” 
clusters [5]. Plastic flow in compact regions of porous metal doesn’t change and therefore there’s no 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-3- 
 

dependence of low amplitude coefficients on porosity. 
 

 
Figure 2. Exponent values of amplitude distributions for different porosities. 

 
4. Distributions of time intervals between AE events 
 
The next step of our work was calculation of distributions of time intervals. This parameter has a 
great advantage over other AE parameters, because it does not depend on peculiarities of acoustic 
wave propagation. Time intervals between registered AE bursts and corresponding AE events in 
media are the same. Also time intervals between AE events give more information about kinetic 
characteristics of AE process than usual parameters such as AE event count. There is only one 
difficulty in applying this parameter. Time distribution for all AE events takes into account all the 
processes that are responsible for the emission of acoustic waves. The structure of such distribution 
can be too intricate. To overcome this difficulty the following approach had been proposed. 
 
All AE events had been divided into two groups according to the amplitude. Time intervals were 
calculated not for successive events but for successive events in one group. Fig.3 illustrates this idea. 
For low amplitude events with , where  corresponds to 
amplitude threshold between “low” and “high” groups and  was a preassigned threshold 
above, a distribution ∆  was calculated. And for high amplitude AE events with 

 a distribution ∆  was obtained. These distributions had the same 
scaling form: 

 w ∆t ~ ∆t ‐ 	, (1) 

 w ∆t ~ ∆t ‐  (2) 

 
Values of exponents  and  are showed in Fig.4. As we see from this figure, all 

exponents for low and high amplitude events were in two “bands” or value intervals. 
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Figure 3. Explanation of the method of finding time interval distributions. 

 
 
A theoretical approach for the self-organization of defects in material [6, 7] can be used to 
understand these experimental results. Low amplitude events strongly correlated with each other. 
Their exponents had higher values than for high amplitude events. Therefore “low” events and 
sources of acoustic emission in compact sites of porous material respectively were strongly 
correlated with each other. On the contrary, in the case of high amplitudes, correlation of events was 
weaker. The ensembles of microcracks emit acoustic waves synchronous and relatively independent 
of each other. 
 

 
Figure 4. Exponent values of time intervals distributions for different porosities 
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5. Conclusion 
 
The modified method of AE signal processing based on separate estimation of AE parameters for 
different groups of events was proposed. It was shown, that for the acoustic emission in porous 
metallic materials two groups of events and respectively two groups of AE sources can be identified. 
The first group was characterized by low amplitudes and the second had high amplitudes. They had 
different behavior of exponents for amplitude and time interval distributions. Proposed approach 
can be used for the development of nondestructive testing methods applied to inhomogeneous 
materials. 
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Abstract  In the paper, aiming to build models of microcracks extension and damage evolution in 
the phase of microcracks evolution based on number series of microdefects nucleation, we firstly 
built a relation formula between accumulated number series of microdefects nucleation and 
microcracks size, which we called the crack growth model(CGM), by means of the fractal statistical 
method. Then, we set up a damage evolution model based on growing microcrack size which is 
determined by microdefects nucleation number series, which we called the damage evolution 
model(DEM).The statistical analysis on the microcracks evolution in a gradually fractured rock 
plate shows that the predictive crack size growth by CGM and damage evolution by DEM are in 
good accord with the measured values. Based on the fact that a microdefect nucleation is 
accompanied with a acoustic emission(AE), the two models maybe become good methods to predict 
microcrack growth and damage evolution by use of AE series.    
Keywords  fractal; microcrack; rough surface; microdefect; damage evolution; acoustic emission 
 

1. Introduction 
The research[1,2] shows that in the early stage of damage evolution, the evolution mechanism 

of microcrack system is microdefects random nucleation and growth in limited size. Microdefect 
nucleation means the embryo defects in inhomogeneous material extends by tension strain and 
grows into a microdefect which is the smallest size in microcrack system. In the macro stress field, 
microdefects nucleate at the inhomogeneous positions which are uniformly distributed in the 
materials. The microdefect size can be as small as a grain size. Then with the distribution of 
microdefects nucleation approaching saturation, microdefects nucleation take place closely next to 
the existing cracks under controlling of the macro shear stress field, which is called as microcrack 
growth. The microcracks in the larger deformation bands take the superiority of prior growth and in 
return they can stir up more microdefects nucleation at their two ends and grow into larger-scale 
microcracks. So the size distribution in the microcrack system is non-uniform. The connection of 
larger-sized microcracks brings about macro crack nucleation, which marks the end of microcracks 
system evolution .  

In the following, based on the fact that microdefects nucleate in clustering arrange without 
overlapping and grow into microcrack, we establish the microcrack growth model based on 
ANMDN series.  
 
2. The number of microdefects in single microcrack 
 

As is well-known, the crack surface is rough, according to the fractal theory, the fractal 
area )(δTA could be calculated as[3] 

                                     sD
TT AA −= 2)( δδ                             （1） 
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In which TA is the apparent area; sD is the fractal dimension of the rough surface;δ is the measure 

size, its minimum is the grain size cδ（Xie,1994）[4].So, on the surface of a penny-shaped crack with 

apparent diameter c, the number of grains dn  is calculated as 

                                 sD
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For a penetrating crack in a two-dimensional plate, fs dD = . Here fd is the fractal dimension of the 
crack line. The fracture mechanism of the fractal crack line was known as intergranular fracture, 
transgranular fracture, and coupling fracture of them. And the fractal dimensions fd can be obtained 
by theoretical calculation（Xie,1988）[5]. For example, the crystallite size of marble is cmc

210−=δ , 
in tensile condition, the three kinds of fractal dimensions in theory are 26.1=fd ,1.365 and 1.30, 
and the measured values are =fd 1.18,1.31,1.29. For a embedding crack in three dimensional 
condition, sD is valued approximately as[6,7]   

                             y
f

x
fs

y
f

x
f ddDdd +<=+ )max(1 ，                          （4） 

In which, x
fd and y

fd  represents respectively the mean value of fractal dimensions on fracture lines 
in x-direction and y-direction. So, if 3.1=fd , then 3.21 =+= fs dD . 
 
3The microcracks growth model based on ANMDN  
 

At a certain time t , the parameters of the microcracks system are marked as 
 

[ ]dc NcNcNNDccct ，，，，， )()()()( max0maxmin δ≤≤=Ω                      （5） 

Here minc  represents the minimum microcrack size, in theory, can be valued as crystal grain 
size; maxc represents at time t the maximum crack size; cD represents the fractal dimension of crack 
size scale-frequency distribution; )(δN represents the total number of cracks with size no less 
thanδ ; )(cN represents the total number of cracks with size no less than c ; )( max0 cN represents the 
total number of cracks with maximum size maxc ; dN represents the accumulated number of 

microdefects nucleation(ANMDN). 
According to that the crack size-frequency distribution is fractal(Peng & Xie,1989[8]; Xie & 

Gao,1991[9]), at time t , we have the equation 
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So in )(tΩ ，the number of microcracks with size in cdcc +~ is 
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Use Tailor series expansion 
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Substituting Eq.(8) into Eq.(7) we have 
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Substituting in Eq.（3）we have the total number of microdefects nucleation that compose all the 
micro cracks with size in cdcc +~  in )(tΩ  
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Further, we have 
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So, the total number of all the micro defects nucleation in )(tΩ is 
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Integration of Eq.(12) is 
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From Eq.(6), if at time t , the total number of all the micro cracks )(δN is known in )(tΩ , then, 
)( max0 cN can be determined 
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Substituting Eq.(14) into Eq.(13), we have relation max~ cN d  
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From which, the maximum crack size should be expressed as 
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In which the parameters cD , )( cN δ , dN need to be obtained from the AE series. 

4 Damage evolution model based on ANMDN series 

The purpose of studying the microcracks system is to answer how the microcracks growth in 
material will affect the macroscopic mechanical properties. In statistical meso-scopic damage 
mechanics[1], a series of damage functions are used to describe the macro-effects caused by 
microcracks. The m-th order damage function is defined as（Bai & Xia,1991[10],Xia,1995[1]） 

 

                               ∫
∞

=
0

);,(),( dcctcntD m
m σσ                           （17） 

Here c  is the linear size of microcrack; );,( σtcn represents in macro stress fieldσ , at time t , the 
number density of microcracks with size c . The zero-th order damage function, 0D represents the 
total number effect of microcracks; The1st order damage function, 1D represents the total size effect 
of microcracks; The second order damage function, 2D represents the reduced load bearing area and 

3D  is proportional to the volume occupied by the microcracks.  

In the stage of microcracks evolution, the size of the microcracks is small and their spatial 
distribution is uniform and sparse[2], which is approximately thought to be suitable for mean field 
model[1], therefore the damage effects by microcracks on macro mechanical properties are 
isotropous. So in three dimensional conditions, we define the damage variable as   

                                       
V
D

KD 3=                              （18） 

In which V represents macro element volume with linear size L ; K is correction factor. Adopting 
the form of Eq.(17), we have 
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In which 10 << D . Adopting the form of Eq.(9), dctcn );,( σ takes the form of 
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Substituting Eq.(20) in Eq.(19), we have 
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Use 3LV = , and integrating, then                                  
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Substituting in Eq.（14）and put it in order, we have 
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In which maxc  is determined by the total number of microdefects, so, substituting in Eq.（16）,we 

have 
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Which is the damage evolution equation. The parameters )(δN , )(tN d and )(tDc  are needed to be 

obtained from AE series. 
In two dimensional condition, the material volume is written as 2hLV = , in which h  

represents the thickness of the plate. Substitute 2hLV = in Eq.(21),we have another form of damage 
model 

                     
hLDN

DDtN
D
DN

KD
ccs DDD

c

csd

c

c δδ
δ

δ
⋅⎟

⎠
⎞

⎜
⎝
⎛
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ −
+−

−
=

−−− 2)3)((

)(

))((
11

)3(

)(
        （25） 

 5 Test 

Now, use the AE data in literature[28] to test the validity of the model proposed in the paper. 

mmL 50= , cmc
210−=δ , 3.2=sD  The series of AE number per 400 seconds is 

           } 80   83   83   63   52   60   30   25   41   41   29   45   52   {57)( =tN AE 、 

 Here we assume the total micro cracks number increases as a rule of  

                 )/nexp(/)t(N)t(N)t(N)t,(N AE
i
AE

i
c 5=== δδ                    (26) 

 
    The evolution of the size of the maximum cracks and damage of sample according to the paper 
shows as figure 1.  
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                （a）                                    （b） 

   

                （c）                                    （d） 
                         Fig.4 The preliminary test of the model  

 

6 Conclusions 

In the paper, based on the idea of the microcrack formed by microdefects nucleation gathered 
in line without overlapping, and the fractal statistics relations between the number of microdefects 
nucleation and microcrack size, we established the microcrack growth model and elasticity damage 
model based on accumulated microdefects nucleation number. They are needed to be proved  
effective in predicting microcrack size growth and damage evolution using AE accounts series. In 
practical use, some problems needed to be resolved: (1) How to get ),( tN δ , the total number of 

cracks with size no less thanδ . A likely workable way is to detach the isolated nucleation AE 
accounts from the accumulated AE accounts, the isolated nucleation number represents ),( tN δ ;(2) 
How to get the microcrack size scale-freqiency fractal dimension )(tDc  from the AE series. The 

fractal dimension of seismic magnitude-frequency distribution in AE series has been researched 
[11-13], the next work is to establish the relationship of the two kinds of fractal dimensions; (3) 
How to identify the microcrack evolution stage from the AE series. It needs to identify the macro 
Nucleation from the AE series, so the AE characters of macro Nucleation should be specially 
researched; (4) in engineering catastrophe monitoring, AE location is necessary to determine L , the 
size of the rock element. In the end, we need to note that the damage model in the paper is 
multiscaled with the rock element size L , microdefect sizeδ and macro crack nucleation size.    
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Abstract  In this paper a new augmented finite element method (A-FEM) that can account for multiple, 
intra-elemental discontinuities in heterogeneous solids has been derived. It does not need the extra DoFs as 
in the extended finite element method (X-FEM), or the additional nodes as in the phantom node method 
(PNM). The new A-FEM employs four internal nodes to facilitate the calculation of subdomain stiffness and 
the crack displacements due to an intra-elemental discontinuity. It is shown that through a novel efficient 
solving algorithm the displacement DoFs associated with the internal nodes can be solved analytically as 
functions of the regular nodal DoFs for any piece-wise linear cohesive laws, which leads to a 
fully-condensed elemental equilibrium equation that is mathematically exact. The new formulation permits 
repeated elemental augmentation to include multiple interactive cracks within a single element, enabling a 
unified treatment of the evolution from a weak discontinuity, to a strong discontinuity, and to multiple 
intra-element discontinuities, all within a single element that employs standard DoFs only. The new A-FEM’s 
capability in high-fidelity simulation of interactive cohesive cracks in homogeneous and heterogeneous 
solids has been demonstrated through several numerical examples. It has been demonstrated that the new 
A-FEM achieved more than two orders of magnitude improvement in numerical accuracy, efficiency, and 
robustness, compared to the X-FEM. 
 
Keywords  Augmented FEM, Extended FEM, Fracture, Cohesive model, Numerical simulation 
 

1. Introduction 
High-fidelity numerical simulation to the progressive damage evolution in complex heterogeneous 
materials such as composites remains a significant challenge despite decades of intensive research 
[1].  Heterogeneity poses special problems with the accurate prediction of local stress and strain 
fields, which can vary strongly with local material features; and with predicting cracks and 
localized damage bands, which can appear during damage evolution not only on the material 
boundaries, but also on other surfaces that cannot be specified a priori. The material heterogeneity 
issue cannot be resolved adequately by mainstream formulations of conventional 
materials/structures modeling, owing to the complex interaction between fiber tow architecture and 
constituent materials heterogeneity. One challenge is that many complex composites such as textiles 
are heterogeneous on the same scale as that of the features of the structures, which negates the 
common strategy of homogenizing the material properties in simulations. Furthermore, the structure 
will generally be subject to non-periodic mechanical and thermal loads, including spatial and 
temporal peaks. 
 The above challenges require the establishment of numerical modeling platforms that can deal 
with structural level performance with microscopic level resolution so that arbitrary local damage 
evolution, from their nucleation stage and coupled evolution to structurally critical dimensions, can 
be faithfully predicted. Traditional material degradation types of continuum mechanics based 
approaches are not likely to meet the challenges because the critical damage coupling information is 
lost during the homogenization process [2, 3]. Currently there are several promising methods that 
can deal with the material heterogeneity and the associated progressive damage issues. For example, 
the Peridynamics method [4, 5]. However, this method remains extremely computational intensive 
and its fidelity in dealing with complex material heterogeneity in 3D textiles has yet to be 
demonstrated. Another important class of numerical methods is the partition-of-unity based finite 
element methods (PUFEM[6], including the extended finite element method (X-FEM) [7-9] and the 
phantom node method (PNM) [10-14]. These methods are relatively mesh-independent and 
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computationally efficient when dealing with individual cracks. However, with these methods, 
tracing the evolution of complex fracture surfaces of multiple cracks quickly becomes extremely 
tedious and numerically burdensome [8, 15, 16]. 
 Therefore, it is beneficial to seek numerical methods that can account for arbitrary 
discontinuities with less numerical burden for tracing complex crack surfaces. In this regard the 
embedded discontinuity FEM with internal DoFs is very promising [17-20]. This approach seeks to 
enrich the elemental strain field so that the discontinuity in strains or in displacements across a 
discontinuity can be represented. The additional DoFs associated with the crack displacements are 
then fully condensed at elemental level [19, 21]. However, this method suffers from possible stress 
locking because in many cases the assumed deformation modes are not permissible with the 
sub-domain element deformation modes. Furthermore, construction of an enhanced or augmented 
element with embedded multiple cracks to permit arbitrary crack merging and bifurcation becomes 
extremely tedious and difficult.  
  It is therefore highly desired to develop new finite element methods that can deal with discrete 
cracks without the need of introducing additional DoFs or nodes, so that the numerical burden for 
tracing crack surfaces can be minimized. In this paper, we present a new augmented finite element 
method (A-FEM) that can account for 1) intra-element material heterogeneity and 2) repeated 
elemental augmentation to enable multiple, interactive intra-element discontinuities. These 
capabilities are crucial to high-fidelity simulations of heterogeneous materials such as composites. 
In addition, we report a novel and efficient solving algorithm for elemental condensation that 
provides analytical solutions to the local equilibrium equations with embedded piece-wise linear 
cohesive crack like discontinuities. It will be demonstrated that the A-FEM empowered by the new 
condensation algorithm can provide orders of magnitude improvement in numerical efficiency, 
accuracy and robustness. 
 
2. New A-FEM for Arbitrary, Multiple Cracking in Heterogeneous Solids  
2.1 A-FE Formulation with Single Crack 
 Without the loss of generality, we choose the 4-node quadratic plane element to illustrate the 
augmented finite element scheme. The physical element with regular nodes 1, 2, 3, and 4 is severed 
by a cohesive crack (a strong discontinuity) or a bi-material interface (weak discontinuity) where 
the tractions are continuous but displacements are not. Figure 1 shows the two possible cut 
configurations. Instead of introducing two nodes with DoFs representing the assumed deformation 
modes (constant or linear) as in literature [19, 20], here we introduce 4 internal nodes (node No. 5, 6, 
6’ and 5’ in Fig 1 (b & c)) with regular displacement DoFs so that the displacement jump is simply 
the difference between the respective node-pairs. As will be seen shortly this novel formulation 
allows us to derive accurate elemental equilibrium equations without the need to assume 
deformation modes, and more importantly, it offers the great advantage of permitting multiple 
intra-element discontinuities. 

The internal nodes also facilitate the stiffness calculation of the sub-domains so that the 
equilibrium of the entire element can be expressed in general as the following. 

11 12 11 12+ext ext ext ext

int int int int21 22 21 22

[ ]      [ ] [ ]      [ ]
  (for );    (for )

[ ]     [ ] [ ]     [ ]

      


      

          
              

             

L L L Ld F d F

d F d FL L L L
 (1) 

where T
ext int{ , } d d and T

reg int{ , } d d  are DoFs of the external or regular nodes and the internal nodes 

in the two subdomains, respectively. T
ext int{ , } F F and T

ext int{ , } F F  are the nodal forces associated with 

regular and internal nodes; [ ] and [ ] ( ,    1, 2)ij ij i j  L L  are the stiffness sub-matrices of respective 

domains, which can be easily obtained with standard or subdomain integration schemes. The 
internal force arrays come from the integration of cohesive stresses along the crack surfaces, and, 
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due to stress continuity across the cohesive crack, 
int 6'5' int 65= = - = -   F F F F . Note that, irrespective the cut 

configurations in Figure 1 (b) or (c), the internal displacements are always int 6 '5' int 65;  d d d d . 

 
Figure 1  Illustration of the element augmentation from a regular element with possible different material domains 
(a), to an A-FE with two rectangular sub-domains (b), or to an A-FE with one triangular sub-domain and one 
pentagon sub-domain (c). 

 
For the piece-wise linear cohesive laws shown in Figure 2, the cohesive stresses as functions of 

crack displacements can be written as 

 
( 1) ( ) ( 1) ( 1) ( )

( 1) ( ) ( 1) ( 1) ( )

ˆ( ) ( ) ( [ , ]   ( 1,2, 4) 

ˆ( ) sgn( )   ( [ , ]  ( 1,2, 4)

i i i i i
n n n n n n n

j j j i i
s s s s s s s s

i

j

        

         

  

  

    

      




   (2)  

where sgn() is a sign function, and || denotes absolute value; ( )n   and ( )s   are normal and 

tangential tractions along the cohesive crack; n and s are normal and tangential crack 
displacement; the superscripts i and j denote the linear segment number as labeled in Figure 2. ( )ˆ i  
and ( )ˆ j , ( )i

n and ( )j
s , ( )i

n and ( )j
s are the characteristic stresses, crack displacements, and 

slopes (Fig 2), and (0) (0)ˆ ˆ 0     and  (0) (0) 0n s   .  

     
   (a) mode I cohesive law      (b) mode II cohesive law  

Figure 2  Mixed-mode cohesive model with piece-wise linear traction-separation laws used in this study 
 

 The propagation criterion used for the cohesive crack is one that has been widely used and 
validated in literature [22, 23] 
 * *

I I II II/ / 1   G G                   (3) 

where *
IG  and *

IIG  are the energy dissipations at which the cohesive failure occurs (shaded areas 

in Fig 2), and  I and II are the total areas under the pure opening and pure shear 
traction-separation laws.  
 With the above piece-wise linear cohesive law, the cohesive stresses between the two pairs of 
internal nodes 5-5’ and 6-6’ are known. The internal force arrays 65 6'5'and F F  are the cohesive 

stresses integrated over the crack surfaces and transfer them into global coordinates, 
T

65 6 '5' 66 55( { , } )el


      0F F S α d d                (4) 

where 6 6 6' 6 5'5 5' 5 and      d d d d d d . and 0S α  are the matrices determined by the characteristic 

cohesive stresses and slopes. Substituting Eqn (4) to Eqn (1) the following is derived 

(a) (c)(b)

x

y


5

6


5

6

( )n 
n

s

1

1 1,  yF v

1 1,  xF u 2

2 2,  yF v

2 2,  xF u

3

3 3,  yF v

3 3,  xF u4
4 4,  yF v

4 4,  xF u


sn

( )s 

1


sn



6

4

3

2

6'

5

5'

1 1,  yF v

1 1,  xF u

2 2,  yF v

2 2,  xF u

3 3,  yF v

3 3,  xF u

4 4,  yF v

4 4,  xF u

4 3

1 2

1̂

2̂

1n



2n nc n

*

*n

1

3

2

4

GI
1s sc2s s

1ssc 2s

2̂

1̂


1̂

2̂

*s

*̂
1

3

2

4

GII

*̂



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-4- 
 

 
 

1 1
1 1 226'5' 0

1 1
65 01 1 22

1 1 1
1 22 21 21

1 1 1
21 1 22 21

( )

( )

( )

( )

e e

e e

e ext

e ext

l l

l l

l
l

  

  

      

      

           
       

   
       

A I α Ψ 0d S

d S0 B I α Ψ

A α Ψ L A L d

B L B α Ψ L d

      (5) 

where 2 1 2 1
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the identity matrix. Substituting Eqn (5) it into Eqn (1) the full condensed equilibrium is obtained, 
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Elemental Condensation Algorithm 
 Eqn (6) is nonlinear due to the nonlinearity from the cohesive laws. In the literature, 
Newton-Raphson method [19, 20] (or its modified variants) has been used to solve this equation 
iteratively. However, our novel derivation above has yielded an explicit expression between the 
displacements of the internal nodes and those of the external nodes, i.e., Eqn (5). We have proved 
that, for any piece-wise linear cohesive laws, 6 5' 65and d d  can be uniquely determined with 

mathematical exactness through a very simple yet efficient algorithm. The algorithm solves Eqn (5) 
by consistent check between trial cohesive slopes and the resulted crack displacements. Once Eqn 
(5) is solved, the matrices

 

22 22[ ],  [ ],  and [ ] β Κ Κ  are all determined and elemental equilibrium of 

Eqn (6) is determined with mathematical rigor. This novel way of solving the crack displacements 
has never been reported in literature and we later show that it leads to orders of magnitude 
improvement on numerical efficiency. 
 
2.2 A-FE Formulation with Two Interactive Cracks 
 In such a case, there are altogether three basic cracking configurations as shown in Fig 3(a), 
Fig 3(b) and Fig3(c), where le1 is the first crack length and le2 is the second crack length. The second 
crack intersects and cuts the first crack into two segments with length le1 (left) and (1-le1 (right).  
Despite the different crack configurations in Figure 3, the internal DoF and force arrays can be 
arranged in a unified way as below. 

int 6 '5' int 58'7 ' int 786 int 6 '5' int 58'7 ' int 786;  ;  ;  ;  r l r l          d d d d d d F F F F F F      (7) 

This enables a unified expression for the equilibrium of all three subdomains as follows 
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        (8) 

Here, the sub-matrices ( , ,  and   ( ,   = 1, 2)l r
ij ij ij i j  L L L ) are the stiffness matrices of the subdomains 

,  and r l     , respectively. To integrate the cohesive stress along the three cohesive crack 
segments into respective internal nodal forces, the first order Gaussian Integration scheme was used 
on each of the three cracked segments. The integration points are at the center of each crack 
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segment as indicated in Figure 3(b) by the solid dots labeled by I, II, and III. 
The relation between these cohesive stresses and the internal nodal displacements is 
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Figure 3  Illustration of a 2D A-FE with two intra-elemental cracks (3 subdomains) 

  
The internal forces, 6'5' 58'7 ' 786{ },  { },  and { }F F F , integrated from the cohesive stresses along the 
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Substituting Eqn (9) into (10) and then Eqn (8), the internal crack displacements can be derived as 
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Finally, by substituting Eqn (12) into expressions (a, c, e) in Eqn (8) to eliminate the internal 
nodal displacements, the fully condensed elemental equilibrium equation is obtained as 
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(13) 

Note that Eqn (12) and Eqn (13) share the same matrices pX  (p = 1, 2, …15), qY ( q = 1, 

2,…9), ), and Sr (r = 1, ..3), which are all functions of the characteristic cohesive stresses 

0I 0II 0III( , ,  and )σ σ σ  and the cohesive stiffnesses 0I 0II 0III( , ,  and )α α α (Eqn 9). The same elemental 

condensation procedure in section 2.1 applies to Eqn (12) and, once the solution is found, pX , qY , 

Sr are all established. Substituting them into Eqn (13) the fully condensed elemental equilibrium is 
then satisfied with mathematical exactness. 

 
3.  A-FEM Simulated 4PSB Test and Compared with X-FEM 

In this section, the capabilities of the proposed A-FEM is first evaluated by simulating the crack 
propagation in a 4-point shear beam (4PSB) test reported in [24]. The problem has been simulated 
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present A-FEM empowered by the novel condensation procedure, is at least 2 orders of magnitude 
more efficient than the X-FEM. 
 
4.  CONCLUSIONS 

In this paper, an elemental augmentation procedure has been established to derive the 
augmented finite elements (A-FEs) that can accurately account for arbitrary intra-element cracks 
and their interaction without the need for additional external DoFs as in X-FEM or extra nodes as in 
PNM. It has been demonstrated that the new formulation makes it much easier in handling the 
multiple crack interaction problems including crack coalescence or bifurcation, since it does not 
require complex numerical algorithms to track the complex crack fronts. 
The new A-FEM formulation does not need to assume deformation modes for elemental 
displacement enrichment as in the embedded discontinuity method either. Instead, it introduces 
internal node-pairs with normal displacements as internal nodal DoFs, which are eventually 
condensed at elemental level. With the proposed formulation, the crack displacements become 
natural outcomes of the elemental equilibrium consideration. The advantage is multi-fold. First, it 
enables a unified treatment of both weak and strong discontinuities. Second, for strong 
discontinuities with piece-wise linear constitutive relations, the new A-FEM formulation ensures an 
exact solution (in the piece-wise linear limit) to the condensed elemental equilibrium, which greatly 
improves the numerical accuracy, stability, and efficiency. Third, the unique A-FEM formulation 
makes it straightforward to repeat the augmentation procedure within an element to include multiple 
intra-element cracks, which is very powerful in dealing with multiple crack interaction problems 
because such augmented elements do not need extra external DoFs or nodes. 

A novel elemental condensation algorithm that can provide analytical solution to local 
equilibrium has also been developed. The novelty in this algorithm is that, instead of assuming trial 
crack displacements and iterating for elemental equilibrium such as in the Newton-Raphson method, 
it starts with trial cohesive segments in the cohesive laws and finds the analytical solution (in 
piece-wise linear sense) to the elemental equilibrium through a simple consistency check. For 
piece-wise linear cohesive laws with only a small number of possible stiffness segments, this 
algorithm is very efficient.  
 Through the numerical examples, it has been demonstrated that the new A-FEM method, 
empowered by the new elemental condensation algorithm, achieved very significant improvements 
in numerical accuracy, efficiency, and stability. In particular, through a rigorous comparison study 
on a 4-point shear beam test, it has been found that the present A-FEM achieved an improvement in 
numerical efficiency by more than two orders of magnitude as compared to the X-FEM in 
ABAQUS. The A-FEM’s capabilities in high-fidelity simulations of interactive cohesive cracks in 
heterogeneous solids have also demonstrated through the coupled debonding/kinking processes 
frequently observed in fiber-reinforced polymer matrix composites 
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Abstract:  Engineering materials such as cast iron and concrete are quasi-brittle materials, 

and there is a fracture process zone in front of opening crack and it exist micro and macro 

defect and energy dissipation. The damage development area is simplified into fictitious crack, 

and its action stress distribution and opening displacement or deformation are along the 

cohesive crack. In order to investigate the constitutive relation of cohesive crack opening 

displacement and its stress distribution in quasi brittle materials, cast iron and concrete were 

used to test their fracture process by electronic equipment and micro view experiment facility. 

Through the analytical method of applied mathematics and mechanics, the material 

deformation stress constitutive relations were gotten for the cohesive crack. The theoretical 

calculation and test results are basically in agreement with each other. From the fracture 

criterion of Double K and the mechanics model of cohesive crack, the bearing capacity of 

structure with crack was estimated in this present paper. 

Key Words: Quasi brittle materials; constitutive relation of cohesive crack; mesoscopic 
damage; fracture process testing; inverse problem 

Engineering materials such as cast iron or concrete, not same as carbon steel and 
other reinforcement materials, its stress and deformation or constitutive behavior shows 
softening characteristics when stress or strain reaches a certain value. So them are 
classified to the quasi brittle materials. Those materials fracture phenomenon has 
attracted many scholars research. Hillerborg etc presented virtual crack model for 
concrete fracture based on the Dugdal-Barenblatt elastic-plastic fracture model, also 
other researchers have double parameters, equivalent crack, double K fracture model and 
size effect model ad so on[1-4]. In fact, this kind of material, its fracture process zone or a 
fuzzy damage crack area has action force each other when external load exerting among 
the area. If the strip area was named fictitious crack of being not completely separate, 
and it has bridging role on resistance crack opening. The cohesive force must be put 
along the fictitious crack segment. The mechanics behavior of those quasi-brittle 
materials will be analyzed in the present paper by combining cohesive crack model with 
macro and mesoscopic experiment investigation.  

1. The cohesive crack model 
As shown in Fig.1，a model of cohesive crack has been formed with both segments. 

One is completely opening crack segment without any force, and the other is the 

cohesive crack segment with stress distribution showing the fracture process damage 

area. The damage region was regarded as part of crack, the cohesive stress distribution 

express the interaction of material media. The medium outside of damage or cohesive 

crack is regarded as a linear elastic medium. The cohesive crack tip point is named as 
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the origin of rectangular coordinate, and the direction of level axis is for right. As the 

length of cohesive crack segment is indicated to ‘b’, and the coordinate ‘x’ to be the 

position of some point, then the follow polynomial express the opening displacement 

distribution of cohesive crack. 
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The Crack Opening Displacement orU~  can be regarded as the superposition of both 

an opening displacement or KV  coursed by load P  far from crack tip and a closing 
displacement done by the cohesive stressσ  along crack together. Then, an integral 
equation was been formed with the unknown function σ  being of cohesive stress 
distribution, based on the superposition principle of stress and deformation of the solid 
structure. 
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Here, ),(
~ xG ξ is a Green function about the displacement of point x  by unit force at ξ  

point. The solution of equation was been worked out, and the formula of cohesion stress 
distribution is as follows [5].  
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Here, E is Young's elastic modulus of matrix materials for plane stress state. For the 
plane strain state the )1/( 2ν−E  will be instead of the E, and ν  is Poisson's ratio. 
The ),...,2,1( Nici =  is undetermined parameter with stress dimension. The IK  is the 

crack stress intensity factor by far field load P.  
 

2 Experiment of micro detection and electronic measurement  

Figure 1. The cohesive crack model with cohesive stress and opening displacement 
in front of smooth crack   
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2.1 The micro detection of iron and concrete 
For the fracture process zone of quasi brittle material, its resistance part of crack 

opening is an area reflecting the characteristics of material nonlinear mechanical 
behavior. For the strip area with damage or plastic deformation, its microscopic 
characteristics are also complicated with load changing [6,7]. As shown in Figure 2, it is 
the microstructure morphology for cast iron or concrete. The status pictures of graphite 
piece in cast iron were shown in Fig2 (a, b) before and after loaded on the specimen. The 
former are not stress action in the pictures, and the latter shows the graphite flake being 
open or taking shape of crack in ferrite. As the area still has connection force among, 
this just be the mesoscopic experimental evidence of existing cohesive stress along 
virtual crack. Of course, the crack deformation of material with graphite flake will 
increase along with the increasing of load. The micro appearance of concrete were 
shown in Fig 2 (c, d), the interface crack between cement and stone being in picture ‘c’ 
and cracks in cement base doing in picture ‘d’. The cracks existing in media is the 
increasing cause of deformation or strain.  

  

 

 

 

 

 

 

 
Concrete                 

    c）                            d） 

Figure 2. Electron microscopy (sem) surface images of Iron (a,b) and Concrete (c,d).  

-Iron-  

a）                          b） 
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 2.2 The fracture process test of materials  
The specimen of iron and concrete with prefabricated crack were tested by three 

point bending or wedge splitting loading way, as shown in Fig 3. In order to record the 
process of crack ligament deformation, a few pieces of strain gauges were been pasted 
on front of prefabricated crack. Only, were the both sides of a strain gauge just posted at 
the materials surface in case of preventing the gauge film early to be pulled apart [8].   

 

As shown in Fig 4, it is the deformation distribution of specimen ligament of iron or 
concrete under different load. The deformation is the relative displacement between its 
two sides of a gauge posted on materials ligament. In Fig 4 (i), the experimental curves 
are for cast iron specimen by the loading of three-point bending. The appearance size are 
respectively 'Length * Thick * High = 300 * 50 * 65 (mm*mm* mm), and loaded span is 
260 mm, prefabricated crack length 5 mm. In Fig 4 (ii), the experiment curves are for 
concrete by loading of wedge splitting pull. The appearance size is that 
‘Wide*High*Thick=500*520*150(mm*mm*mm)’ and the prefabricated crack length is 
about 120 mm.  

Of course, the cohesive crack deformation distribution can be seen from the graphs 
of test on fracture process zone. Obviously, no matter what kind of material, it is the 
deformation changing with the load increasing.  

 
3 The constitutive relation of cohesive stress and opening displacement 

of fictitious crack 
From above formula (1) and (3) for the cohesive crack model, the simple calculation 

equations can be worked out. As the ‘N’is selected to be 2 in Eq(1,3), the distribution of 
cohesive stress or opening displacement of virtual crack can be expressed as following. 
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Figure 3. The experiment device of fracture process: a) Iron loaded by three 
point bending; b) Concrete loaded by wedge splitting pull  
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If the coordinate x is taken away from Eq 4 ( a,b), the constitutive equation of 
fictitious crack can be worked out between cohesive stress and opening displacement of 
cohesive crack. Refering to Fig 3 and 4, the displacement distribution can be calculated 
from the cast iron test data in Ref [8] through above Eq 4 (a). In Fig 5, the theoretical 
curve is compared with the experimental results of iron specimen, and the calculation 
curve is basely consistent with experiment data. In Fig 6, it is the constitutive relation 
curves between the cohesion stress and crack opening displacement for concrete 
specimens under different load. There is a little difference about concrete constitutive 
relation between different loading condition, but it also be consistent with reference 
early results [9,10].   

Figure 4. The deformation distribution along the crack ligament of 
（ i） iron（ ii）concrete under different load 
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4 The bearing capacity estimate of structure with crack 

As the fracture process zone length changing with variable load in experiment 
specimen, the quantitative relationship of its loading and damage zone length can be 
worked out according to the fracture criterion of Double-K and the theoretical analysis 
results of cohesive crack [9]. For fracture specimen configuration such as three-point 
bending beam with crack, the equation can be written as followings.  
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Where, 0k  is the stress intensity factor of initiation crack; and 0a is for the 

Figure 5. The compare of theory curve of cast iron cohesive crack opening 
displacement with experimental data 

Figure 6. The constitutive relation between cohesive stress and opening 
displacement of cohesive crack for concrete being under different load 
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prefabricated crack length. Refer to Fig 3, the symbol s and h are span and high 
respectively. Regarding to the specimens with pre-crack length 5mm and 20 mm, the 
changing length of damage zone respectively with loading was shown in Fig 7 for iron 
materials [8]. Continuous curve is the theoretical calculation value, and scatter icons 
indicate experimental test results. From the figure it can be seen that theories values are 
in good agreement with experiment, and the maximum bearing capacity value of 
structure with cracked can be estimated from the curve peak. 

 
5  Conclusion 

(1) Through nonlinear crack model analysis, both the cohesive stress distribution 
and opening displacement of fictitious crack can be calculated by analytical equation. 

(2) Regarding the cohesive crack model, specimen of cast iron or concrete was 
observed or tested in order to investigate the mechanics behavior of quasi-brittle 
materials. And its theoretical calculation is consistent with experimental observation.    
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Abstract   

 
The work deals with the asymptotic stress-strain field around a crack tip, steadily propagating in a viscous 

material for antiplane conditions. A solution of this problem has been offered by Hui and Riedel, but with 

some unexpected features. In particular, the solution generally leads to an autonomous crack growth 

(independent on the loading state). This problem is revisiting here, using a multiscale asympotic analysis. 

Small scale yielding and low crack velocity are assumed. A small parameter , proportional to the crack 

growth rate, is introduced to switch from the inner solution (close to the crack tip) to the outer one (far field), 

using an asymptotic expansion of the solution. The outer solution is equivalent to the non linear elastic HRR 

field at the first order for while the viscosity appears at the second order. Close to the crack tip, the 

viscous effects arise at the first order and the corresponding asymptotic field is governed the elastic field 

associated to the crack velocity, while the non linear term, corresponding to the nonlinear elasticity emerges 

at the second order . This is a basic difference with the Hui-Riedel solution where the two scale orders are 

merged. The matching conditions allow to link the far and close fields, and to correct the paradox whereby 

the crack velocity should not depend to the far field governed by the loading (except for perfect plasticity 

( n  ) where the solution remains autonomous).  
 
Keywords  Hui-Riedel solution, creep, steadily growing crack, singularity, matched asymptotic expansions. 
 

1. Introduction 
An antiplane asymptotic solution for a steadily slowly growing crack in an elastic-non linear 
viscous medium has been suggested by Hui and Riedel [1]. A power law creep is considered. For 
uniaxial tension, the Norton law has the following form : 

nB 


 


   (1) 

For 3n   some paradox events arise, in particular the solution is autonomous, independent on the 
remote loading (this phenomenon is described by Bui as an analogy to the “soliton” in non linear 
waves problems [2]). Some authors have corrected this paradox, but with substantive changes to the 
law or introducing a threshold [3,4]. Keeping the original Norton law, a new antiplane shear 
analysis is offered here, using a matched asymptotic expansion method. Higher expansion terms of 
the stress function will allow to connect the « inner solution » (near the viscous crack tip) to the « 
outer solution » (corresponding to the far HRR field). 
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2. Initial problem formulation.  
 

Figure 1 shows the crack, embedded inside the body  , located in the (x,z) plane at y=0. The 
stress and strain tensors in antiplane conditions are : 

3 3, 2 , 1, 2i i i i i       (2) 

The equivalent stress is introduced as 2 2 1/2

1 2( )e    , so that the material law is (with 

( 1)

3
n

B B


 ) : 

1 , 1, 2ni
i e iB i  


  


  (3), 

 
 
 
 
 
 
 
 
 

 

 
 

Figure 1 Crack steadily moving with velocity a  under shear load in mode III. 
 

The equilibrium equations are 0i i  , where the summation convention holds. The stress 

function is then introduced, so that the previous equation is automatically fulfilled : 

1 2

2 1

,
x x

  
  

 
 (4) 

The crack is assumed to grow steadily so that in the moving coordinate system the fields remain 
constant, which involves : 

1

a
t x

 
 

 
  (5) 

Using the compatibility of the strain rates, the following equation holds everywhere inside the body 
 : 

1 2,   
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3. Rescaling the problem. 
 

Dimensionless variables will be used now ( 1 1 2 2 1 2/ , / , ( , ) /x x a x x a x x      ). Furthermore, a 

small parameter 
n

a
Ba







 is introduced, so that the Hui-Riedel relation may be written as : 

1

1

0n
i e ix

          
 (7) 

with the boundary conditions : 1 2
1

0, 1 0, 0x x
x


    


 on the crack lips and 0( )i    

for the remote loading. Henceforth, the bar will be removed from all the following notations, to 
lighten the notations. The key ideas are firstly to distinguish two observation scales (the fields in the 
crack tip vicinity and the far fields), secondly to expand the stress function at higher orders for each 
scale, and finally to match these asymptotic expansions. This method has been already applied for 
instance in elastic-plastic materials [5] or for a series of cracks in the frame of elasticity [6,7].  

4. Asymptotic expansions of the stress function. 
 

It is supposed that the stress function is asymptotically expanded, and that each 
thi  expansion term 

is weighed by the parameter 
i . 

 

Far from the crack tip, r   in o , the expansion will be designed by “outer”, in the vicinity of 

the crack tip in i , it will be called “inner”. 

 

4.1. Outer expansion 
 
It is assumed that the stress function may be expanded as : 
 

31 2(1) (2) (3)

1 2 1 2 1 2 1 2( , ) ( , ) ( , ) ( , ) ...x x x x x x x x            (8) 

Developing with the previous relation the equivalent stress, we find that : 
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1 2 1 2 1( 1) 2( )1 (1) (1) (1) (2) (2) (2) ( 1)/2( . 2 . . ...)nn n
e i i i i i i

                          (9) 

The Taylor expansion of the previous expression is then : 
 

3 11 2 1 2 1 ( 2)( 1) ( 2) 2 ( 3)1 (1) (2) (3) ( )nn n nn
e O                        (10) 

where (1) (2) (3), ,    are functions depending on (1) (2), ,i i n    . Using the relation (10), the 

equilibrium equation is therefore in o  : 

 

3 12 1

2 1 2 1 2 1

(1) (2) (3)

1

2( )(1) (2) (3) (1) (2)

( ...)

( ...) ( ...) 0i i

x
  

     

 

      



  


       



         
 (11) 

where 1( 1) 1n    . 

The first term in the relation (11) is relative to the viscous behaviour near the crack tip. The second 
term relative to the non linear behaviour far from the crack tip must be dominant here. Thus : 

1( 1) 1 0, 1n n        (12) 

The outer equilibrium equation at the first order is then : 

 (1) (1) 0i i     (13) 

The following terms order is 2 1 ( 2) 1n      It is assumed now that : 

2 1( 2) 1 0n      (14) 

This assumption will be explained in a next section, and justified by matching considerations. 
Therefore, the final equilibrium for the outer expansion, at the first order is : 

 (1) (1) (2) (2) (1)

1

0i i ix
 

        


 (15) 

with 
1 3(1) (1) (2) (1) (1) (2), ( 1)

n n

i in 
 

            

4.2. Inner expansion 
 

In the neighbouring of the crack tip, a new variable designed as : i
i

xy


  is used as a microscope 

focal. This variable change is one of the clue to explain the paradox of the autonomous solution (in 
the original analysis 1  ). The inner expansion is then assumed as : 

 

31 2(1) (2) (3)

1 2 1 2 1 2 1 2( , ) ( , ) ( , ) ( , ) ...x x y y y y y y           (16) 
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The equilibrium equation in i  is : 

 

 

3 12 1

2 1 2 2 1
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 (17) 

where 1( 2) (1 ) 1n n       . We claim that : 

1( 2) (1 ) 1 0n n         (18) 

In fact, this parameter cannot be positive, otherwise the relation (17) would be the same as equ. (13) 
at the first order (note that in the Hui-Riedel analysis 0  ). At the order  , the equilibrium 
condition holds : 

(1)

1

0, iin
y


  


 (19) 

Transferring the expression (19) into (17), the remaining terms are of order 1 and 2 1     . Both of 
them must be considered, otherwise the solution regress to the HRR field or to the solution of (19). 
Therefore : 

2 1 0      (20) 

 

Finally, at the first order the inner equilibrium equation is (with 
1(1) (1) n

 


  ) : 

 (2) (1) (1)

1

0,i i iin
y
  

    


 (21) 

It may be noticed that at the micro-scale, contrary to the macroscopic scale, the Laplace operator is 
relative to the second term of the stress function expansion and the non linear term is relative to the 
first one. Starting from now, it is necessary to solve the equations (15) and (21). 
 

5. Stress functions solutions 
 

5.1. Singularity analysis 
 
From the equation (13), the singular HRR field emerges with : 

(1)

1 2 1 1( , ) ( )sx x K r f more regular terms   ,  (22) 

with 
1

ns
n




, and where 1K  will be clarified in a further section. Injecting the expression (22) 
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inside the complete equilibrium equation (15) allows to compute the second term (2)  : 

(2)

1 2 1 1 2 2( , ) ' ( ) ( )s tx x K r f K r f more regular terms      (23) 

the exponent t  is deduced from s , so that : 
2

1

nt
n





 (24) 

A HRR field with higher order terms has been established for far fields. To clarify the fields close to 
the crack tip, it is necessary to use matching conditions.  
 

5.2. Matching outer and inner expansions. 
 
For the inner expansion, equilibrium equations (19) and (21) have only free stress boundary 

conditions on the crack lips, and no outer boundary conditions since i  is unbounded. The 

matching conditions will substitute to these latter, and involve that in the overlapping area, the inner 
expansion matches the outer one for small   values. The asymptotic matching principle will then 
applied [8]. The first outer term (respectively the first inner term) is rewriting in inner variable (resp. 

outer variable), with r    (resp. 1 1
1 1( , )

x xy y
  

  , and the relation (22) becomes : 

1 1(1) (1)

1 2 1 1 1 2( , ) ( ) ... ( / , / ) ...s sx x K f x x               (25) 

 , which leads to the supplementary relation : 
 

1 1 s     (26) 

When 0,   , the first order matching holds : 

(1)

1 2 1 1( , ) ( )sy y K f     (27) 

Let’s tackle now the resolution of (19). 

(1)

1 2 1 1 1 2( , ) ( ) ( , )sy y K f y y       (28) 

where 1 2( , )y y  is of order , ,p p s for    

Moreover, the classical solution of linear elasticity is valid for the relation (19) : 

1/2

1 2
ˆ( , ) sin

2IIIy y K    (29) 

Inserting the first term of (28) into (19) : 

1
1 2

1

( )
( , )

s fy y
y

  
 


 (30) 

and reporting (28),(29),(30) in (19), the function 1 2( , )y y  may be found, solving the problem : 
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1

1

1

2

,

0, ,0 ,

ˆ

iK in
y

y
y

for y

 



 

   


   
  









 (31) 

Using the same way as in (25), the expansions second terms are matched : 
 

1 1 2 1 2(1) (2)

1 2 1 1 1 1 2 1 2( , ) ( ) ( ) . ( / , / ) ( / , / )s s sx x K f f x x x x                             (32) 

and the supplementary condition holds : 

2 1

1

2
s       (33) 

 
 
 

5.3. Complementary matching using path-independent integrals. 

The problem unknowns are 1 2 1 2( , , , , )      and considerations about dominant terms at each 

scale allow us to determine four relations (14,19,27,33). The missing relation will be built up 
starting from energy considerations. It is well known that for HRR fields [9,10] the crack-tip 
fracture behaviour may be characterized by a  path-independent line integral, where   is a line 
circumscribing the crack tip : 
 

1

1

( . )
uJ n n ds
x

 



 

  (34) 

where   is the material strain energy density and n  the outer normal to the line  . For a 
steadily moving crack under creep conditions, a similar path-independent has been offered [11,12] : 
 

*

1

1

( . )
uC n n ds
y

 



 

  (35) 

Developing the two integrals, respectively for the far and the near crack tip fields, the following 
relations hold : 

1

1

( 1) 1

1

2* 2

n n

III

J K I
C K



 




 







 (36) 

In the transition area, the integral values have to coincide, so that : 
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1 12 ( 1)n      (37) 

 
 

5.4. Summary of the results. 
 
The equations (14,19,27,33,35) may be summarized : 
 

1 2

2 1

1 1

2 2

1 1

0

( 2) 1 0

,
1
2

,
1

2 ( 1)

n
ns with s

n
np with p
n

n

  
 

  

  

  

  
    

   
 
    


   

 (38) 

with 1( 2) (1 ) 1 0n n         

which leads to the solutions : 
 

1

1

2

2

( 1)

( 1)

1

( 1)

1

( 1)

3

( 1)

n
n

n

n
n
n

 







   
  
  


  



  (39) 

The parameter   depends on the hardening coefficient. For 1  , no zoom is available (this is 

the case of the Hui-Riedel analysis) so that the connection between the remote fields and the 
viscous fields is impossible (unless 3n  ). When n   (perfect plasticity), 1  , there is no 

matching again, and therefore an autonomous solution, but in an asymptotic way, which is natural 
because the material yields without supplementary loading.  
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6. Conclusions and outlines. 
 
The matched asymptotic expansion method affords to connect the H.R.R. far fields and the fields 
near a crack tip steadily moving under creep conditions, as described in the Hui-Riedel analysis. 
The space variable magnifying designed by   allows to adjust the viscous dominant area size 
with respect to the crack velocity and the material properties. The Hui-Riedel analysis is a particular 
case where no zoom is used ( 1  ). A significant work remains to achieve a complete solution 

setting up. A further step in the analysis is to used this scaling method with the time variable, so as 

to break the assumption 1
n

a
B




 . The study must be also completed by the angular functions 

resolve. 
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Abstract During their application, refractory materials are submitted to several thermal shock attacks. That 
is why; improving their thermal shock resistance has a great importance and can enhance their lifetime. This 
characteristic is directly related to strains to rupture.  
The non-linear mechanical behavior which characterizes specific developed ceramics, and is a consequence 
of their micro-cracked microstructure, leads to the increase of their strain to rupture level. This limit allows a 
better resistance to thermal shock solicitations. 
Magnesia spinel materials are good candidates to characterize such non-linear mechanical behavior 
dependent on their microstructure. This non linearity is due to the presence of micro-cracks network. Indeed, 
mechanical behavior can vary from a fragile one to a large non-linear one according to the degree of 
micro-cracking present within the material. 
In this paper, to investigate the crack propagation and the non-linear mechanical behavior of this material, 
wedge splitting test was used and coupled to digital image correlation technique. Results underline the 
influence of the addition of spinel on the non-linear mechanical behavior by comparing the non-linear 
mechanical behavior of magnesia spinel with pure magnesia. Besides, results clarified also the crack 
propagation mechanisms which are specific to these heterogeneous materials. 
 
Keywords Magnesia spinel, Flexibility, Digital image correlation, Crack branching 
 

1. Introduction 
 
Due to their properties, pure magnesia and magnesia spinel materials showed a great interest for 
commercials and researchers [1-4]. Pure magnesia bricks are known by their resistance to corrosion 
and their relatively low thermal shock resistance. Besides, the incorporation of spinel improves the 
thermal shock resistance and can extend to three times longer service life of cement rotary kiln. 
Indeed, the addition of spinel, leads to a better adaptability of the material to severe solicitations 
generated during high and quick temperature variations. Even if their process of elaboration can 
affect the economy, but they still preferable to magnesia chromite refractories which have nearly the 
same properties such as their high resistance against thermal shock damage, erosion and corrosion 
but are not recommended due to the toxicity of waste refractories containing chrome. 
The behavior of magnesia spinel is related to their microstructure and especially to the difference 
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between the thermal expansion of magnesia and spinel which is behind the development of 
micro-cracks around the spinel grains and can prevent crack propagation generated by thermal 
shock [5-6]. Moreover, their microstructure induces a significant non-linear stress-strain mechanical 
behavior allowing a high strain to rupture, high fracture energy and as a consequence improves their 
thermal shock resistance. It has been reported that micro-cracking caused by the addition of spinel 
reduces both strength and stiffness, and affect the fracture behavior [7]. Both the knowledge of the 
mechanisms initiating such behavior and the possibility to characterize those in the best accurate 
way are essential. 
From these considerations, this study is a part of a work aiming to understand the relationship 
between microstructure and the non-linear mechanical behavior of magnesia-spinel materials and 
compared to pure magnesia materials.  
The fracture characterization is done using wedge splitting test (WST) which affords stable crack 
propagation [8-11].  
To assess to strain fields on the surface of the material, digital image correlation (DIC) technique 
has been chosen. This full-fields practical and effective tool for quantitative deformation 
measurement of a planar sample surface is now widely accepted and commonly used in the field of 
experimental mechanics. This non-contact optical method directly provides full-fields strains by 
comparing the digital images of the sample’s surface obtained before and during deformation 
[12-14]. Using DIC, the propagation of the crack was studied thanks to kinematic fields approach in 
terms of strains. It allows highlighting the “crack branching” phenomenon due to the particularity of 
the microstructure of magnesia spinel materials. 
 

2. Experimental 
 
2.1. Materials 
 
Pure magnesia and magnesia 15%-spinel (MSp) used in this study were elaborated from different 
grain distribution of industrial magnesia with low iron content (fines<0.1 mm ; 0-1 mm ; 1-3 mm ; 
3-5 mm) and additional sub-stoichiometric spinel (1-3 mm) in the case of MSp. Spinel grains 
replaced the same content of magnesia aggregates having the same size. 
Their elaboration was done using a maximum pressure of 140MPa and a maximum firing 
temperature of 1600°C. 
Due to the thermal expansion mismatch existing between the magnesia matrix (“the whole material 

excepting spinel inclusions”) and the spinel inclusions (αMgO=13.3 x 10−6 Κ−1 and αMgAl2O4=8.9 x 
10-6 K-1), it appears that there are some micro-cracks around the spinel inclusions. These 
micro-cracks appear during the cooling stage of the process conferring the material a “thermally 
damaged” character [. 
 
2.2. Wedge Splitting Test 
 
A more recent and widely accepted test, which has been used frequently for materials with coarse 
microstructures, is the method patented by Tschegg under the name “wedge splitting test”. This 
technique is being used by a numerous research centers and universities, as well as by 
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manufacturers of refractories. 
As shown in figure 1a the WST consists of opening a crack using a wedge. The principle of this test 
is to apply a vertical force (Fv) received from the device which is transformed in a much higher 
horizontal force (FH) causing a symmetrical opening mode of the crack (Fig.1b). Samples were 
equipped with a groove in order to apply the splitting load and a starter notch. The specimen 
geometry and dimensions are illustrated in fig.1a. 
 
 
 

FH FH

Fv

ZOI

Camera

- a - - b -  
Figure 1: The principle of wedge splitting test with sample’s geometry (a) and image acquisition setup (b). 

 
Since the thermal shock resistance of these materials has to be improved, the brittleness of these 
materials has to be reduced and the deformation before cracking has to be higher by modifying the 
microstructure of the refractory. In fracture mechanics, the fracture energy is one parameter that 
characterizes the fracture strength of the material.  
Then, from the experimental data in terms of load-displacement, the specific fracture energy Gf 

(N.m-1) is defined as the mean work per unit of projected fracture area required to propagate a crack, 
and represented by the sum of distinct energies consumed during the crack propagation process. Gf 
is calculated using equation (1). 

max

F H H

0

1
G F d

A

δ

= ⋅ ⋅ δ∫           (1) 

Where A is the crack area, FH is the horizontal force and δH is the horizontal deformation. This 
specific fracture energy is calculated for δ values from zero up to the displacement 
δmax corresponding to 10% of the maximum load.  
The horizontal force (FH) is calculated from the vertical force (Fv) neglecting any friction effects 
using the equation (2). 

v
H

F
F

2 tan( / 2)
=

⋅ α
          (2) 

Where α is the wedge angle, which was 19.5° in this investigation. The fact that (FH) is much 
higher than (Fv) reduces the load applied on the machine’s frame and storing less elastic energy in it 
and helping the propagation of the crack. 
Another mechanical property of material estimate from the WST is the nominal notched tensile 
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strength (σNT), which represents the stress at the point of beginning of rupture, is calculated by the 
equation (3). 

H,max H,max
NT 2

6 y F F

b h b h

⋅ ⋅
σ = +

⋅ ⋅
         (3) 

Where b (mm), h (mm) are sample’s dimensions and y (mm) is the distance between FH,max and the 
middle of h. 
In addition to the experimental setup, a 8-bits CMOS camera (1600 x 1900 pixels2) used to record 
images is placed in front of the speckled surface in order to perform optical measurements thanks to 
digital image correlation (Fig 1b). This will stress crack growth during mechanical tests and the 
strain state around the crack tip. The acquisition frequency was 1 image per second.  
 
2.3. Digital image correlation 
 
The damage level neighborhood to the crack tip and the crack advancement are estimated from the 
strain cartographies obtained by digital image correlation (DIC). This full fields optical method is 
based on the analysis of successive digital images of a same sample during a mechanical test. The 
displacement fields are obtained by measuring the degree of similarity of series of subsets between 
the image corresponding to an unloaded state and the deformed image recorded during the test. The 
zone of interest, on which the calculation is done, is represented in figure 1a. Each pixel of these 
images stores a grey level value due to a pattern at the surface. To avoid ambiguities in the 
similarity process a random distribution of grey levels can be used called speckle pattern. This 
pattern can be the natural texture of the specimen surface or artificially made by spraying black 
and/or white paints. As an example for sample’s surface preparation, a black opaque paint layer is 
deposited on the surface of sample then dried. After that, white speckles will be carefully projected 
on using spray paint. 
The used DIC process consists in calculating displacements and strains on specific points several 
subsets which constitute a grid. The principle of this technique is explained in figure 2 
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L0

Subset Strain calculation area

ZOI

Reference image Deformed image

u

Reference subset

Deformed subset  

Figure 2: The principle of digital image correlation 

 
3. Results 
 
3.1. Mechanical properties 
 
Figures 3, 4 represent the non-linear load-deflection curves of pure magnesia and magnesia spinel 
materials obtained by wedge splitting test. 
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Figure 3: Horizontal load-displacement curve and total energy of pure magnesia material obtained thanks to 
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WST. Four maps of strains along X axis are represented at four times 
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Figure 4: Horizontal load-displacement curve and total energy of magnesia spinel material obtained thanks to 

WST. Four maps of strains along X axis are represented at four times 

 
 
The pure magnesia material presents a non-linear behavior (rather small) before the peak with a 
significant post-peak region and a high strain to rupture. It exhibits a much higher maximum load 
corresponding to the crack initiation, a lower strain at the peak, and a thinner peak due to a smaller 
post-peak region in comparison with MSp. This behavior is not common at room temperature for 
homogeneous ceramic materials. A possible explanation of this behavior is the coarse grain size 
(1-3 mm and 3-5 mm) distribution of this material which was reported to potentially improve 
fracture and thermal shock resistance of magnesia refractories. 
Besides, load-deflection curve of magnesia spinel presents a non-linear mechanical behavior up to 
the peak with a significant post-peak region and residual strain when unloading. Moreover, the 
increase of spinel content seems mainly to lower the maximum load but does not influence so much 
the end of the post-peak region since it is close to pure magnesia. By considering the very beginning 
of this curve, the addition of spinel, and therefore, the thermal damage introduction, allows to 
enhance the non-linearity of the mechanical behavior. This material has a higher strain and a low 
mechanical resistance in comparison with pure magnesia; this can be explained by the higher 
volume of microcracks in the case of magnesia spinel developed during cooling and toughening 
mechanisms occurring around the crack, especially in the following wake region, which may 
increase the resistance to crack propagation. The higher volume of microcracks in the case of 
magnesia spinel is due to the difference between the thermal expansion coefficient of magnesia 

(αMgO=13.3 x 10−6 Κ−1 and αMgAl2O4=8.9 x 10-6 K-1) which leads to the apparition of microcracks 
around the grain of spinel. 
In the two cases, the mechanical behavior of these materials is characterized by three phases, one 
corresponding to the elastic behavior, a second one characterized by the elastic behavior coupled 
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with damage (elastoplasticity), and the last one corresponding to the crack growth.  
Only the main macrocrack can be detected by the naked eye, but the early apparition of the 
macrocrack, as well as all the stressed microcracks pre-existing around the middle plane, is not 
really visible. That is why; digital image correlation has been used in order to obtain the strain fields 
so as to analyze the crack propagation and the presence of damage process. 
Thanks to digital image correlation, the evolution of the strains along X-axis has been represented 
for different instants corresponding to different loading states (fig 3, 4). These maps correspond to 
the zone of interest defined in figure 1a .According to DIC principle, this area is subdivided using 
subsets of 32 x 32 pixels2 with a gap of 8 x 8 pixels2 and a scale factor of 0.067295 mm/pixels. In 
the two materials, we notice before reaching FH,max the development of the damage zone in the 
neighbor of the crack tip. The initiation and the propagation of the crack take place after this critical 
load (FH,max). Due to the higher ductile behavior of magnesia spinel, the damaged zone in the 
neighbor of the crack tip is larger than the case of pure magnesia. Besides, this zone is developing 
and moving with the crack tip advancement. This confirms the complexity of crack growth in 
heterogeneous materials which feature many physical mechanisms such as crack branching 
phenomenon. 
Nominal notched tensile strength and specific fracture energy for each sample have been calculated 
thanks to the equations (2) and (3) and represented in Table 1. 
 

Table 1: Nominal notched tensile strength and specific fracture energy values 

 

 σNT (MPa) GF (N.m-1) GF/σNT (mm) x 10-3 
14.36 206.50 14.39 

Pure MgO 
14.38  182,00 12,66 

6.65 361.00 54.25 
MgO-15% spinel 

6.75 396.00 58.63 

 
 
These intrinsic fracture parameters introduced in table 1 stress the nominal notched tensile strength 
shows that mechanical resistance decreases whereas the energy stresses that the fracture resistance 

increases with the increase of the spinel rate. The ratio GF/σNT indicates the brittleness of the 
material: the more brittle material is, the lower value of the ratio is. 
Figures 10 and 11 represent also the evolution of the total energy during the test. The total energies 
are deduced from the total area under the horizontal load-displacement curves obtained by wedge 
splitting test divided by the section of fracture and represent the sum of the elastic energy and 
dissipated one. The curves confirm that during the test, the total energy is higher in the case of 
magnesia-15% spinel than pure magnesia. The dissipated energy is mainly due to the dense network 
of microcracks created during the test. 

4. Conclusion 
 
The impact of microstructure on the mechanical behavior has been clarified. Indeed, studying 
mechanical behavior is important to have an idea on the thermal shock resistance of materials. In 
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this paper, mechanical behavior of magnesia spinel products were analyzed and compared to pure 
magnesia. The difference between mechanical behaviors of these materials is due to the 
development of the network of micro-cracks in the case of magnesia-spinel materials. This is a 
consequence of the thermal expansion mismatch between magnesia and spinel grains. To study the 
mechanisms of micro-cracking and the influence of damage on the non-linearity, wedge splitting 
test has been used and coupled to digital image correlation. Indeed, by the calculation of mechanical 
properties such as nominal notched tensile strength and fracture energy in addition to the 
measurement of strain fields, the influence of the addition of spinel is clarified. In fact, it was 
confirmed that the addition of spinel influences clearly mechanical properties and the non-linearity 
of the mechanical behavior due to the presence of high level of damage induced by micro-cracks as 
shown thanks to digital image correlation. This microstructure optimization allows an increase of 
strain to rupture, which is considered as a key parameter for improving thermal shock resistance of 
refractories. 
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Abstract The objective of this research is to determine the best conditions to measure the fracture toughness 
of an ASTM A-743 grade CA-6NM stainless steel used in hydraulic turbine runners. The tests are performed 
on 12.7 mm and 25.4 mm thick compact tension (CT) specimens. Experimental results show that only the 
thicker specimen gives a valid test according to ASTM E1820 standard. However, very close crack initiation 
JIC values are obtained with thinner specimens provided they are side-grooved. Thickness effect is exhibited 
both on the resistance curve J-Δa and the crack front during the stable crack propagation.       
This paper is documented with both macroscopic and microscopic descriptions of fracture surfaces in the 
stable crack extension region.  
 
Keywords JIC fracture toughness, CA-6NM steel, CT specimen, thickness constraint effect 
 

 
1. Introduction 
 
The use of high-strength martensitic stainless steels in hydraulic turbine runners allows reduction in 
weight and cost of some components such as rotors, pumps and compressors. Designers take 
advantage of the high strength of these steels, which are also very little sensitive to corrosion and to 
cavitation damage [1-3]. Conventional turbine runners design is based on a so-called static stress 
design approach, which limits the Von Mises stress at operating condition to a prescribed fraction of 
the material yield stress (eg. σe < 1/3 σYS). However, this approach does not guarantee reliability of 
runners as many other variables other than static stress can cause failure [4-5]. Welding blades, 
crown and band together unavoidably involves the presence of weld defects. It is not possible to 
detect accurately or size all defects with non-destructive inspection during the turbine runners 
manufacturing process, and due to economic reasons they cannot all repaired. Moreover, some 
defects can possibly be tolerated based on Fracture Mechanics assumptions for the whole runner 
lifetime (70 years). Hence, to determine a maximum allowable defect size, accurate knowledge of 
material properties and in particular fracture toughness need to be evaluated.   
 
Measurement of fracture toughness KIC is based on Linear-Elastic Fracture Mechanics (LEFM) 
[6-7]. It has been extensively used for high-strength and relatively brittle materials such as metals 
used in the aerospace industry and ceramics. However, the low carbon martensitic stainless steels 
used in hydraulic turbine runners manufacturing are in the range of immediate-strength and high 
toughness engineering materials. In order to get a valid KIC test under small-scale yielding and 
plane-strain conditions, the required specimen can be as big as 300 mm in thickness for a compact 
tension specimen which is difficult to be tested in a common laboratory. Moreover, it is also 
impossible to fabricate steel in such dimension with homogeneous metallurgical properties 
(microstructure and texture) through the whole thickness. In this case, an alternative JIC test method 
based on Elastic-Plastic Fracture Mechanics (EPFM) can be used [8-9]. JIC test can be performed on 
a relatively small laboratory specimen. This testing method, firstly developed for the engineering 
materials used in nuclear power plants, is based on Rice’s J-integral concept [10].          
 
The objective of the present work is to determine the best conditions to measure the fracture 
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toughness of ASTM A-743 grade CA-6NM stainless steel used in hydraulic turbine runners. For this 
purpose, fracture toughness JIC tests are performed on smooth and side-grooved compact tension 
(CT) specimens of different thicknesses. Tests are carried out based on ASTM E1820 guide lines 
[11]. The investigated material and the experimental technique are first presented. Results of 
mechanical tests are analyzed and compared; fractographic examinations are also made in the crack 
growth regions in order to interpret the fracture mechanisms of the tested steel. 
  
2. Material studied 
 
The experimental material studied in this work is a low carbon CA-6NM steel (13Cr-4Ni 
martensitic stainless cast steel). Table 1 gives the chemical composition limits of the tested material 
as required by ASTM A-743 standard [12]. Heat treatment consisted of austenitizing at 955 oC 
followed by air cooling. Then, a tempering was performed between 565oC and 620oC allowing the 
fresh martensite to temper, giving rise to a beneficial softening corresponding to reduce hardness 
but increase ductility. The resulting microstructure is mainly tempered martensite with about up to 
15% reformed austenite. The basic mechanical properties have been characterized in an early study 
[1]. For brevity, only tensile properties are given here. The measured yield strength σYS is 763 MPa, 
the tensile strength σTS is 837 MPa and the elongation is 27%. All measured mechanical properties 
meet ASTM A-743 standard requirements.  
 

Table 1. Chemical composition limits of tested steel (wt.%) 
 C Mn Si S P Cr Ni Mo 

CA-6NM 0.03 0.57 0.37 0.02 0.02 12.68 4.03 0.67 

ASTM A-743 0.06 max 1.0 max 1.0 max 0.03 max 0.04 max 11.5-14.0 3.5-4.5 0.4-1.0 

 
 
3. Mechanical testing 
 
Standard compact tension (CT) specimen according to the recommendations of ASTM designation 
E1820 is used. The geometry of JIC test specimen (Figure 1) allows the measurement of load line 
displacement (LLD) by means of an extensometer. One 12.7 mm thick smooth specimen without 
side grooves was first tested. Then five side-grooved specimens were tested: two specimens with B 
= 12.7 mm (B/W =1/4) and three specimens with B = 25.4 mm (B/W =1/2). Side grooves have each 
a depth of 10% of the gross thickness B. As the tested material is in a cast condition, there is no 
need to orientate it during machining. All tests were carried out at room temperature using partial 
unloading compliance method on a servo-hydraulic testing machine. The tests followed the 
guide-lines of the ASTM E1820 standard for the fracture toughness determination from a single 
specimen. 
 
For the fatigue pre-cracking, two different procedures were assessed. First, four specimens were 
pre-cracked prior to the side-grooving operation as recommended by E1820 standard. The crack 
growth was followed by an optical microscope on specimen polished surfaces. Secondly, two other 
specimens were pre-cracked after the side-grooving operation, side grooves were machined at the 
same time as the specimens. In this case, the pre-cracking is monitored by a COD gage using 
elastic-compliance method. For all specimens, the pre-crack length is about 5 mm, providing an 
a0/W value of 0.55. During pre-cracking, the loading ΔK is kept to 12 MPa√m in order to limit the 
plastic zone size. 
 
During the experiments, the specimens are subjected to about 20 loading/unloading cycles. The 
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unloading ratio is 10 % of actual maximum load. A representative experiment is shown in Figure 2 
for a 12.7 mm thick side-grooved specimen. After the final unloading, the specimen was marked by 
heat tinting (450oC for 1 hour). The initial and final crack lengths a0, af are measured at 9 equally 
spaced locations on the broken specimens. 
 

 
 

Figure 1. Compact tension JIC specimen with side grooves (dimensions in mm); specimen gross thickness B 
is 12.7 mm or 25.4 mm; the side groove depth is 0.1B at each side. 
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Figure 2. Load – load line displacement curve (10% unloading) 

 
4. Results and discussion 
 
4.1 Results  
 

   4.1.1 JIC testing  
 

Figure 3 shows a representative J-Δa curve obtained from the previous 12.7 mm thick side-grooved 
specimen. The blunting line is calculated from material tensile properties as following, 

B 
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aJ Y ∆= σ2                                 (1) 

and 
2

TSYS
Y

σσσ +=  

The data points lie between the 0.15 mm offset line and 1.5 mm offset line parallel to the blunting 
line (J = 2σY∆a) are used for regression line fitting. They can be represented by a power-law 
expression J = A(∆a)b. The intersection point between the regression line and 0.2 mm offset line 
gives a candidate value JQ which becomes JIC provided that the validity requirements are satisfied.  
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Figure 3. J-Δa curve for the 12.7 mm thick CT specimen  

 
 

Then, KIC can be estimated by 

)1( 2ν−
= Q

IC

EJ
K                                  (2) 

where E is Young’s modulus of the steel tested and ν is Poisson’s ratio.  
Table 2 gathers all test results on both 12.7 mm and 25.4 mm thick side-grooved specimens. For the 
smooth specimen (B = 12.7 mm) which was firstly assessed in the present study, no valid data point 
is found due to an extremely steep J-∆a curve. There is no intersection between the regression line 
and 0.2 mm offset line. So the testing result is not given here. 

 
Table 2. Testing results of JQ for CA-6NM steel 

Specimen 
thickness 

(mm) 

Test  JQ 
(kJ/m2) 

dJ/da 
(MPa) 

K IC 

(MPa√m) 

12.7 
CT_05in_1 232 220 230 
CT_05in_2 280 210 252 

 
25.4 

 

CT_1in_1 256 128 241 
CT_1in_2 255 133 240 
CT_1in_3 286 124 255 

 
As shown in Figure 4, there is little difference at the beginning of crack extension between 12.7 mm 
and 25.4 mm thick side-grooved specimens. Similar fracture initiation toughness JQ values can be 
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obtained on both specimens. However, in the following crack growth region (Δa > 0.5 mm), thin 
specimen gives a steeper J-Δa curve and exhibits higher load carrying capacity than the thick 
sample. The tearing moduli dJ/da, which is more representative of crack propagation, is much 
higher for thin specimens than thick specimens (see Table 2).      
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Figure 4. Effect of specimen thickness on J-Δa curve 

 
 
4.1.2 Fractography  

 
Fracture surfaces are firstly examined at the macroscopic scale on both 12.7 mm and 25.4 mm thick 
samples (see Figure 5). In the 12.7 mm thick smooth specimen (Figure 5a), strong crack tunneling 
is observed. There are no crack growths at both side surfaces of specimen while the crack advances 
more than 2 mm in the center section of the specimen. In the 12.7 mm thick side-grooved specimen 
(Figure 5b), crack tunneling is less pronounced, but the crack grows again faster in the center 
section of the specimen than near the specimen surfaces. As it is stated in section 9.1 of E1820 
standard, such a test cannot be valid due to the strong crack front curvature. In the 25.4 mm thick 
side-grooved specimen (Figure 5c), crack grows with the same rate at the center of the specimen as 
at the two side surfaces. The crack extension front is nearly straight, and the test is valid according 
to E1820 standard. In the final ductile tearing (white part of Figure 5), we can also see that there is 
stronger lateral contraction in the thin specimen than in the thick one. 
 

     
        (a)                        (b)                            (c) 

Figure 5. Fracture surface of broken specimens: (a) 12.7 mm thick smooth specimen, (b) 12.7 mm thick 
side-grooved specimen, (c) 25.4 mm thick side-grooved specimen. Crack front at the end of stable 

propagation was marked by heat tinting. 
In order put into evidence the fracture mechanisms at microscopic scale, one 25.4 mm thick 

5 mm 5 mm 5 mm 
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side-grooved specimen was marked under fatigue instead of heat tinting after the final unloading. 
Broken sample was observed using scanning electron microscopy. In the stable crack extension 
region (Figure 6) void growth mechanism is dominant. Very large dimples can be seen, their size 
being about 20 µm. At a higher magnification (Figure 6b), the presence of inclusions in the bottom 
of dimples is clearly visible. It can be interpreted by the high stress triaxiality (plane-strain state) 
which triggers a fast void growth leading to formation of large dimples [13].      
 

   
                   (a)                                    (b) 

Figure 6. SEM micrography of a broken specimen in the stable crack growth region 
 
 

4.2 Discussion  
 
4.2.1 Constraint effects  
 
From the present study, experimental results show that the crack extension behavior is related to the 
variation of stress triaxiality across the specimen thickness. In 12.7 mm thick smooth specimen, 
strong crack tunneling is observed because of relatively low stress triaxiality and constraint level 
across the whole specimen thickness. And final fracture by ductile tearing or shearing can be seen 
on broken surfaces. In 12.7 mm thick side-grooved specimen, lateral constraint is increased by side 
grooving operations, and flat ductile fracture is observed. But the specimen is not thick enough to 
get a full constraint across the thickness and which caused a final curved crack front. In 25.4 mm 
thick side-grooved specimen, a perfectly straight crack front is obtained after stable crack extension. 
Because the side grooves promote practically uniform plane strain constraint along the crack front 
[14]. Similar results were reported in [15-18] for CT and SENB testing with various smooth and 
side-grooved specimen sizes.  
    
Our investigations also show that the variation of stress triaxiality or thickness constraint leads to 
changes on the shape of J-Δa resistance curve after certain amount of crack extension. The slope of 
the J-Δa curve for the thin specimen is significantly steeper than the corresponding value for the 
thick specimen. In other words, thin specimen exhibits higher load carrying capacity (dJ/da) than 
thick specimen. It is known that the lateral constraint and average stress triaxiality increases with 
increasing specimen thickness. For thick specimen, the high stress triaxiality reduces the apparent 
ductility of the material by a faster void growth mechanism which is predominant as shown in 
Figure 6 in the previous section. While for thin specimen, the average stress triaxiality is lower and 
the lateral contraction is less constrained during the loading, so a relatively steeper resistance curve 
is generated.       
   

100 µm 50 µm 
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4.2.2 Side-grooves and fatigue pre-cracking 
 
Side-grooved specimen is recommended by E1820 when the compliance method of crack size 
prediction is used. One objective of using side-grooved specimen is to create a straight crack front 
to reduce the number of tests invalided by curved crack front. In this study, 0.2B side-grooved 
specimens were used after having an invalid test with a smooth specimen. In order to produce 
nearly straight fatigue pre-crack fronts, the pre-cracking is suggested to be performed prior to the 
side-grooving operations by E1820. However, this procedure is time consuming. The specimen 
needs to be polished on two surfaces in order to monitor the crack length with an optical 
microscope and the pre-cracked specimens have to be returned to the machine shop for side grooves 
machining. Moreover, the fatigue pre-cracking front is not straight. The crack grows faster in the 
center section of the specimen than near the specimen surfaces even with low pre-cracking load (ΔK 
= 12 MPa√m in present work). As shown in Figure 7a, the crack measured on the specimen surfaces 
by microscopy is shorter than the real average crack length measured on the broken surface. This 
curvature probably results from slower crack growth under plane stress condition.  
  
As mentioned earlier, two specimens with side grooves machined before the pre-cracking 
operations were also prepared. The crack growth is followed by a COD gage with the elastic 
compliance method. Experiments show a good agreement between calculated crack length by 
elastic compliance and the measured crack length on final broken specimens. With this procedure, 
polished surfaces are no longer needed and the side grooves are machined at the same time as the 
specimen itself. Time and machining cost can be saved. For the fatigue pre-cracking, due to a 
relative constant constraint level across the thickness, an approximately straight crack front is 
produced (Figure 7b).     
 

   
                   (a)                                    (b) 

Figure 7. (a) Fatigue pre-cracking performed before side grooves operation and (b) fatigue pre-cracking 
performed after side grooves operation. White dashed line: fatigue pre-cracking front.  

 
 

 

5. Conclusions 
 
JIC fracture toughness testing was performed on CA-6NM martensitic stainless steel, the following 
conclusions are drawn:  

1. Due to high toughness of the material, side-grooved specimen must be used in order to get a 
valid test according to ASTM E1820. Side grooves can prevent the development of crack 
tunneling and to maintain a relatively straight crack growth. 

2. Crack growth exhibits a thumb-nail front for both 12.7 mm thick side-grooved CT 
specimens. It cannot be valid per ASTM standard due to the significant curvature of final 
crack front. 

5 mm 5 mm 
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3. Valid tests are obtained with 25.4 mm thick side-grooved CT specimens with a straight 
crack extension front. 

4. Both thin and thick specimens give very close J values at crack initiation (0.2 mm offset 
line). So, thin specimen can also be used if only crack initiation toughness is required. It is 
recommended that thicker specimen should be used if the plane strain J-resistance curve is 
required. 

5. Side grooves can be machined before the pre-cracking; it can reduce the preparation time 
and machining delay and it gives a straight pre-cracking crack front. No significant 
difference was found on the fracture toughness testing as recommended by ASTM E1820 
(pre-cracking before side grooving). 

6. Fractography analysis shows that the void growth from inclusions is dominant in the crack 
extension region; large dimples are observed which can be explained by the high stress 
triaxiality of specimen. 

 
 

Nomenclature 
 

a Crack length (mm) b0 Uncracked ligament length (mm) 
Δa Crack extension (mm) σYS Yield stress (MPa) 
B Specimen gross thickness (mm) σTS Ultimate tensile stress (MPa) 
BN Specimen net thickness (mm) E Young’s Modulus (GPa) 
W Specimen width (mm) ν Poisson’s ratio 
K Stress intensity factor (MPa√m) J J-integral (kJ/m2) 
KIC Fracture toughness (MPa√m) JQ Fracture toughness (kJ/m2) 
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Abstract  Dynamic crack propagation in rubber is modeled and analyzed numerically using the finite 
element method. The problem of a suddenly initiated crack at the center of stretched sheet is studied under 
plane stress conditions. A nonlinear finite element analysis using implicit time integration scheme is used. 
The bulk material behavior is described by finite-viscoelasticity theory and the fracture separation process is 
characterized using a cohesive zone model with a bilinear traction-separation law. Hence, the numerical 
model is able to model and predict the different contributions to the fracture toughness, i.e. the surface 
energy, viscoelastic dissipation, and inertia effects. The separation work per unit area and the cohesive 
strength has been parameterized, and their influence on the separation process has been investigated. A 
steadily propagating crack is obtained and the corresponding crack tip position and velocity history as well 
as the steady crack propagation velocity are evaluated and compared with the experimental data. A minimum 
threshold stretch of 3.0 is required for crack propagation. The numerical model is able to predict the dynamic 
crack growth such that the strength and the surface energy vary with the crack speed.  
Keywords  rubber, crack, viscoelasticity, cohesive zone, dynamic fracture 
 
1. Introduction 
 
Elastomers are important materials in many engineering applications; consequently a wide variety 
of elastomeric materials is used in several products, e.g., tires, springs, dampers, gaskets, bearings, 
oil seals, etc. Fracture mechanics in elastomers is of great importance in the design process and it is 
fundamental in some applications such as adhesion technology, elastomers wear, etc.  
Dynamic crack propagation in rubber-like materials has been investigated both theoretically and 
experimentally but the field is relatively undeveloped compared with brittle materials [8, 12, 21, 28]. 
Generally, the dynamic fracture in rubber shows remarkable deviation from the dynamic fracture 
theories for brittle materials, e.g. the cracks propagate at speeds greater than the speed of sound 
without branching and at high stretch levels oscillatory crack propagation results. 
The fracture energy of rubber is the sum of different contributions [20, 22, 23]: the surface energy 
required to create new crack surfaces, the energy dissipated in the viscoelastic processes around the 
crack tip, and the inertia effects that contribute in the case of dynamic fracture. Furthermore, the 
separation process is accompanied with a viscoelastic dissipation process to which takes place in the 
crack tip vicinity [2].  
The theoretical treatment of the problem of crack propagation in rubber-like solid reveals that the 
region around the crack tip can be divided into three different zones, determined by the relaxation 
spectrum, as shown in Fig. 1a [10]. These regions are: glassy region occurs at the closest to the 
crack tip, rubbery region occurs far from the crack tip, the viscous dissipation region that is located 
between these two regions. Depending on the relaxation spectrum and crack propagation velocity, 
the glassy and viscous dissipation regions may vanish, e.g. in the case of carbon-filled natural 
rubber glassy zones are not expected to exist, while viscous dissipation is expected. 
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(a) 

 
(b) 

 
 

Figure 1. The fracture processes around a crack propagating in rubber with a speed cv : a the different zones 
around the propagating crack tip determined by the viscoelastic behavior; and b the cohesive process zone 
and its traction-separation law ( δ−T ). IcG  is the fracture energy, czl  is the length of the cohesive zone, cδ is 
the critical displacement, fδ  is the failure displacement, and cσ  is the cohesive strength.  
One way to give a quantitative description of the contribution from the different fracture-associated 
processes is to use the cohesive zone theories. The cohesive zone modeling approach was originally 
proposed by Dugdale and Barenblatt [9, 11] to simulate the fracture process and was later 
implemented in a finite element environment [3]. A cohesive zone model describes the fracture 
process in the crack tip vicinity as a gradual surface separation process, such that the normal and 
shear forces at the interface resist separation and relative sliding. Several cohesive zone models 
have been introduced in the literature including rate-dependent and independent models and have 
been successfully used in both quasi-static and dynamic crack growth problems [1, 4, 13, 27]. 
The purpose of the present study is to model as well as to analyze the dynamic crack propagation in 
rubber. The problem of a suddenly initiated crack at the center of stretched sheet is analyzed using 
finite element method, and plane stress conditions are assumed to prevail. A nonlinear finite element 
analysis using implicit time integration scheme is used. The bulk material behavior is described by 
finite-viscoelasticity theory. The fracture separation process is modeled using a cohesive zone 
model with a bilinear traction-separation law. A parametric study is performed over a range of 
cohesive zone properties, i.e. cohesive strength and energy, and the steady crack propagation 
velocity is calculated and compared with crack speeds obtained in experiments. The problem is 
formulated in Section 2, and the numerical analysis is provided in Section 3. A discussion is 
presented in Section 4. 
 
2. Problem formulation 
 
2.1. Geometry 
 
Consider a thin rectangular sheet of rubber with the initial dimensions 02W  (width), 02H  (height), 
and 0B  (thickness), as shown in Fig. 2a. The sheet is initially unloaded, and the Cartesian material 
coordinates IX , 3,2,1=I , are used to describe the reference configuration. Plane stress conditions 
are assumed to prevail, such that the 21 XX − -plane is the plane of stresses. The sheet is first 
subjected to a stretch λ  in the 2X -direction at low rate of loading, such that inertia effects are 
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ignored. The deformation is assumed to be defined by the motion ( )t,Xχx = , where the Cartesian 
coordinates ix , 3,2,1=i , are defined in the deformed configuration, as shown in Fig. 2b. The 
position vectors in material and spatial coordinates are defined as iiX eX =  and iix ex = , 
respectively, such that the two coordinates possess the same origin and the same set of orthogonal 
basis vectors ie , 3,2,1=i . The displacement vector is defined as Xxu −= , and the first 
Piola-Kirchhoff traction vector T  is defined as force per unit undeformed area. After the required 
extension has been achieved, a crack of length a2  is initiated at the center of the deformed sheet 
parallel to 1x -direction. Thereafter, the crack propagates dynamically and symmetrically along a 
path defined by 02 =x . 

  

(a) (b) 
Figure 2. The geometry of the thin rectangular rubber sheet: a the reference configuration; and b the current 

configuration. 
Considering the symmetry of loading and geometry, only a half portion of the sheet, defined by 

01 ≥X , is modeled. The crack propagation is then studied over a length of aΔ  in the deformed 
configuration. The time scale is defined according to the following: the sheet is loaded 
quasi-statically for 0<t , and at 0=t , the crack is initiated. The boundary conditions applied for 
the whole period of time are defined according to 
 ,0 ,0 :0 211 === TuX  (1) 
 ,0 : 2101 === TTWX  (2) 
 ( ) .1 ,0 : 02102 HuuHX ⋅−±==±= λ  (3) 
The initial crack is located at 010 aX ≤≤ , 02 =X . Note that a  pertains to the deformed 
configuration, while 0a  pertains to the reference configuration. The crack starts to propagate 
immediately after the initiation process, i.e. for 0>t . The propagation process is determined by a 
cohesive law. Assuming that the crack tip position is defined as 1tiptip ex x= , the crack tip velocity is 
then determined as 

 
dt

dx
v tip

tip = , (4) 

implying that the crack propagates in the 1X -direction, i.e. 1tiptip ev v= and dtd / is the time 
derivative taken with respect to spatial coordinates. 
 
2.2. Constitutive models 
 
2.2.1. The finite-strain viscoelasticity model 
 
The mechanical behavior of rubber-like materials is characterized by finite elasticity theory, i.e. 
hyperelasticity, for the quasi-static response. Further, the dynamic response is often characterized by 
viscoelasticity theory. The finite-strain viscoelasticity implementation in ABAQUS [14] is based on 
a local additive split of the stress tensor into initial and non-equilibrium parts [15]. The initial part 
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follows the finite-strain constitutive equations while the non-equilibrium part determines the 
viscous response. 
Consider a deformation that is defined by the deformation gradient F  and the associated Jacobian 
J . The deformation gradient is decomposed into volume changing (dilatational) part I3/2J  and 
volume preserving (distortional) part FF 3/1J= . The initial free strain energy function, that 
determines the initial stress part, can be written in the decoupled form 
 ( ) ( )Fisovol Ψ+Ψ=Ψ J , (5) 
where ( )JvolΨ  is the volumetric part and ( )FisoΨ  is the isochoric part. The total strain energy, 
including the viscous response, can be written using a generalized Maxwell model (Prony series) as 
 ( ) ( ) ( ) ( )Fisovol Ψ⋅+Ψ⋅=Ψ tgJtk RR , (6) 
where ( )t kR  and ( )t gR  are the Prony series dimensionless relaxation moduli. 
In this context, an isotropic and incompressible hyperelastic material is considered, i.e. 1=J . 
Hence, the volumetric part of the strain energy function is then expressed in terms of a hydrostatic 
pressure p .  
 ( )1vol −=Ψ Jp , (7) 
The isochoric part of the strain energy function is defined by the Ogden model for incompressible 
materials [25], which reads 

 ( )3321
1

iso −++=Ψ ∑
=

ppp

M

p p

p ααα λλλ
α
μ

, (8) 

where the iλ , 3,2,1=i , are the principal stretches, pμ  and pα  are material parameters that 
fulfill the condition 0>ppαμ (no summation) and the shear modulus pμ  is defined by 

∑
=

=
M

p
pp

1

αμμ . 

Further, the volumetric response is assumed to be purely elastic such that the viscoelastic response 
is determined by the isochoric response, i.e. ( ) 1=t kR . The total strain energy function, including 
the viscoelastic response, can be written in the decoupled form 

 ( ) ( )∑
=

−−−=
N

i

tP
iR

iegtg
1

/11 τ , (9) 

where N , P
ik , P

ig  and iτ  are material constants. The model includes N  Maxwell elements, 
i.e. series combinations of spring and dash-pot. 
 
2.2.2. The cohesive zone model 
 
The constitutive response for the cohesive surface is modeled in terms of the relationship between 
the traction and the displacement jump across the surface. The traction-separation law (TSL) is a 
physically based or a phenomenological model that can be obtained from a free energy density 
function, φ , as 

 ( )
Δ

ΔTT
∂
∂

==
φ , (10) 

where T  is a first Piola-Kirchhoff traction vector, and Δ  is the displacement jump vector 
between two initially coincident points which are defined in three different directions the normal ( n ) 
direction, and the two shear directions ( s  and t ) with respect to the cohesive surface.  
In this work, a bilinear traction-separation law is used, and only the opening mode fracture (mode I) 
is considered. For this reason, only the constitutive behavior in the normal direction is controlled, 
see Fig. 3. The material parameters of the bilinear traction-separation law are nK  (the initial elastic 
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or penalty stiffness), c
nδ  (the critical normal separation), f

nδ  (the failure separation), and cσ  (the 
cohesive strength in the normal direction). 

 
Figure 3. The bilinear traction-separation law 

The cohesive element behavior in ABAQUS [14] is based on the characterization of the damage 
process as the degradation of the material stiffness. The initial behavior is assumed to be linear 
elastic and is active until damage is initiated. When damage is initiated, the material stiffness 
decreases and the rate of degradation is defined by the damage evolution law. A scalar damage 
variable, d , that determines the stiffness degradation, is used, which evolves monotonically from 0  
to 1, i.e. from an undamaged to a fully damaged state. The irreversible bilinear traction-separation 
law is then written as 

 ( )⎩
⎨
⎧

≥⋅−
≤

=
, if1
, if

c
nnnn

c
nnnn

n δδδ
δδδ

Kd
K

T , (11) 

where the linear elastic unloading behavior after damage onset is determined by the degraded 
stiffness ( ) nn 1 KdK ⋅−=′ . The damage variable, d , for linear softening is determined as 

 ( )
( )c

n
f
n

max
n

c
n

max
n

f
n

δδδ
δδδ

−
−

=d , (12) 

where max
nδ  is the maximum value of the displacement attained during the loading history, see Fig. 

3. A maximum nominal stress criterion is used to predict damage initiation, i.e. damage is assumed 
to be initiated when the maximum nominal stress reaches a critical level cn σ≥T . 
 
3. Numerical analysis 
 
3.1 Estimation of material parameters 
 
A carbon-black-filled natural rubber material is considered here and its physical and chemical 
properties are illustrated in [5, 10]. This material has been studied extensively [5-7].   
Experimental data from a uniaxial tensile test for the carbon-black filled natural rubber [3] has been 
used to estimate the parameters in the Ogden strain energy function. The Cauchy (true) stress, σ , 
in the uniaxial test is defined by 

 ( )( )pp

M

p
p

αα λλμσ 2/1

1

−

=

−= ∑ , (13) 

where λ  is the stretch in the uniaxial tension direction. Using a nonlinear least squares method, 
the Cauchy stress in Eq. (13) is fitted to the uniaxial tension data and two sets of parameters are 
found to be sufficient, see Fig. 3. The parameter values are shown in Table 1. 

Table 1. The Ogden strain energy function parameters ( 2=M ) 
p  [ ]MPa pμ  [ ]- pα

1 1.639 2.724
2 0.088 0.004

Free retraction test experimental data [5] is used to estimate the model parameters in the 
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viscoelasticity model. Maxwell model with one element has been used, i.e. 1=N . The relaxation 
time for rubber is experimentally found to be of the order of s 0.1  at ambient temperatures [19, 26], 
and therefore we assumed a relaxation time of s 0.11 =τ . (The viscoelastic response of the rubber 
material is much slower than the rapid processes that we are considering in the present dynamic 
crack propagation analysis, so the exact value of 1τ  is irrelevant.) The associated relative stiffness, 

pg1 , then has to be determined from the experimental data from the retraction tests. 

 
Figure 4. Comparison between the uniaxial true stress-stretch data (‘◦’) [5] and Ogden material model 

( 2=M ) 
In the free retraction experiment, we consider a thin rectangular strip of rubber with initial 
dimensions mm 2501 =L , mm 102 =L  and mm 5.03 =L , see Fig. 5a (i). The strip is stretched 
quasi-statically to a certain stretch, 0λ , and then one end is released as shown in Fig. 5a (ii). 
Consequently, the released end undergoes retraction at a relatively high speed which depends on the 
initially imposed stretch as well as the material parameters. 
(a) 

 

(b)

 
Figure 5. The free retraction experiment: a the geometry of the rubber specimen used in the free retraction 

experiments (i) the reference configuration; and (ii) the current configuration; b the predicted retraction 
speeds for different viscoelastic properties compared with the experimental data [7]. The dashed, full, and 

dotted lines represent different values of the relative stiffness ( ,7.0,0.01 =Pg and 9.0 ), respectively. 
The initial-boundary value problem for the free retraction experiment is analyzed using a 
two-dimensional plane stress finite element model. A nonlinear dynamic analysis, using an implicit 
time integration scheme, is performed using the finite element code ABAQUS [14], and the free 
edge steady retraction velocity, rv , is computed and fitted to the data from the retraction velocity 
tests, see Fig. 5(b) using different values of the relative stiffness, Pg1 . The parameter values 
obtained for the Maxwell model are shown in Table 2 below. 
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Table 2. Prony series coefficients 
i  P

ig  iτ

1 0.7 1.0
 
3.2 Numerical implementation 
 
The initial-boundary value problem described in Sec. 2 is numerically solved using the finite 
element code ABAQUS [14]. A nonlinear quasi-static analysis is used for the initial loading, and a 
nonlinear dynamic analysis, using implicit time integration, is used for the crack propagation 
analysis.  
The rubber material is modeled using finite-strain viscoelasticity as described in Sec. 2.2.1 and the 
material parameters in Tables 1 and 2 are used. 
The fracture separation process is modeled using the cohesive zone model that is described in Sec. 
2.2.2. The cohesive zone parameters, the cohesive strength and cohesive energy, are material 
parameters that determine the length of the process zone together with the other material properties 
[3, 17]. They are not easily measurable, and they are often estimated using experimental data of a 
known problem setup. The cohesive strength is directly related to the tensile strength of the material 
while the cohesive energy may be estimated on the basis of fracture mechanics experiments as the 
work needed for fracture. However, in such estimates, both the actual surface energy and additional 
dissipative work are included. In this work the cohesive energy is equal is assumed to be total 
fracture energy. The cohesive strength is chosen to be MPa 30c =σ  and then the experimental data 
are fitted using variable fracture energy. 
A high value of the initial stiffness nK  is often assumed in order to avoid ill-conditioning and to 
reduce the changes of the structure compliance due to the presence of the compliance of the 
cohesive elements. Therefore, the initial stiffness is assumed to be MPa 1067.2 6

n ×=K  such that 
a stiff behavior is obtained prior to damage initiation without risking the numerical instabilities. 
The geometry of the thin rectangular sheet in Fig. 2 is discretized, and a typical finite element mesh 
is shown in Fig. 6. Due to symmetry, only one half of the specimen is analyzed. The initial 
dimensions are taken as mm 750 =W , mm 50 =H , and mm 5.00 =B  [6]. The initial crack is 
assumed to be mm 102 0 =a , and the crack propagation is studied over a length of mm 50=Δa . 
Note that aΔ  pertains to the deformed configuration, while 0aΔ  pertains to the reference 
configuration. The 4-node bilinear plane stress element CPS4 and 4-node two-dimensional linear 
cohesive element COH2D4 are used in the discretisation. The cohesive elements are inserted along 
the crack propagation path, i.e. along 02 =X , and the bulk elements are defined elsewhere. The top 
and bottom faces of the cohesive elements are tied to the adjacent bulk plane stress elements, 
implying that three cohesive elements are attached to two bulk elements, see Fig. 6b. The cohesive 
elements are modeled with zero initial thickness in the reference configuration, and consequently 
the top and bottom faces and nodes coincide. The mesh comprises 27207 elements, of which 25506 
are bulk elements and 1701 are cohesive elements. A cohesive element length of mm 025.0ce =l  is 
used. 
The element death/birth technique is adopted to model crack initiation. The initial crack domain is 
discetized using cohesive elements, and therefore they have been removed at the instant of crack 
initiation, i.e. at 0=t . 
The problem is solved for different values of the initial stretching, i.e. [ ]0.4,0.2=λ . The relative 
normal separation displacement, 2uΔ , between each pair of initially coincident nodes in the 
interface ( 02 =X ) is computed and recorded during the analysis. The crack tip position, tipx , is 
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defined by c
n2 δ=Δu , and the crack tip velocity is determined using forward differencing of Eq. (14) 

of the smoothed cohesive crack tip position data, tipx , (using Savitzky-Golay smoothing filter). 

 
n

nn
n

t
xx

v
Δ
−

=
+

tip
1

tip
tip , (14) 

where indices n  and 1+n  denote variable values at time instants nt  and 1+nt , respectively, and 

nnn ttt −=Δ +1  is the time increment. Further, the steady crack velocity, cv , is computed by taking 
the average velocity over the steady propagation period. 

(a) (b) 
Figure 6. The finite element mesh of the thin rectangular sheet of rubber: a the mesh of the whole geometry; 
and b mesh details along the middle of the sheet where the cohesive elements are inserted along the crack 

propagation path 
 
3.3 Numerical results 
 
Several analyses have been performed for different combinations of stretch and cohesive zone 
properties. The cohesive crack tip position and velocity, as well as the steady crack propagation 
velocity, have been obtained for all the combinations.  
Typical crack propagation results, including the cohesive crack tip position and velocity results, are 
shown in Figs. 8a and 8b. At 0=t , the crack is initiated such that it propagates immediately after 
the initiation, i.e. typically within less than ms 1 , at low velocity and continues propagating with a 
slow acceleration, see in Fig. 8b. After approximately ms 5.1 , the crack velocity approaches a 
transition region wherein the crack starts to accelerate rapidly and the velocity increases to high 
velocity levels. Then, after about ms 83.1 , the crack tip velocity reaches a plateau region, where 
steady crack propagation occurs. Different cohesive properties virtually yield the same type of 
behavior. Stationary crack propagation was obtained for all sets of cohesive properties, provided 
that the crack was able to get started. There was a threshold stretch, thλ , below which the initial 
crack was immediately arrested and no propagation occurred. 
(a) 

 

(b)

 
Figure 8. Crack propagation results for 0.4=λ , MPa 60c =σ  and 2

Ic KJ/m 20=G : a crack tip position 

tipx  vs time t ;  and b crack tip velocity tipv  vs time t . 
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The numerical predictions of the steady crack propagation velocity are compared with the 
experimental data [6], as shown in Fig. 9. The numerical threshold stretch differs for the different 
cohesive properties, such that its minimum value, 0.3th =λ , occurs for MPa 60c =σ  and 

2
Ic KJ/m 20=G . For low stretches, the model clearly overestimates the crack speeds from the 

experimental data. However, by using different cohesive properties, the numerical model is able to 
predict the crack speeds from the experiments, at least in the high stretch regime ( 5.3≥λ ). 

 
Figure 9. Comparison between numerical predictions of the steady crack propagation velocity and 

experimental data ('ο') [4]. The black, red and blue lines indicate simulations with the cohesive strengths 
MPa 90,60,30 , respectively, and the full and dashed lines indicate simulations with cohesive energies 

2KJ/m 40,20 , respectively. 
 
4. Discussion and concluding remarks 
 
In the present analysis, the contribution from viscoelastic dissipation in the bulk material to the total 
work of fracture is negligible. This is due to the fact that the crack propagation process is very rapid 
in comparison with the relaxation time of the rubber material. 
In the analyses, the main properties of the cohesive law, i.e. the cohesive energy and the cohesive 
strength, were varied to enable a prediction of the experimentally obtained crack speeds. The 
analyses indicate that the effective fracture energy of the rubber material at hand is to be found 
roughly in the range 2KJ/m 4020 − , and the cohesive strength is expected to be approximately 

MPa 9030 − . We emphasize that this estimate of the fracture energy should not be taken as the 
actual surface energy required to create new crack surface at the very crack tip. Rather, this estimate 
should be taken as a value that contains the actual surface energy but also significant amounts of 
dissipation associated with damage processes in the vicinity of the crack tip. Strictly speaking, this 
would be dissipation that takes place in the bulk material surrounding the crack tip, which is not 
really accounted for by the continuum viscoelasticity model adopted for the bulk behavior. 
Few experimental investigations have been concerned with characterization of high speed fracture 
of rubber, in which crack speed variation with fracture toughness has been experimentally measured 
under high strain or loading rate. Typical fracture toughness has been reported to be in the range 

2KJ/m 3007 −  for the crack speed in the range m/s 305.0 −  using pure shear and tensile strip 
specimens [12, 24]. It is also shown that a low fracture toughness of 2KJ/m 30  can be measured at 
a crack speed of m/s 30 .  Thus, the effective fracture energy reported in the literature shows good 
agreement with the values attained here. 
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Abstract A unit cell is adopted to numerically analyze the effect of plastic anisotropy on frac-

ture evolution in a micro-reinforced fiber-composite. The matrix material exhibit size-effects and

an anisotropic strain-gradient plasticity model accounting for such size-effects through a mate-

rial length scale parameter is adopted. The fracture process along the fiber-matrix interface is

modeled using a recently proposed cohesive law extension having an additional material length

parameter. Due to the fiber-matrix fracture a sudden stress-drop is seen in the macroscopic

stress-strain response which defines the failure strain of the composite. The effect of the two

material length parameters on the failure strain of the composite is studied. For small values

of the material length scale parameter conventional predictions are obtained. Larger values of

the material length scale parameter result in corresponding larger failure strains, but only up

to a material length scale parameter approximately equal to 15% of the reinforcement size. At

this point, the failure strain becomes smaller again for further increasing values of the material

length scale. It is shown that the cohesive length parameter monotonically affects the failure

strain as a decreasing failure strain is predicted for smaller value of the material parameter. a
lccc

Keywords Composite Materials, Strain-gradient plasticity, Debonding, Failure strain

1. Introduction

Failure mechanisms of fiber-reinforced composite materials are still a challenging topic
due to the large number of failure modes compared to conventional homogeneous ma-
terials[1]. A unidirectional fiber-composite subjected to transverse tensile loading often
fail by either matrix damage or microcracks evolving at the fiber-matrix interfaces. For
longitudinal loading the most often seen failure modes are matrix and fiber cracking.

For a composite reinforced at the micron scale, two competing mechanisms affect the
overall behavior: (I) interfacial failure reduces the strength and (II) strain-gradient effects
enhance the strength. When analyzing such composites in general a full 3D analysis is
required in order to fully represent the geometry, the loading and the boundary conditions.
Such analyses are complicated and the computations become very time consuming when
anisotropic plasticity and progressive debonding is to be accounted for. Thus, assuming
a periodical distribution of the reinforcement allows for greatly simplified approaches.
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Figure 1. The plane strain cell model for the composite. (a) Periodically distributed fibers. (b) The cell
used for modeling with initial dimensions, loads, supports and coordinate systems.

Here, a composite material having a periodical distribution of reinforcement is analyzed
using a plane strain unit cell approach. Thus, the results presented in this study approxi-
mate a composite of rather long, almost aligned, stiff reinforcement which is subjected to
a fixed stress state that is acting mainly in the transverse direction of the reinforcement.
Fig. 1(a) shows the distribution of fibers and Fig. 1(b) shows the unit cell adopted here.
The orthonormal basis, ni, of the principal axes of plastic anisotropy, x̂i, is defined by the
angle θ, from from the global Cartesian coordinate system, xi. The applied conventional
boundary conditions are

u̇1 = 0, Ṫ2 = 0 on x1 = 0 and u̇1 = ∆1, Ṫ2 = 0 on x1 = ac

u̇2 = 0, Ṫ1 = 0 on x2 = 0 and u̇2 = ∆2, Ṫ1 = 0 on x2 = bc
(1)

where ui are the displacement components, ∆1 and ∆2 are displacement increment
quantities on two sides of the cell, which are calculated such that the ratio of the average
true stresses σ2 and σ1 remains fixed, σ2/σ1 = κ. These stresses are calculated as

σ1 = 1
bc+∆bc

∫ bc+∆bc
0

[T1]x1=ac+∆ac
dx2

σ2 = 1
ac+∆ac

∫ ac+∆ac

0
[T2]x2=bc+∆bc

dx1

(2)

Here ∆ac and ∆bc denote the accumulated elongations of the cell sides whereas T1 and
T2 are normal tractions. The corresponding average logarithmic strains are

ǫ1 = ln(1 + ∆ac/ac)
ǫ2 = ln(1 + ∆bc/bc)

(3)

In this study, a micro-crack evolving at the fiber-matrix interfaces is analyzed for a two-
phase composite material, where the matrix material exhibits size-effects. The higher-
order strain-gradient plasticity model of Fleck and Hutchinson accounts for such size-
effects and will be adopted here in the anisoropic version proposed by Legarth [2,3]. In
this model a higher-order stress work-conjugate to the gradient of the effective plastic
strain is introduced together with a material length scale parameter. The reinforcement
is assumed to be much stiffer than the matrix material and will therefore be considered as
perfectly stiff. As dislocations cannot penetrate into the perfectly elastic fiber they pile up

2



at the interface which corresponds to zero plastic deformations. Thus, zero plastic strain
is imposed at the bonded part of the interface. This is known a higher-order boundary
conditions. The fracture process along the fiber-matrix interface is modelled using a
recently proposed cohesive law extension[4]. Hence, plasticity will affect the fracture
process as both the average as well as the jump in plastic strain across the fiber-matrix
interface are taking into account in this cohesive law. Using this extended cohesive law
ensures stress-free crack faces after failure. The formulation used here only demands one
additional interfacial cohesive zone parameter.

2. Material models

The material model used accounts for small elastic and finite plastic strain in an updated
Lagrangian formulation in which the current configuration is taken as the reference con-
figuration, i.e. J = 1 but J̇ = ǫ̇kk when J is the determinant of the metric tensor and
the superposed dot denotes the time rate.

2.1 Higher order elasto-plastic constitutive model

The fibers are assumed to be purely elastic with a stiffness much larger than the elasto-
plastic matrix material, which is assumed to obey the strain gradient model proposed by
Fleck and Hutchinson [2]. Denoting the velocity field u̇i the components of the second-
order velocity gradient tensor, ėij, are determined by ėij = u̇i,j . The symmetric part of
ėij is the strain rate, ǫ̇ij, and the antisymmetric part is the continuum spin tensor, ω̇ij.
Following the multiplicative decomposition of the deformation gradient into an elastic and
a plastic part the kinematics of the material can be written as

ǫ̇ij = 1
2
(ėij + ėji) = ǫ̇e

ij + ǫ̇P
ij

ω̇ij = 1
2
(ėij − ėji)

(4)

with ėij = ǫ̇ij + ω̇ij and e and p denote the elastic and the plastic parts, respectively.

Plastic anisotropy is accounted for using the anisotropic version of the Fleck and Hutchin-
son model as suggested by Legarth [3]. Thus, the effective plastic strain, Ėp, is enriched
by the gradients of the conventional effective plastic strain, ǫ̇,pi , and a material length
scale parameter, l∗, as

Ėp =

√

2

3
ǫ̇p
ij ǫ̇

p
ij + l2

∗
ǫ̇,pi ǫ̇,pi ; ǫ̇p

ij = ǫ̇pNp
ij = ǫ̇p ∂Γ

∂σij

; ǫ̇p =

√

2

3
ǫ̇p
ij ǫ̇

p
ij (5)

The work-conjugate effective stress is denoted σc and is given in Tab. 1 for the four posible
cases of isotropy or anisotropy with and without strain gradient effects. Plastic anisotropy
enters through the effective stress measure Γ whereas the higher-order stress, ρi, relates
to the strain-gradient effects as the work-conjugate stress quantity to the gradient of the
plastic strain rate, ǫ̇,pi . The work-conjugate stress quantity to the effective plastic strain
rate, ǫ̇p is denoted q.

Two different anisotropic yield surfaces are adopted here, namely the classical anisotropic
Hill yield surface [5] and the more recent non-quadratic proposal by Barlat et al. [6], here
denoted Hill-48 and Barlat-91, respectively.
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Table 1. Summary of the effective stress, σc, for different materials.

Conventional materials Higher order materials
(l∗ = 0, ρi = 0) (l∗ 6= 0, ρi 6= 0)

Isotropic ρi,i = 0 ρi,i = q − σe

(Γ = σe) σc = σe σc =
√

(σe + ρi,i)2 + l−2
∗ ρiρi

Anisotropic ρi,i = 0 ρi,i = q − Γ

σc = Γ σc =
√

(Γ + ρi,i)2 + l−2
∗ ρiρi

Hill-48

For the case of plane strain conditions with σ13 = σ23 = 0 the yield surface of Hill is

Γ =
√

3
2(F+G+H)

[F (σ̂22 − σ̂33)2 + G(σ̂33 − σ̂11)2+ H(σ̂11 − σ̂22)2 + 2Nσ̂2
12] (6)

The Cauchy stresses, σ̂ij, refer to the principal axes of plastic anisotropy. For F = G =
H = 1 and N = L = M = 3, Eq. (6) equals the isotropic Mises yield surface, σe.

Barlat-91

Barlat et al. [5] proposed the non-quadratic yield function

Γ = [S1 − S2]
d + [S2 − S3]

d + [S1 − S3]
d (7)

where
S1 = 2

√
I2 cos

(

θ̄
3

)

S2 = 2
√

I2 cos
(

θ̄−2π
3

)

S3 = 2
√

I2 cos
(

θ̄+2π
3

)

(8)

I2 = 1
3

[

(f̄ F̄ )2 + (ḡḠ)2 + (h̄H̄)2
]

+ 1
54

[

(āĀ − c̄C̄)2 + (c̄C̄ − b̄B̄)2 + (b̄B̄ − āĀ)2
]

I3 = 1
54

[

(c̄C̄ − b̄B̄)(āĀ − c̄C̄)(b̄B̄ − āĀ)
]

+ f̄ ḡh̄F̄ ḠH̄

−1
6

[

(c̄C̄ − b̄B̄)(f̄ F̄ )2 + (āĀ − c̄C̄)(ḡḠ)2 + (b̄B̄ − āĀ)(h̄H̄)2
]

(9)

0 ≤ θ̄ = arccos

(

I3

I
3/2
2

)

≤ π (10)

with
Ā = σ̂22 − σ̂33 ; F̄ = σ̂23

B̄ = σ̂33 − σ̂11 ; Ḡ = σ̂31

C̄ = σ̂11 − σ̂22 ; H̄ = σ̂12

(11)

For θ̄ = 0 or θ̄ = π in Eq. (10) the derivatives in Eq. (5) are singular. For these particular
cases Eq. (7) reduces to

Γ = 2 · 3dI
d
2

2 for θ̄ = 0 or θ̄ = π (12)

which are then directly used to evaluate the strain increments. If the coefficients of
anisotropy, ā, b̄, c̄, f̄ , ḡ and h̄, are chosen to be unity and the exponent to d = 2, this
criterion reduces to the von Mises yield surface.
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2.2 Higher-order cohesive model

The bi-axial loading on the unit cell, Fig. 1(b), will tend to cause both normal and tan-
gential interfacial separation, un and ut, respectively, at the fiber-matrix interface. The
cohesive zone model proposed by Tvergaard[7] takes both types of separation into account
and therefore this model may seem suitable for the present study. However, due to the
existence of the higher order stress, ρi with the corresponding higher order tractions, ρini

additional terms need to be included in order to have a conventional as well as higher
order stress-free surface after debonding failure. Hence, a non-dimensional damage pa-
rameter is introduces as[4]

λ =

√

√

√

√

(

un

δn

)2

+

(

ut

δt

)2

+ l2
∗

[

(

< ǫp >

lA

)2

+

(

[ǫp]

lJ

)2
]

(13)

where < ǫp > is the average (subscript A) and [ǫp] is the half jump (subscript J) in
plastic strain across the interface, respectively, whereas lA and lJ are corresponding critical
interfacial length scale parameters. For λ ≥ 1 total separation have occurred. It is noted,
that since the fiber is taken to be purely elastic in this study the average plastic strain
across the fiber-matrix interface equals the jump, i.e. < ǫp >=[ǫp]. The corresponding
tractions are

Tn =
un

δn

F (λ) ; Tt = α
ut

δt

F (λ) ; TA = l2
∗

δn

l2A
F (λ) < ǫp > ; TJ = l2

∗

δn

l2J
F (λ)[ǫp] (14)

with α = δn/δt and F (λ) = 27
4
σmax(1− 2λ + λ2) for 0 ≤ λ ≤ 1. The maximum interfacial

stress is denoted σmax. For the numerical implementation, an incremental version of these
tractions can be stated generally as















Ṫn

Ṫt

ṪA

ṪJ















=









ann ant anJ anA

atn att atJ atA

aJn aJt aJJ aJA

aAn aAt aAJ aAA























u̇n

u̇t

[ǫ̇p]
< ǫ̇p >















(15)

where the a-coefficients can be found from the cohesive law. Using this higher order
cohesive law ensures that the debonded part of the fiber-matrix interface is stress free
both in terms of the conventional stress, σij, as well as the higher order stress, ρi.

3. Computational Method

The problem is solved incrementally by a finite element code based on the principle of
virtual work. In the updated Lagrangian formulation the incremental form of the principle
of virtual work is, see [3,5]

∆t
∫

V

(

▽

ς ij δǫ̇ij − σij(2ǫ̇ikδǫ̇kj − ėkjδėki) +
(

q̇ − Γ̇ς
)

δǫ̇P+
∨

ρi δǫ̇P
,i

)

dV

+∆t
∫

SI

(

Ṫnδu̇n + Ṫtδu̇t + ṗδ[ǫ̇P] + q̇δ < ǫ̇P >
)

dS = ∆t
∫

S

(

Ṫiδu̇i + ρ̇iniδǫ̇
P
)

dS
(16)

Here, ∆t is the time step, V the volume,
▽

ς ij denotes the Jaumann rate of the Kirchhoff

stress with Γ̇ς = NP
ij

▽

ς ij and Ti = σijnj are the surface tractions on the surface S with

5



the unit outward normal ni. Due to the updated Lagrangian formulation all integrations
are carried out in the current deformed configuration. The Jaumann rate of the Kirchhoff
stress entering the virtual work principle is

▽

ς ij ∆t = Rijkl

(

∆ǫkl − NP
kl∆ǫP

)

= ∆ςij − ∆ωikσkj − σik∆ωjk (17)

where Rijkl are the isotropic elastic moduli determined by Young’s modulus, E , Poisson’s
ratio, ν, and Kronecker’s delta, δij, as

Rijkl =
E

1 + ν

(

1

2
(δikδjl + δilδjk) +

ν

1 − 2ν
δijδkl

)

(18)

The finite element procedure adopted here follows the method used by de Borst and
Pamin[8] for time-independent plasticity and Borg et al.[9] for viscoplasticity, where both
the conventional displacement increments, ∆D, as well as the increments of the effective
plastic strain rates, ∆ǫ̇p, appear as unknowns. However, they solved for ∆D and ∆ǫ̇p

simultaneously, even though the system of equations decouples. Here, the numerical so-
lution is obtained by decoupling the equations. In doing so, the stiffness matrices become
symmetric, less sparse and more well conditioned, leading to a significantly improved
computational time. Thus, the equations to solve are

Ke∆D = ∆F1 + ∆F1c (19)

for the displacement increments and

Kp∆ǫ̇p = ∆F2 + ∆F2c (20)

for the increments of the conventional effective plastic strain rate. Here 8 node isopara-
metric elements are used for both the displacements as well as the plastic strain field using
the shape functions N and M , respectively, within the bulk material. Thus, the field of
total strains within an element is bi-linear whereas the plastic strains vary parabolically.
The local stiffness matrices and load vectors are

Ke
NM =

∫

V

(

EN
ij RijklE

M
kl + σij

(

NM
k,jN

N
k,i − 2EM

ik EN
jk

))

dV +
∫

SI

(

{ann(QN
i ni) + ant(Q

N
i ti)}(QM

i ni)+

{atn(QN
i ni) + att(Q

N
i ti)}(QM

i ti)
)

dS (21)

KP
NM =

∫

V

((

ǫ̇P

ĖP2 (m − 1)q + σc

ĖP

)

MMMN

+l2
∗

ǫ̇,Pi
ĖP2 qMMM,Ni + ǫ̇P

ĖP2 (m − 1)ρiM,Mi MN

+l2
∗

ǫ̇,Pi
ĖP2 ρkM,Mk M,Ni + σc

ĖP
M,Mi M,Ni

)

dV (22)

∆F1
N =

∫

S
∆TiN

N
i dS + ∆t

∫

V
EN

ij RijklN
P
klǫ̇

PdV (23)

∆F2
N =

∫

S
∆ρiniM

NdS − ∆t
∫

V

((

NP
ijRijkl(N

P
klǫ̇

P − ǫ̇kl)

+ ǫ̇P

ǫ̇m
0

ĖPm dg
dEP

)

MN + ǫ̇,Pi ĖPm dg
dEP

l2
∗

ǫ̇m
0

M,Ni

)

dV (24)

where Eij = 1
2
(Ni,j +Nj,i ) and m is the rate sensitivity parameter. The additional load

vectors ∆F1c and ∆F2c resulting from the higher order cohesive zone are

∆F1c
N = −∆t

∫

SI

(

{anJ [ǫ̇p] + anA < ǫ̇p >}(QN
i ni) +

{atJ [ǫ̇p] + atA < ǫ̇p >}(QN
i ti)

)

dS (25)

∆F2c
N = −∆t

∫

SI
(aJnu̇n + aJtu̇t + aJJ [ǫ̇p] + aJA < ǫ̇p > +

aAnu̇n + aAtu̇t + aAJ [ǫ̇p] + aAA < ǫ̇p >) RNdS (26)
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Figure 2. Example of mesh adopted.

Here, 6 node isoparametric elements with the shape functions Q and R for the displace-
ment field and the plastic strain field, respectively, are used for the cohesive zone where
the normal and tangential unit vectors are introduced as ni and ti, respectively. It noted
that the incremental cohesive tractions, Eq. (15), depends on the rates of the displace-
ment and the plastic strain, whereas the solution procedure outlined here solves for the
rates of the displacement and the plastic strain increments, meaning that the higher order
contributions from the cohesive law only enters through the load vectors, ∆F1c and ∆F2c.
The conventional part of the cohesive law also gives an stiffness contribution, Eq. (21).
An example of a mesh used is shown in Fig. 2 for

af

bf
= ac

bc
= 1.

4. Results

Fig. 3 shows results for a load case with κ = σ2

σ1
= 0.5 corresponding to bi-axial plane

strain tension. The fiber volume fraction is Vf =
πaf bf

4acbc
, with

af

bf
= ac

bc
= 1. The initial

yield stress is σ0/E = 0.003, where E is Young’s modulus. The coefficients of anisotropy
using Hill-48 are F = 0.7, G = 3.33, H = 1 and N = 9.6 with θ = 0o and σmax = 3σ0.

00 0.01 0.02 0.03 0.04 0.05

1

2

3

4

5
l∗/
√

afbf = 0.3

l∗/
√

afbf = 0

Isotropic

Hill-48

Debonding degradation

ǫ1

σ
1
/σ

0

Figure 3. Bi-axial tension results, κ = 0.5, for isotropy and Hill-48 anisotropy. (a) Average stress-strain
curves, Eqs. (2) and (3). (b) Contours of effective plastic strain for a conventional anisotropic material
with debonding (c) Contours of effective plastic strain for a higher order anisotropic material without
debonding.

7



For both isotropic and anisotropic behavior the effect of the material length scale pa-
rameter, l∗, is an increased load carrying capacity. A sudden stress drop occurs due to
debonding which defines the failure strain of the composite, ǫf . In Fig. 4 this failure
strain is plottet as function of the normalized material length scale parameter of the
matrix material, l∗/

√

afbf . It is seen, that the failure strain, ǫf , does not vary monoton-
ically by the material length scale parameter, l∗, but reaches a maximum approximately
for l∗/

√

afbf = 0.15.

 0.025
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F
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,
ǫf
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0.03

0.04

0.10 0.20 0.30
l∗/
√

afbf

Figure 4. The failure strain as function of the material length scale parameter, l∗, normalized against the
fiber radius, R. Isotropic results are shown for κ = 0.5 .

On the other hand, a monotonic effect on the failure strain is found when studying the
influence of the length scale parameter of the cohesive law, lA = lJ in Eq. (13). Fig.
5 shows the failure strain as function of the new cohesive length scale parameter, LJ ,
normalized against the matrix material length scale parameter, l∗. Both isotropic results
as well as anisotropic results are shown using Hill-48 as well as Barlat-91. The coefficients
of Barlat-91 are chosen such that the same plastic anisotropy as modeled by Hill-48 is
reproduced. Thus, the two anisoropic results are directly comparable.

 0.005

 0.015

 0.025

 0.035

 0.045

Barlat91
Isotropic

Hill48

F
ai

lu
re

st
ra

in
,
ǫf

0

0.01

0.02

0.02

0.03

0.04

0.04

0.05

0.06 0.08 0.10
ǫJ = ǫA = lJ/l∗

Figure 5. The failure strain as function of the cohesive length scale parameter, LJ , normalized by the
matrix material length scale parameter, l∗. Isotropic as well as anisotropic results are shown for κ = 0.5 .
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Compared to isotopy, the failure strain is larger using Barlat-91 and smaller using Hill-48.
However, a significant effect of lJ/l∗ = lA/l∗ is seen for decreasing values as the failure
strain decreases as well. On the other hand, for increasing larger lJ -values the plastic
behaviour of the cohesive law is supressed and conventional results are obtained as shown
by the asymptotic lines. For the Hill material the effect is very small, as debonding failure
occurs at a rather small plastic strain, see Fig. 3. Thus, the influence of plasticity in the
cohesive law is limited.

0.02 0.04 0.06 0.08 0.1 0.12 0.14 0 0.01 0.02 0.03 0.04 0.05 0.06 0.07

ǫ1 = 0.02
(a) (b)

Figure 6. Bi-axial tension results, κ = 0.5, for Hill-48 anisotropy at ǫ1 = 0.02 . (a) Contours of effective
plastic strain for a conventional anisotropic material with debonding (b) Contours of effective plastic
strain for a higher order anisotropic material without debonding.

In Fig. 6(a) the micro-crack evolving at the fiber-matrix interface can be seen and the
contours of the effective plastic strain shows severe strain with larger gradient at the
crack-tip. Such large gradients are costly if strain-gradient effects are accounted for. Fig.
6(b) illustrates this for a case where a micro-crack has not evolved but the strain field
is much more smooth. It can also be seen that the plastic strain near the fiber-matrix
interface vanishes due to the imposed boundary conditions.

5. Conclusion

In conclusion, this study analyzes numerically the combined effects of plastic anisotropy,
size-effects and debonding in a composite material. Debonding is seen as a sudden stress
drop and plastic anisotropy highly affects the failure strain, while the size-effect is observed
as an increased load carrying capacity. The material length scale of the cohesive law tends
to reduce the failure strain of the composite, but as the parameter becomes sufficient large
conventional results are predicted. This holds for both isotropic as well as anisotropic
materials. The material length scale of the matrix material shows a non-monotonic effect
on the failure strain such that a maximum failure strain is predicted for approximately a
material length scale parameter of 15% of the fiber radius.
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Abstract  Nonlinear fracture mechanics of metal foams is discussed. The equivalent 
continuum constitutive model is introduced first. Then we studied analytic solutions on plastic 
analysis based on generalized cohesive force model, approximate analytic solution of 
elasto-plastic analysis for central crack, single edge crack specimens in tension and bending, 
respectively. The finite element analysis is also conducted. In addition, the crack slowly 
growth and fast propagation are studied as well.Atthe end we proposed a fracture criterion on 
metal foam. 
 
Keywords  Cellular/foam material, Crack tip opening displacement, Analytic solution in 
closed foam, Approximate solutions, Finite element analysis 

 
1. Introduction 
 

Cellular/foam material, which is one of advanced materials, has become an 
important engineering material to date due to its lower density and higher specific 
strength and other excellent mechanical, thermal and acoustical behaviour. For 
engineering usage, the structural integrity requires materials to have sufficient 
strength and toughness. Hence the study of crack problems in the material is 
significant. It is well-known that the basis of deformation and fracture investigation is 
constitutive law for any engineering materials. Triantafilou and Gibson [1], Gibson et 
al [2], Deshpande and Fleck [3], Miller [4] and others carried on considerable studies 
in this respect. Based on the equivalent continuum model they put forward some new 
macroscopic parameters out of the conventional materials to describe the influence of 
the substructure, which is called cells. The existence of cells leads to unusual 
plasticity of metal foams, that is the plasticity dependent from volume 
deformation.Thus the effect of hydrostatic pressure or the average stress should be 
considered, and these quantities should be contained into the new constitutive 
equations in the so-called equivalent continuum model. With these constitutive 
equations, the elasto-plastic analysis for cellular/foam material can be done. The 
nonlinearity of the governing equations of the material makes it difficult to construct 
analytic solutions of boundary value problems. Fan and co-workers [5,6] paid 
attention to developing a generalized cohesive force model and making the problem 
being linearized for static crack and moving crack problems, and they developed an 
asymptotic analysis method by using singular perturbation procedure for slowly 
steady crack growth problem. Within the linearization regime, the complex analysis 
presents its particular role and in this paper we report one of the works. The 
application of conformal mapping helps us to construct some solutions of finite size 
crack specimens, and it may be useful to experimental investigation and engineering 



 

application. 

2. Overview in brief of equivalent continuum constitutive laws  
 

The artificial cellular materials include metal, polymer and ceramic foams 
respectively. The first two foams display plasticity of dependent of volume 
deformation, so that the hydrostatic pressure p  or the average stress m  must be 

taken into account in the constitutive law of the material. The yield/loading surface 
can be expressed by 

ˆ 0Φ Y                                   (1) 
wherê  represents the generalized effective stress which will be discussed in the 
following, and if 

Y constY                                   (2) 

in which Y  denotes the uniaxial tensile yield limit of the material, then equation (1) 

stands for an initial surface. Alternatively if   

( )Y Y h                                      (3) 

where h  is a parameter describing plastic deformation history, then equation (1) 
represents the evolution equation of yield/loading surface. 

Triantafilou and Gibson [1] (“TG” to “abbreviated as the TG model” in the 
following) suggested that 

*

e m
s

ˆ 0.03
  


                                  (4) 

where *  denotes the density of foam, and s  the density of cell wall of the foam, 

and  
1/ 2

e

3

2 ij ijs s    
 

                                   (5) 

is the von Mises effective stress, and  

m

1

3ij ij kk ij ij ij ij ijs p                           (6) 

the deviate stress tensor, in which ij  represents stress tensor, and 

11 22 33kk      m3 3 ,p   ij  the unit tensor. Substituting equation (4) into 

equation (1) obtains the TG yield/loading surface of foams. 
Gibson, Ashby, Zhang and Triantafilou[2] (“GAZT” to “abbreviated as the GAZT 

model” in the following) put forward  

2*
m

e
s Y

ˆ 0.81
 

 
                                  (7) 

Substituting equation (7) into equation (1) leads to the GAZT yield/loading surface of 
cellular materials. 

After the work of TG and GAZT the constitutive models of foams were studied 
by many other groups. Distinguished from the above models, researchers take other 
parameters, according to experiments, to describe the effect of cells rather than the 



 

relative density *
s/  . 

Deshpande and Fleck [3] (“DF” to “abbreviated as the DF model” in the 
following) define a plastic Poisson’s ratio as  

p
p 11

p
22

v



 



                                      (8) 

where p
11  and p

22  are plastic strain rates. In terms of equation (8) DF derived a 

parameter  to describe plasticity of dependent volume deformation 
1/ 2p

p

1/ 2
3

1

v

v


 
   

                                   (9) 

where the value of   is in range 1 2  . Further they suggested the generalized 
effective stress as follows 

1/ 2

2 2 2
e m2

1
ˆ ( )

1 ( / 3)
   


 

   
                      (10) 

It is evident that if p 1/ 2v  , then 0  , this corresponds to the plasticity of 
independent volume deformation, i.e., the classical plasticity. 

The substitution of equation (10) into equation (1) yields the DF yield/loading 
surface. 

There are other models of constitutive law for metal foams and polymer foams, 
but we do not list again. 

By considering isotropic hardening, based on flow rule and the above 
yield/loading surfaces, one can obtain the corresponding constitutive equations, which 
can be expressed uniformly as follows 

e p ˆ1
ˆ( )ij ij ij ij kk ij

ij

v v

E E H

      
 

 
    




                        (11) 

where ij  represents strain rate tensor, e
ij  the elastic strain rate one, p

ij  the plastic 

strain rate one, ij  the stress rate one, E  and v  the Young’s modulus and 

Poisson’s ratio, and ˆ( )H   the hardening modulus, which can be approximately 

calibrated through a simple stress-strain relation, e.g. pˆ( ) d / dH    represents the 
hardening modulus at the stress amplitude value as ̂ , respectively. From equations 
(1) and (4), (7), (10) and (11), we have  

*

e s

*
m

e s Y

m2

3 1
0.09 ,  TG model

2

3 1
0.18 ,  GAZT model

2

1 3
3 ,  DF model

ˆ[1 ( / 3) ] 2 3

ij ij

ij ij
ij

ij ij

s

s

s

 
 

  
   

  
 





   
           

       (12) 

The form of rate ̂  can be easily found from the previous definitions of generalized 

effective stresses. 



 

Coupling the constitutive equation (11) and the deformation geometry 
equationsand equilibrium equationsand appropriate boundary conditions, the 
elasto-plastic analysis for the foam materials can be carried out.  

 

3. Generalized cohesive force model and solution 
 

Due to the nonlinearity of equations we can find that the elasto-plastic analysis of 
crack problems of metal foams is very difficult, the exact analytical solution is almost 
not available. But the application of some simple physical models can simplify the 
solving dramatically. It is well-known that the Dugdale model [7], or the 
Dugdale-Barenblatt model [7, 8], or the cohesive force model is very effective in the 
study of plastic fracture of conventional structural materials. A similar work is the 
so-called BCS model [9, 10]. We extend the Dugdale model for conventional 
structural materials into the foam materials, the statement is as follows. 

 
3.1 Generalized cohesive force model for cellular/foam materials --plane strain 
state 
 

Assume that an infinite plane of foam material with a Griffith crack subjected a 
uniform tension ( )  at infinity, refer to Fig.1, in which the pulling stress ( )p   , 
and the plastic zone around crack tip is with a narrow band type, whose length is 
denoted by d , but its value is unknown at moment to be determined. 

 

Fig. 1 The generalized cohesive force model for infinite specimen 

 

According to the yield criteria of TG, GAZT, DF models respectively, the 
corresponding Dugdale plastic zone near the crack tip leads to  

Y0,  :  ,  0yy xyy a x a d          (13) 

Based on the constitutive laws of listed by (11) with (4), (7), (10) respectively, 
where Y represents the uniaxial tensile yield limit of foam materials, and the 



 

parameter  describing cellular/foam materials behaviour and stress state, for plane 
stress case: 
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(14) 

Though there is a new unknown quantity d , the nonlinear problems is linearized, 
so the equations are reduced to biharmonic equation: 

2 2 0U                                         (15)   
where 2 2 2 2 2/ ,  / ,  /yy xx xyU x U y U x y             .The complex representations 

ofU is the stress potential function, iu the displacement vector and ij is similar to that 

given in conventional structural materials.  
The corresponding boundary conditions are  
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(16) 

The linearization problem of cellular/foam materials is concluded to solve the 
boundary value problem. 

Similar to the classical plastic fracture theory, the solutions are 
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sec 1
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(17)   

and 
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Y

t
Y

8
CTOD ln sec

2

a

E
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in which equation (17) determines the plastic zone size, and equation (18) gives the 
crack tip opening displacement (these two equations were first given by Fan et [5]), 
respectively. The both formulas contain the parameter  describing behaviour of foam 
materials. The variations of the crack tip opening displacement versus applied stress 
for different values of the new material constant for DF model are shown in Figs. 2  
in which the foam material constants 0.271GPa,  0.811MPaYE   .  
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Fig. 2 Variation of values of t  versus applied stress for infinite specimen 

 
3.2 Generalized cohesive force model for cellular/foam materials --plane strain 
state 
 

The discussion is similar to Subsection 3.1, the only differences lie in that the 
boundary conditions (16) are replaced and the parameter   (given by (14) ) is 

replaced by ' (given by the following (20)) 

'0,  :  ,  0yy Y xyy a x a d                                  (19) 
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(20) 

The solutions are similar to those in Subsection 3.1, the only difference is that the 

parameter   should be replaced by '  

( )
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4. The development of the generalized cohesive force model  
 
In the applications, the finite size specimens are particular important, which are 

discussed as following. 
 

4.1 Central crack specimen of finite width  
 
4.1.1 Plane stress state 
 

The approximate analytic solution is obtained as follows 
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4.1.2 Plane strain state 
 

The solution is 

' ( )
Y

t 2 '
Y

82
CTOD tan ln sec

2 / (1 ) 2
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a W E v

  
   

                   
         (24) 

 
4.2 Single edge crack specimen with finite width  

 
Another significant specimen is single edge crack specimen, shown as below: 
 

 
Fig. 3 Single edge crack specimen under tension 

 
4.2.1 Plane stress state 
 

The approximate analytic solution is obtained as follows 
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In the derivation the conformal mapping 
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is used to transform region of the specimen at the physical plane (i.e., the z  plane) 
onto the upper half-plane at the mapping plane (i.e., the   plane ). 
 

4.2.2 Plane strain state 
 

The solution for plane strain is 
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84 2
CTOD tan ln sec
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             (27) 

The numerical results are shown in Fig.4. 

 

Fig.4Variation of values of t  versus applied stressfor finite specimen with a/W =0.3 

 
4.3. Pure bending specimen of central crack  

 
The pure bending specimen is significant in applications. 
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4.3.1 Plane stress state 
 

The solution is  
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in which M  is bending moment, the a  crack length, the W width of specimen, and 
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the plastic zone size, and the others are the same defined before.  
 

4.3.2 Plane strain state 
 

The solution for plane strain is  
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and 
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5. Finite element analysis  
 
Analytic solutions also have their limitations, and numerical method is important 

as well. We list a part of numerical solutions conducted by finite element method. 
 

5.1 Single edge crack under tension[14] 
 



 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
0

0.5

1

1.5

2

2.5

3

3.5

4

4.5
x 10

-3

0/Y

  t

 

 

a/W=0.1
a/W=0.2
a/W=0.3
a/W=0.4
a/W=05

 
Fig. 5The CTOD of a finite size edge crack specimen of  

cellular/foam materials indifferent a
w  

The comparison between Fig.4 and Fig.5 shows the analytic and numerical 
solutions are in good agreementwith each other. 

 

5.2 Single edge crack under bending 
 
The elasto-plastic analysis of metal foam in terms of finite element is carried out, 

the plastic zone around crack tip is shown in Fig.6. 

 
Fig.6The plastic zone around crack tip 

 

6. Crack slowly growth  
 
The crack growth in the metal foams is significant, we discussed two cases and 

introduce as below. 
 

6.1 TG model [5,15] 



 

 
In the analysis we developed the singular perturbation, see Fan et al [5]. The 

constitutive law for TG model is, refer to equations (15) and (16) 
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The singular perturbation is taken as  

( )
0

0

( ) , ln      






 s m m
ij ij

m

R
r

                                (34) 

in which 0 denotes the yield stress in uniaxial tension, s a parameter to be 

determined,
( ) ( ) 
ij

m
the expansion coefficients, R  the size of crack tip, and r  the 

distance measured from crack tip.  
The structure of the plastic zones around crack tip and the stress distribution are 

found by further analysis, but the results are omitted due to the limitation of space. 
 

6.2 DF model[6] 
 

The perturbation analysis and results are also constructed, but omitted due to the 
limitation of space. 
 

7. Crack fast propagation[5] 
 

Some approximate solutions for crack propagation in the material have been 
obtained as well but the discussions are omitted here. 

 

8. Fracture criteria 
 
Because the metal foams are plastic material, the fracture presents plastic 

behaviour, the fracture should be used the crack tip opening criterion rather than stress 
intensity factor criterion, i.e., 

  c
t t  (35) 

in which c
t is the critic value of t , a material constant, measured by experimental 

tests. In the above the main attention of our analysis lies in the determination of the 
crack tip opening displacements for various specimens, because the quantity presents 
the fundamental importance in the plastic fracture analysis.   

 

9. Conclusion and discussion  
 
The above discussion gives a comprehensive introduction on the plasticity of 

metal foams, plastic fracture theory and some solutions for cracked specimens with 
infinite and finite sizes. These solutions are useful to the theoretical and experimental 
studies. In the work the complex analysis is developed. 
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Abstract: This paper aims at finding the sources of crack development in modern structures at an 
elevated temperature and under severe vibrations due to excessive load magnitudes and also of ceismic 
vibrations. In the present paper attempts have been made for solving the problems relating to large 
amplitude vibrations of uniform elasto plastic plates and shells under both static and dynamic loads 
using the method of constant deflection contour lines[8-15]. Also, the effect of crack development and 
its propagation through the structures have been studied rigorously. The works in this field by numerous 
researchers are discussed shortly in the introduction and considering all the assumptions made by them 
after proper correction compatible with the boundary conditions, the present author tries to develop the 
equations with consideration of  multi aspect crack generating factors and their impact on the time 
periods of nonlinear vibration of the structures and the results obtained for a crack structure are 
presented along with that of the  non cracked structure. 

I N T R O D U C T I O N 
                                                                                      

Modern structures are often subjected to severe vibrations and high temperatures.  Sometimes the 
magnitudes of the applied forces or loads become very large, exceeding the elastic limit and brittle 
strength of the material used. Ceismic vibrations during earth quake, crashes and blasting of bombs etc. 
sometimes initiate the growth of fractures within the structures  Also, if there exist any source of fracture 
like crystal defects, brittle disorder, imperfections etc within the structures (may or may not be visible 
from outsides), fracture will be developed and during the  load variations in static cases or during 
vibrations in all dynamic cases and also during temperature elevation , the fractures have got dynamic 
character; i.e., crack begins to propagate through the structures causing  a notable variation of the 
magnitude of the flexural rigidity of the material. Gradually, the crack developed within the structures 
causes a damage of the system due it its growth and dynamic nature. Griffith [1], Irwin[2], E. Erdogan 
[3], Orowan [4], G.I. Barenblatt [5], D.S, Dugdale [6], J. R. Wills [7] had made extensive researches on 
fracture mechanics. Some had attempted to explain the fracture character in structures assuming some 
sort of flaws within it. But all the works are based on some highly simplified hypothesis. To verify the 
flaw hypothesis, Griffith introduced an artificial flaw in his experimental specimens. The artificial flaw 
was in the form of a surface crack which was much larger than other flaws in a specimen. Irwin 
strategically partitioned the energy in two parts; the stored elastic strain energy which is released as a 
crack grows. This is the thermodynamic driving force for fracture and the dissipated energy which 
includes plastic dissipation and the surface energy also any other dissipative forces that may be at work. 



  

The dissipated energy provides the thermodynamic resistance to fracture. The Stress Intensity Factor is 

given by the following equations.                          

where E is the Young's modulus, ν is Poisson's ratio, and KI is the stress intensity factor in mode I. Irwin 
also showed that the strain energy release rate of a planar crack in a linear elastic body can be expressed 
in terms of the mode I, mode II (sliding mode), and mode III (tearing mode) stress intensity factors for 
the most general loading conditions. Irwin adopted the additional assumption that the size and shape of 
the energy dissipation zone remains approximately constant during brittle fracture. This assumption 
suggests that the energy needed to create a unit fracture surface is a constant that depends only on the 
material. This new material property was given the name fracture toughness and designated GIc. Today, 
it is the critical stress intensity factor KIc, found in the plain strain condition, which is accepted as the 
defining property in linear elastic fracture mechanics. 

By applying the theory of fracture mechanics one can study the propagation of cracks in materials. 
Fracture Mechanics uses methods of analytical solid mechanics to calculate the driving force on a crack 
and those of experimental solid mechanics to characterize the material's resistance to fracture. It applies 
the Physics of Stress and Strain, in particular the theories of elasticity and Plasticity, to the microscopic 
Crystallographic defects found in real materials in order to predict the macroscopic mechanical failure of 
bodies.A comparative study of the static and dynamic characteristics of the structure will provide a 
notice for of such a failure before hand . The prediction of crack growth is at the heart of the damage 
tolerance discipline. Still, by studying the static and dynamic characteristics of the structures and 
comparing the results with the standard results of the same structures without any crack, an estimation of 
the safety factor may be obtained with ease.  

Derivation Of The Governing Differential Equations for A Non Cracked Structure 
 
A shallow shell of uniform thickness  `h ` is considered. Let the equation of the middle surface of the 
shell, referred to an orthogonal coordinate system (x,y,z), be given by  
         
                          Z  =  (  x 2 /  2 R x   )     +    (  xy  / R xy   )     +   ( y 2/ 2 R y)                              (1)                         
                                       
For  a shallow shell   r  = √ ( x 2  +  y 2 )   considered small in comparison to the  least of the radii of 
curvature, R x  ,  R  xy and  R  y which are taken to constants.When the shell experiences axisymmetric 
free vibration the  intersections of the deflected surface and the parallels  z  =  constant yield contour 
lines of constant deflection. Application of D` Alembert`s principle to an element of the shell bounded 
by such a contour at any time τ and subsequent summation of the forces in the direction normal to the 
surface yields the following dynamical equations [1] : 
 ∫V n   ds +  ∫ ∫[ρ h  ( ∂ 2 w ) / ∂ τ 2   +  ( N x ) / R x   +( N y ) / R y  + 2  ( Nxy )/R xy  ] dx dy  =  0      (2)           
 where the transverse reaction forces  Vn = Qn  - ∂/∂s( Mnt ) in absence of fractures,                     (2,a)                         
Vn = Qn  - ∂/∂s( Mnt ) – f(a, G, K), the last term is due to fractures,                                                (2,b)                         



  

represents the effect of the  shearing force  Qn and the edge-rate of change of twisting moment  Mnt 
along the contour  Cu . According to Ilyushin`s  theory of the elastic plastic deformation (1948), the 
bending moments Mx,My,Mxy and their shear forces Qx, Qy are given by the following relations:                                
                         
                          
                          Mx  =  - D ( 1 – ν ) { (∂2w/∂x2)  + ν (∂2w/∂y2)}                                                     (3) 

  My  =  - D ( 1 – ν ) { (∂2w/∂y2)  + ν (∂2w/∂ x2)}                                                               
Mxy  =    D ( 1 – ν ) ( 1 – Ω ) (∂2w / ∂x∂y )                                                                                                
Qx    =   (∂/∂x)  { M y} –  (∂/∂y)  {Mxy}  

                        Qy    =   (∂/∂y)  { M x} –  (∂/∂x)  {  M xy)  }   
                       Qn   = Qx  Cosα   +  Qy  Sinα 
 

Mnt  =   Mxy ( Cos2 α  - Sin2 α )  +  (Mx - My) Sin α Cosα                                        (4)                            
                  
Where,  Cosα  =  (dy / ds )  and   Sinα = - ( dx / ds ) . 
 
Here, ρ, h and w are, respectivly, the mass density, the shell thickness and the deflection. Using the well 
known expressions for the moments and shearing forces and assuming that the membrane forces N x,, N 
y  and Nxy are given by                                  
                      
 N x  =  (∂ 2 Φ  / ∂  y2 ),   N y    =(  ∂ 2 Φ  / ∂  x 2 ),  N xy= - ( ∂ 2 Φ  / ∂ x ∂ y)                                     (5)                          
Equation  (2)  finally reduces to: 
 
(∂ 3w/∂ u 3) ∫( 1 - Ω ) Rds  + (∂ 2w/∂ u 2)  ∫( 1 - Ω ) F ds  +  (∂w/∂ u)  ∫( 1 - Ω  G ds                                                       
+ (∂ 2w/∂ u 2)  ∫ D [(∂ Ω /∂ x ) (∂ u /∂ x )  + (∂ Ω /∂ y ) (∂ u /∂ y )  ]  √ t ds  +  (∂w/∂ u)  ∫  (D / √ t ) [K(∂ 
Ω /∂ x )  + L (∂ Ω /∂ y )]  ds  + ∫∫ [ρ h   (∂ 2w/∂ τ 2  ( 1/ R x )( ∂ 2 Φ  / ∂  y2 )   + ( 1 / R y ) (  ∂ 2 Φ  / ∂  x 2 )                     
-  2 / ( R xy ∂ 2 Φ  / ∂ x ∂ y ]  dx dy  =  0                                                                                              (6)                          
Where R,F,G are given in Ref.13,    D =  ( E h 3 / 12 (1 – ν2 )  ,is the flexural rigidity. 
Here, Ω = 0 when  e  ≤ 1, the region is elastic ; when  e > 1 the  region is 
plastic.  Also,      Ω  =  λ [ 1 – ( 3 / 2e )  + ( 1 /2e3  )                                                                                         

and  e2 = (h2/3es 2) [(∂2w/∂x2)+(∂2w/∂y2 )+(∂2w/∂x∂y)+(∂2w/∂x2) (∂2w/∂y2)                                           

           =  (h2/3es 2) [ M  (∂w/∂u)2+  N(∂w/∂u) (∂ 2w/∂u2) (∂w/∂u) + t 2 (∂ 2w/∂u2)                       (7)                           
in  which  es  is the yield strain,  ν   is  the poisson`s ratio,  D is the flexural rigidity of the plate material, 
λ is a material   constant .  
 Here ,   M  =[ u , xx 2  + u, yy 2 + u,xx u, yy + u,xy 2 ] 
             N   = [ 2 u,x 

2 u,xx + 2 u,y 2 u,yy + u,xx u, y 2  +u,x u,yy + 2 u,x u,y u,xy ]                                                                  
t 2   = ( u,x 2 + u,y 

2 )   
Considering only the transverse vibration, we assume that          
                                                                      w  =  W( x,y ) f (t)                                                           (8) 
                                                                      Φ  =  Φ ( x,y ) f(t)                                                           (9) 
Equation (6) will now reduce to 
    [(∂ 3W/∂ u 3) ∫  ( 1 - Ω ) Rds  + (∂ 2W/∂ u 2)  ∫( 1 - Ω )  F ds  +  (∂W/∂ u)  ∫( 1 - Ω )   G ds                                         
+ (∂ 2W/∂ u 2)  ∫ D [(∂ Ω /∂ x ) (∂ u /∂ x ) + (∂ Ω /∂ y ) (∂ u /∂ y )  ]  √ t ds  +  (∂W/∂ u)  ∫  (D / √ t ) [K(∂ 



  

Ω /∂ x )  + L (∂ Ω /∂ y ) ] ds ] f(t) + ∫∫[ρ h W f``` (t) +{ ( 1/ R x )( ∂ 2 Φ  / ∂  y2 )   + ( 1 / R y ) (  ∂ 2 Φ  / ∂  x 
2 )  - 2 / ( R xy ∂ 2 Φ  / ∂ x ∂ y } f(t)] dx dy  = 0                                                                                     (10)                      
Consequently, the condition for continuity of deformation reduces to 
     4  Φ  =  { 12D (1 – ν 2 ) } / h 2  ( 1 - Ω ) [( 1/ R x )( ∂ 2 Φ  / ∂  y2 )   + ( 1 / R y ) (  ∂ 2 Φ  / ∂  x 2 )  
 -  2 / ( R xy   )                                                                                                                                       (11)                       
 
This equation must hold over all points in the interior of the shell. After integration over the area and 
application of Greens theorem one obtains : 

(d3Φ/du3     )∫  Rds +( d2 Φ/du2     )∫  Fds +( dΦ/du  ) ∫  Gds * 12D2 ( 1 – v2 ) / h2 ( 1 - Ω )( dW/du )  
∫ Kx ( ∂ u / ∂y )2  +  Ky  ( ∂ u / ∂x )2 / t½ ds  =  0                                                                                   (12)                    
 
where  Kx  and K y denote curvatures at a point and K xy has been assumed to be zero in accordance 
with the shallowshell theory. Equations ( 11) and (13) are now the two basic equations for large 
amplitude vibration of shallow shell.    
 
  
                                                                                    
 

  
  
 
                         Internally Cracked shallow domes and  isodeflection contour lines                                                       
 
                                                              Figure-I 
                                                          

ILLUSTRATION: 
                                                                      
Let us now consider a clamped dome of non-zero curvature upon an elliptic base. For the first  

approximation  under symmetry consideration we may write 

                                                                           u  =  1  - x 2 / a 2  - y 2 / b 2                                          (13) 
 
Performing the contour integrations taken around the closed contour            
                                                                           u  =  1  - x 2 / a 2  - y 2 / b 2 

 



  

And the double integration extending over the ellipse                         
                                                                            x 2 / a 2  + y 2 / b 2  =  1 – u                                      (14)                       
Equation (11) in non dimensional form becomes 
 
( 1  - Ω ) ( 1 – u ) (d 3W/d u 3 )  - 2  ( 1  - Ω ) (d 2W/d u 2 )   - ( d Ω / d u ) [ ( 1  -  u ) (d 2W/d u 2 )  - 
2 P {  ( 1/ a 4 )  +  ( 1  / b 4 )  + 2 ν / a 2 b 2 ) ( d W / du )  ] +(ρ h 2 ω 2 P) / (2  D e s a 2) - {( E h γ)/D } 
(d Φ/ du )  =  0                                                                                                                              (15) 
                                                                                                                                                                   
where   P   =   ( a 4 b 4 ) / (3 a 4  +2 a 2 b 2 +  3 b 4 ), while equation ( 12) in non dimensional form 
will reduce to 
 ( 1 – u)  ( d 3 Φ / du 3 )  - 2(d 2 Φ/ d 2 u )  + ( 1 - Ω ) γ ( d W / d u )  =  0                                      (16)                           
with γ = p ( kx / b2 + ky / a2 ) ;  W = wh/  es a2 ; Φ =  φ/Ee s a 2                                                      (17)                           
(18)                                                                                           

METHOD OF SOLUTION 
 
On substitution of the value of Ω into equations  ( 16 )    &   ( 17 ), one obtains 
[( 1 – u ) (d 3W/d u 3)  -  2(d 2W/d u 2 )]  Q 1 f(t) -   [ 2M (d 2W/d u 2 ) ( d W / du ) + N(d 2W/d u 2 ) 2      

N (d 3W/d u 3)  ( d W / du )  +  2 t 2 (d 3W/d u 3)  ( d W / du )  ]   [( 1 – u )(d 2W/d u 2)  - 2 P 1( d 
W/du)Q 2 f3 ( t)   - (Eh γ/D) f(t) ( d  Φ / d + (ρ h   / (2  D e s a 2)   f`` (t)  = 0                                (18)                            
 
and    ( 1 – u )  ( d 3 Φ / du 3 )    - 2(d 2 Φ/ d 2 u )   +      Q 1 γ( d W / d u )    = 0                         (19)                              
 
Where ,  Q 1 =  [  2 e 3 (  1 – λ )  + λ ( 3 e 2 – 1 )] /2 e 3     ;             Q 2  =  (λ/4 e5)( e 2 – 1)             

                                                                                                                 
 P 1  = P ( 1/ a 4 + 1/ b 4 + 2   ν/ a 2 b 2 ) 
 
Also, e 2  is given by 
  e 2 =  ⅓[ M ( d W / du )  2  + N  ( d W / du ) ( d 2W/d u 2 ) +  t 2 (d 2W/d u) 2]                         (20)                             
                              
Suppose the shell is completely clamped along the boundary. 
 
The boundary conditions are given by 
                                                               W    =  0  =   (dW/du)   
                                                                    u=0                          u=0 
                                                               Φ|   = 0  = (d Φ/du)  |  
                                                                   u=0                             u=0  
 
To find an approximate solution, we assume  the following trial solutions: 
                                                           W =  Σ a j u j  ;    Φ  = Σ  b j u j                                            (21)                            
 
On substitution of these trial solutions in equations (16) & (18), we get  the residuals R 1 
& R 2 which, after the application of Galerkin`s  procedure, yield the following results.    

                                                                                                                                                        
(ρ h2  P) / (6  D e s a 2) f``(t)  =  [(4/3) Q 1 a 2   +(Eh γ/2D)  b 2] f(t)   
+[ (4/5) M  +(2/3) N – (32/5) M P 1 – 4 N P 1 ] Q 2 a 23 f  3(t)                             (22)                        

                                     and      b 2  =  (3/8) Q1  γ a 2                                                                                   (23)                                           



  

                           
while the average value of  `e` happens to be 
                           e  = a 2  √ [(1/a 4) +(1/b 4 ) +( 2/a 2 b 2) ] ( 40/9)                                      (24) 
 
  From equations (22) & (23), one obtains the following time differential equations in f(t): 
 
                                                   f``(t)  +μ f(t) + ζ f 3 (t)  = 0                                                   (25)  
  where,     μ  = -( 6 D e s a 2 / ρ h 2 P ) [ (4/5) M + (2/3) N – (32/5) M P 1 – 4 N P 1 ] Q 2 a 23   

 

Since the series is rapidly converging hence considering the first few terms one may obtain the  

approximate   value of the central deflection   w* as    

                                                         w *   = Σ  a j     
                                                                           j                                                                                                       
The solution of equation  (25) is given by  
 
                                        f(t)  =  a 0 Sin [ μt { 1 +  (3/8) a 0 2( ζ/μ)   }  + θ 0  ]                               (26) 
 
The time periods of the  non-linear and linear oscillations are     
                                                              
 T*  =2π/ [ μ { 1 + (3/8) a 0 2( ζ/μ)   }]    and  T =  2π/ μ. 
 
Thus     [T /T* ]   = 1/ { 1 + (3/8) a 0 2( ζ/μ)                                                                               (27)  
 
 
 
                                                                        
                                                      N U M E R I C A L   R E S U L T S 
 
 
Numerical results are computed both for circular and elliptic plates & shallow domes upon 
the circular & elliptic bases in the elastic and elastic plastic regions and these are 
presented in tables ( 1 – 4 ). The computations are made with different values of the 
shallowness parameter ( 2 γ / h ) and material constant ν = 0.3. Dynamic responses of the 
elasto-plastic shells for moderately large amplitude are obtained from the same differential 
equations.  Moreover, effect of crack /  fractures are computed with the same equation 
only changing the term for Vn in equation (2,b) and making  subsequent changes in other 
equations and the results are presented in the tables  from (1-4, red coloured) .This is no 
doubt advantageous as such both static and dynamic behaviors are obtained 
simultaneously with least effort.                                                            
                                                
 
 
 
 



  

                                                                       
                                                                  T A B L E   - 1       
 
Free vibrations of clamped plastic shallow shell with circular planform. First row results for 
without crack while the second row results[Red coloured] are with crack. 
e >1  ,   a = b, ν = 0.3  ,λ =1 
                                                                                            T*/T→ 
                           

W*a0→ 0 0.5 1.0 1.5 2.0 
   
2γ/=0  
 

1.0000 , 
1.0276        
                                    

1.0256 
1.0453 
 

1.1111
1.0689 
 

1.2903
1.3561 
 

1.6666
1.7860 
 

2γ/h=1 1.0000 
1.0045 

1.0184 
1.0235 

1.0778 
1.0976 

1.1940 
1.2357 

1.4063 
1.5872 

2γ/h=2 1.0000 
1.0011 

1.0099 
1.0212 

1.0411 
1.1676 

1.0975 
1.2879 

1.1874 
1.3654 

2γ/h=3 1.0000 
1.0078 

1.0056 
1.0487 

1.0230 
1.1432 

1.0532 
1.1769 

1.0985 
1.1980 

2γ/h=4 1.0000 
1.0061 

1.0037 
1.0764 

1.0149 
1.1267 

1.0345 
1.1478 

1.0621 
1.1645 

2γ/h=5 1.0000 
1.0032 

1.0024 
1.0989 

1.0095 
1.1087 

1.1215 
1.1112 

1.0390 
1.1313 

                                                                         
                                                                                 T A B L E   -2   
 
                                                                                 
Free vibrations of clamped plastic shallow shell with elliptic planform . e >1  ,   a =2 b, ν = 
0.3  ,λ = 1. First row results for without crack while the second row results[Red coloured] are 
with crack.                                                                                                                                                                         
                                                                                                                        T*/T→ 
 

W*a0→ 0 0.5 1.0 1.5 2.0 
2γ/h=0  
 

1.0000 
1.0087 
 
 

1.0866 
1.1432 
 

1.4682 
1.8760 

2.5398 
2.7890 

4.6241 
5.0023 

2γ/h=1 1.0000 
1.1123 

1.0611 
1.1564 

1.2995 
1.8709 

2.0768 
2.9556 

2.2857 
3.0986 

2γ/h=2 1.0000 
1.2345 

1.0325 
1.4532 

1.1439 
1.6750 

1.3947 
1.9870 

2.6125 
3.1012 
 
 

2γ/h=3 1.0000 
1.5680 

1.0182 
1.7690 

1.0771 
1.9080 

1.1919 
2.3240 

1.4009 
3.4532 

2γ/h=4 1.0000 
1.6730 

1.0133 
1.8750 

1.0468 
2.0021 

1.1117 
2.0234 

1.2176 
3.6700 

2γ/h=5 1.0000 
1.8870 

1.0075 
2.0222 

1.0310 
2.3421 

1.0726 
2.4562 

1.1367 
3. 7800 

                                                                                 
 
 



  

                                                                          T A B L E  - 3 
 
Free vibrations of clamped elastic shallow shell with circular planform . e >1  ,   a = b, ν = 
0.3  ,λ = 1. First row results for without crack while the second row results[Red coloured] are 
with crack.                                                                      T*/T→ 
 

W*a0→ 0 0.5 1.0 1.5 2.0 
2γ/=0  1.0000 

1.0500 
1.9582 
2.1865 
 

0.8513 
2.5087 
 

0.7179 
3.1254 
 

0.5887 
3.2754 
 

2γ/h=1 1.0000 
1.0836 

1.9695 
2.3905 

0.8880 
2.6540 

0.7789 
3.2300 

0.6646 
3.4322 

2γ/h=2 1.0000 
1.1021 

1.9831 
2.5214 

0.9355 
2.8800 

0.8657 
3.3500 

0.7840 
3.4804 

2γ/h=3 1.0000 
1.1208 

1.9903 
2.7806 

0.9623 
2.9231 

0.9189 
3.5602 

0.8645 
3.7120 

2γ/h=4 1.0000 
1.1457 

1.9936 
2.9807 

0.9751 
3.0061 

0.9457 
3.6615 

0.9074 
3.8654 

2γ/h=5 1.0000 
1.1674 

1.9960 
3.0085 

0.9838 
3.0120 

0.9645 
3.7211 

0.9385 
3.9800 

                      
             
                                                                                                             

T A B L E - 4 
                                                                                                                                                                                      
Free vibrations of clamped elastic shallow shell with elliptic planform . e >1  ,   a = 2b, ν = 
0.3  ,λ = 1   . First row results for without crack while the second row results[Red coloured] are 
with crack.                                                                                                                                                                        
T*/T→ 

W*a0→ 0 0.5 1.0 1.5 2.0 
2γ/=0  1.0000 

1.0764 
0.8778 
2.3421 

0.6423 
2.3675 

0.4436 
3.1586 

0.3098 
3.4210 

2γ/h=1 1.0000 
1.0887 

0.9085 
2.4531 

0.7130 
2.4722 

0.5247 
3.4326 

0.3883 
3.4789 

2γ/h=2 1.0000 
1.0912 

0.9479 
2.6487 

0.8200 
2.7120 

0.6692 
3.6870 

0.5323 
3.7123 

2γ/h=3 1.0000 
1.1105 

0.9697 
2.7896 

0.8888 
2.8760 

0.7805 
3.8902 

0.6667 
3.9431 

2γ/h=4 1.0000 
1.1236 

0.9808 
2.9807 

0.9276 
3.0023 

0.8507 
3.9034 

0.7622 
3.9890 

2γ/h=5 1.0000 
1.1432 

0.9865 
3.0231 

0.9480 
3.0765 

0.8902 
3.9986 

0.8203 
4.0064 

                      
                                                                        
                    
 
 
 
 
 
 



  

O B S E R V A T I O N S  A N D   C O N C L U S I O N S 
 
It is observed that the results obtained for elastic shallow shells  are in excellent agreement 
with those obtained in [ 4, 5].Also, the results for plastic shells  based on circular and elliptic 
domes are in good agreement with those obtained in [ 4 ].  It is found in both the cases that the 
ratio of nonlinear to linear time periods become larger in case of plastic shell in comparison to 
those obtained in case of  elastic shells and which is expected. This actually supports the 
application of the isodeflection contour lines method to analyse such problems. Inspite of that 
the method has some limitations. It heavily relies on the accuraqcy of the choice of the iso-
deflection contour function u(x,y). The main advantage of the method lies in the fact that once 
the  form of the function u (x,y) is chosen suitably the remaining task can be tackled with ease 
and accuracy. Numerical results [red coloured] obtained for the plates and shells in presence of 
fractures reveal the fact that  due to reduction of the values of elastic constants reaction falls 
and some irregularities are observed when the cracks propagating through the specimen 
increasing their dimensions which is expected. 
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Abstract 
 
The concept of  creating intense pulsed ion beam from source based on cryogenic target of inert gases (Xe) 
irradiated by intense electrons beam from the cathode with explosive emission in the nanosecond range was 
realized. 
The studies were conducted on the modernized experimental equipment consisting of a short high- voltage 
pulse generator GKVI-300, high-vacuum pumping system based on  turbo-molecular pump TMN-1000M 
with the ability to hold pressure in research chamber ~ 6101 −⋅  Torr, Gifford-McMahon cryocoolers MSMR-
110-3,  2/20 with closed He – cycle that provides cooling temperature T=20K and a gas injection system.  
Gas xenon (Xe 4,8, with the percentage of xenon 99,9988%) was used as working gas It ffreezes to copper 
anode plate cooled to a temperature of 45-50 K. 
As a test materials were selected D16 aluminum alloy and stainless austenitic steel 12X18H10T (cryogenic 
constructional steel) having wide practical application. 
Micro-topography surface and X-ray photoelectron spectra of samples were obtained at an atomic force 
microscope  Solver PRO-M  and the electron spectrometer  ESCALAB-5 (line Kα Al (hν =1486.6 eV)) . 
The impact of short-pulsed ion beam on a sample of D16 alloy and stainless steel 12X18H10T leads to 
erosion of the surface in the form of separate craters, the depth of which depends on the hardness of the 
material and the number of pulses. Uniform over the surface area distribution of craters can be achieved 
when placed in front of target fine-mesh nets of a refractory metal such as molybdenum.  
A numerical simulation of fracture of aluminum target by a beam of high-energy ions, the finite element 
method, corresponding flow through one grid was realized. The results are in good agreement with 
experimental data. 
 
Keywords: ion  beam, electron beam, erosion, cryogenic target, computational modeling 
 
1. Introduction      
Influence of powerful short-time beam of particles – photons, electrons, ions – on physical and 
mechanical properties of constructional materials represents a great interest, both with theoretical, 
and from the practical point of view. It gains special relevance in connection with the technogenic 
accident which have occurred recently, especially on nuclear power plants where the processes 
caused by fast particles are extremely important. Influence is capable to modify significantly 
physical and chemical and mechanical properties of materials. The knowledge of mechanisms of 
changes of properties is extremely necessary as for an estimation of possible changes under the 
influence of particles, and in connection with prospects of creation of new functional materials and 
changes of characteristics in the necessary direction. Studying of influence of the ions having high 
energy, on constructional materials very important. Radiation bunch processing everything is wider 
and more widely applied to modifying of near-surface layers of parts that allows to improve 
considerably their operational characteristics [1]. The particular interest represents research of 
influence of the short-time beam having a number of features in relation to influence on physical 
and mechanical characteristics. The large number of the designs, allowing to receive ionic bunches 
with various parameters [2] is so far developed. However they represent rather difficult devices that 
does them extremely expensive. In this regard in this work researches on creation of the source, 
allowing to receive short-time, about 10-100 nanoseconds, a beam of ions of the high power which 
design has to be most adapted for the available equipment are conducted. 



 
2. Experimental techniques 
 
The main idea based on creation of a source of ions, consists in the following. The generator of 
short high-voltage impulses of GKVI-300 allows to receive a short-time pulse beam of the electrons 
having high energy. This beam can be directed on a material containing atoms of the necessary 
grade. This leads to a number of processes (thermal heating, an electronic and stimulated desorption, 
cascade ionization) and at a surface of the anode is formed the plasma consisting of electrons and 
ions of a various charges. These ions, being positively charged, move in the direction,  return to 
electrons beam. It is a so-called passive source of ions. In our case the version of the cryogenic 
passive anode which allows to receive unicomponent structure of an ionic bunch is chosen. 
When developing a design a number of the moments was considered. First, it is necessary that issue 
of electrons which in available strong electric fields has explosive character, didn't lead to changes 
on a surface of the sample which is a part of cathode assembly. Therefore the cathode was made 
compound. It represented a ring in which the sample (fig.1) took place.  
 

 
Fig. 1. Schematic image of a source of ions. 1 – cathod ring, 2 – a sample, 3 – a reflecting layer for 

registration of mechanical stress by an interferometric method, 4 - a layer of the condensed inert gas, 5 – the 
anode, 6 – the volume cooled by the cryorefrigerator. 

 
Edges of a ring 1 have the pointed form and protrude from the sample 2. When giving a high-
voltage impulse electron emission happens from a ring edge as such geometrical form provides the 
greatest intensity of electric field in this place. The sample thus doesn't participate in formation of 
an electronic beam. The back party of a sample is polished to mirror shine and serves as an 
informative mirror of the interferometer of Michelson by means of which shift of this surface is 
measured. Shift arises owing to impact on a sample of an ionic beam. In the ring cathode there are 
openings for leading of a laser beam of the interferometer. 
The second important point belongs to an anode material. At impact of ions on a solid body it 
is  important  that  there was no  chemical  interaction  between  ions  and  atoms of  a material. 
Otherwise  it  can  lead  to  change  not  only mechanical  and  structural  properties,  but  also  to 
change of a chemical composition. In this regard ions of inert atoms are the most suitable. As 
that  xenon was  chosen.  The  choice  was  dictated  by  possibility  of  condensation  of  this  gas 
when cooling anode. For this purpose the anode was carried out in the form of a rod 5 cooled 
by system, consisting of compressor installation with the control and management block and 
a cooler. Such system allows to receive the xenon layer which thickness is defined by pressure 
of gas filled through a inlet valve and hold time on an anode surface. After achievement of a 
layer  of  the  necessary  thickness  xenon  is  pumped  out  up  to  the  pressure  ~  10‐6 Tor.  Such 



sequence of actions provides localization of a place of formation of ions. Ionization of atoms of 
xenon takes place only in close proximity to an anode surface.  Besides, in high vacuum length 
of  run  of  particles  considerably  exceeds  an  available  interval  between  the  anode  and  the 
cathode.  It means that dispersion of ions in such conditions is negligible.  
 
2.1. Experimental unit 
 
Researches were conducted on the modernized experimental unit consisting of the generator of 
short high-voltage impulses of GKVI-300, the research camera which appearance is given on Fig. 2, 
high-vacuum pumping system, MCMP-110-3,2/20 Gifford-Makmagona cryorefrigerator with 
closed He – cycle providing temperature of cooling of Tcoll=20 K and gases inlet system. 
 

Appearance of the block of a cooler and cooling head is given on Fig. 3. 

 
Air pumping from the research camera was carried out by means of the turbomolecular pump 
TMN-1000M, for the purpose of an exception of vapors of oil in it. Thus working pressure in the 
research camera made ~ 1·10-6 Tor. 
As studied constructional materials the aluminum alloy of D16 and stainless steel of an austenitic 
class 12X18H10T (steel constructional cryogenic), having broad practical application were chosen. 

 
Fig. 2.  Appearance of the research camera and  gases inlet system . 

 

   
(a)  (b) 

Fig. 3. Appearance of the block of a cooler (a) and cooling head (b). 



Samples represented disks with a diameter of 7 mm and 3 mm high. Flat surfaces of disks were 
ground and polished from two parties to mirror shine. The typical micrograph of a surface measured 
by means of a atomic force microscope Solver PRO-M, is given on Fig. 4. The average size of a 
roughness of a surface on a site with sizes of 100х100 microns didn't exceed 170 nanometers   
 

 
When carrying out researches various options of placement of samples in the ring cylindrical 
cathode with explosive issue were used. This cathode took place in the removable cathode assembly 
shown on Fig. 5. 

 
2.2. Parameters of an exciting pulse electronic beam 
 
In the process of researches on studying of influence of intensive streams of ions of small duration 
on constructional materials the pulse heavy-current accelerator of electrons with average energy of 
electrons in a range 250 keV was used. Characteristic oscillograms of impulses of voltage and the 
current, measured at discharge on a cryotarget, are given in Fig.6. Amplitude of impulses of voltage 
made ~ 250 kV. Duration of impulses of voltage made ~ 40 nanoseconds. Assessment of amplitude 
of an impulse of current ~ 9.5 kA at distance the cathode anode ~ 5 mm. 
 

 

 

(a) (b) (c) 
Fig. 4.  Micrograph of a surface of a sample from D16 alloy: (a) - the two-dimensional image of a surface in 
brightness scale; (b) – average roughness of a surface; (c) – three-dimensional image of a surface. 

 

Fig. 5. Appearance of removable  cathode assembly with explosive emission: 1 – ring cylindrical cathode;  

2 – sample. 



 
2.3. Cryotarget/anode formation from firm inert gases (Хе) 
 
As the working gas which is freezing condensing at cooling of a copper anode plate (Fig.3) up to 
the temperature of 45 - 50 K, was used gas xenon (Xe 4.8, with percentage of xenon 99,9988 %). At 
such temperature all gases, except for helium, hydrogen and neon are condensed. Freezing / xenon 
condensation on the cooled copper plate of the anode was conducted for filling in the research  
 

 
camera xenon gas. The photo of a thin frozen layer of Xe is provided on Figs. 7(a). 
At target radiation by a powerful high-voltage impulse of electrons in the center of a target the 
crater by diameter ~ 10 mm is formed. At repeated radiation such target needs to be restored, i.e. 
freez in the target center a new layer of Xe by a repeated blousing of xenon and to sustain necessary 
time (~ 10 min.). At rather thick layer of xenon in the process of discharge the splitting off of part 
of a layer, as shown in Figs is observed. 7. It is visible that the condensed layer of xenon possesses 
crystal structure. By a visual assessment thickness of a layer of xenon, frozen within 1 hour, made ~ 
3 mm. 
 
 

 

Fig. 6. Characteristic forms of oscillograms of impulses of current and voltage at direct release of an 
electronic beam on the cryotarget/anode from firm inert gas (Xe): 1 –  voltage impulse (relative units),  
2 – a current impulse (relative units). 

  

(a) (b) 
Fig. 7. Cryotarget/anode photos with condensed layer of solid xenon: (a) – an initial layer; (b) – a type of 

a target after a splitting off. 



3. The experimental results  
 
3.1. Radiation by an ionic bunch of samples from D16 alloy 
 
At radiation by an ionic beam of samples from an alloy of D16 the following geometry of an 
arrangement of a sample in the cathode was used. Before a sample at distance of 1 mm the 
molybdenic grid with optical transparency of ~80% (3 lines/mm, thickness of Mo wire of 40 
microns), welded on a ring from stainless steel 12X18H10T 1 mm thick was established. This 
sample was subjected to influence of five consecutive impulses of ions of Xe. Results of such 
impact are given in Fig.8.  

 

It is visible that on a surface of a sample accurately expressed regular relief from hollows (craters) 
and hills with approximately identical sizes is observed: width of hollows (craters) is equal ~ 180 
microns, and width of hills ~ 160 microns. Thus distribution of intensity of a beam almost uniform 
on all area of a sample with primary concentration in the center of sample with a diameter about 3 
mm, i.e. at the set configuration of cathodic knot is observed focusing of an ionic beam. 
There is a probability of formation of craters at the expense of sample bombing by "spalls" 
microparticles from a firm xenon target which can arise because of a powerful irradiating impulse 
of electrons. To confirm or exclude such opportunity, experiment on sample radiation by an ionic 
bunch of xenon through an aluminum foil 10 microns thick was put. It was expected that in case of 
bombing by " spalls " microparticles of the xenon which is taking off from the cryotarget/anode 
with a huge speed, the aluminum foil will be punched and will contain a set of microopenings 
which can be registered by means of a nuclear and power microscope. As a result of such 
experiment the aluminum foil simply "exploded": the melted drop of a foil appeared on a sample 
surface, and on a copper plate of the anode drops of the melted aluminum were observed when 
defrosting target, as shown in Fig.9. The received result can be explained only with interaction of 
ions with an aluminum target, but not bombing by microparticles. 

 
Fig. 8. The photo of a surface of a sample from an alloy of D16 subjected to influence of five impulses of 
ions of xenon through a molybdenic grid. 



 
Fig. 9. The cryotarget/anode photo when defrosting after radiation of an aluminum foil (thickness of 10 
microns) a powerful impulse of ions. 
                                       
3.2. Radiation by an ionic beam of samples from stainless steel 12X18H10T 
 
Experiments on radiation of samples were executed by a powerful pulse bunch of ions of xenon 
from stainless steel in the same geometry, as well as at impact on D16 alloy. Symmetric distribution 
of influence and the relief of a surface consisting of hollows and heights is here too observed, 
coincides with received earlier for samples from an aluminum alloy (Figs. 10). 

 
Fig.10. The photo of a surface of a sample from stainless steel 12X18H10T after radiation by a pulse beam 
of ions of xenon. 
                                                            
4. Numerical modeling of process of destruction of an aluminum sample 
 
When carrying out experiment the bunch of ions was passed through a molybdenic grid with a cell 
size ~ 250х250μm2. On an aluminum sample craters with sizes ~ 180  μm opposite to each cell of a 
grid are found. Let's consider the task corresponding to impact on a sample of a stream of ions, 
passing through one cell of a grid. In experiment it is possible to define the energy transferred to a 
sample by a stream, passing through one cell of a grid. Further, we replace impact of this stream on 
a sample with blow to a sample of the aluminum cylinder with a diameter of 60 microns and length 
corresponding to duration of influence (80-100 nanoseconds). Speed of the cylinder we choose from 
compliance of energy of the hammer of energy of a beam of the ions passing through one cell of a 



molybdenic grid.  When carrying out numerical modeling the developed approach [3-5], allowing to 
integrate criterion of incubation time into numerical schemes on the basis of a method of final 
elements was applied. For the solution of a task the finite element ANSYS [6] package was used. 
The following parameters of a target, characteristic for aluminum were chosen:  density – 2700 
kg/m3, the Young's modulus – 6.65•1010 Pa, Poisson's ratio – 0.34, critical stress on a gap – 3•108 
Pa, the structural size – 15 microns, target thickness – 3 mm.  The hammer material on properties 
corresponds to a target material.  Diameter of the hammer – 60 microns, height – 90 microns.  
hammer speed at the time of the contact beginning – 650 m/s.  
After completion of modeling the zone in which there was a material division was investigated. On 
a fig. 11 the type of a sample after completion of modeling is presented. On a fig. 12 on not 
deformed sample knots in which there was a destruction are noted. 
 

   
Fig. 11. Type of a sample after completion of 
modeling. 

Figure 12. Node in which there was a destruction. 

 
The  size  of  the  stamp  formed  on  an  irradiated  surface,  received  as  a  result  of  numerical 
modeling  coincides  with  observed  in  experiment.  The  received  results  speak  about 
applicability of the developed approach for a prediction of destruction of the samples loaded 
by a stream of high‐energy heavy ions. 
 
5. Conclusion 
 
On the basis of the conducted research on influence of intensive streams of ions (xenon) of small 
duration on physical and mechanical properties of constructional materials it is possible to draw the 
following conclusions: 
1. The concept of creation of an intensive pulse source of ions on the basis of a cryotarget from 
solid inert gases (xenon) is realized at radiation by its powerful impulse of electrons from the 
cathode with explosive issue in the nanosecond range. 
2. Impact of a short-time pulse ionic beam on samples from an alloy of D16 and stainless steel 
12X18H10T leads to a surface erosion in the form of the separate craters which depth depends on 
the hardness of a material and quantity of impulses.  
3. The measured parameters of craters on a surface of samples give the chance to formulate initial 
and boundary conditions in mathematical model for calculation of influence of intensive streams of 
ions of small duration on physical and mechanical properties of constructional materials. 
4. Results of the carried-out numerical modeling of process of destruction of an aluminum target 
under the influence of a beam of high-energy ions by a method of final elements well coordinated 
with data of experiments. 
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Abstract Liquid crystals and quasicrystals are fascinating phases of modern physics and 

chemistry, they are also important materials in current and potential applications. The liquid 

crystals belong to intermediate phase between fluids and solids in macroscopic sense, they 

present behaviour of anisotropic fluids, i.e., they behave both characters of conventional 

fluids and anisotropic elastic solids. The quasicrystals present unusual mechanical and 

physical properties due to the atomic arrangement being quite different from that of 

conventional crystals. To describe the mechanical behaviour of quasicrystals, one must 

introduce two different displacement fields, this leads to two different strain tensors and two 

stress tensors. This paper reports some results in the study on crack and fracture problems of 

liquid crystals and quasicrystals. The nonlinear fracture analysis is important for the both 

materials. However there is fundamental difficulty in the analysis due to lack of plastic 

constitutive equations for them. Some physical models and relevant mathematical methods 

are developed to overcome the difficulty, and some results have been obtained, which are of a 

development of fracture theory of conventional structural materials. 
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1. Introduction 
 

Liquid crystals, in macroscopic sense, are anisotropic fluids. Therefore they 

belong to an intermediate phase between fluids and crystals. The mechanical 

behaviour of liquid crystals presents the character of both fluids and solids. 

There are various types of liquid crystals, here we discuss the mechanics only for 

nematic, smectic and columnar liquid crystals. 

Different from the behaviour of both fluids and solids, the deformation and 

motio of liquid crystals should be introduced a vector named director  n , ,x y zn n n  

apart from displacement vector  u , ,x y zu u u  and velocity vector  , ,x y zV V V V .In 

addition, the constitutive equation of liquid crystals is different from either 

generalized Newton’s equation or generalized Hooke’s equation. For example, for the 

nematic liquid crystals, we have constitutive law [1] 
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in which F  is the free energy of the system, kn  the component of the director 

mentioned above, p  the pressure,   the fluid viscosity, iV  the component of 

velocity and 
ij  the unit tensor, respectively. The free energy consists of three parts: 

first one arising from bulk deformation (by the displacements), second one arising 

from deformation due to curvature, another arising from the coupling between 

distortion and curvature, i.e.,           

e c ecF F F F                           (2) 

where 

1

2
e ijkl ij klF C                            (3) 

denotes the conventional elastic strain energy, or the Cauchy strain energy, 
ijklC the 

elastic constants, 
ij the Cauchy strain tensor, and  

2 2 2

1 2 3

1 1 1
( ( )) ( )) ( ))

2 2 2
cF K div K rot K rot    n n n n n          (4) 

the Frank energy due the curvature, and 1 2 3, ,K K K  the modulia of Frank 

deformation, in addition  

ecF   Deformation energy of coupling between Cauchy strain and Frank strain   (5) 

For the most cases ecF  can be omitted. 

The equations of motion include the equations of momentum conservation, 
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equation of mass conservation 

( V) 0div
t
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and equation of entropy conservation if there is no dissipation 

( V) 0
S

div S
t
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where  denotes the mass density of the matter, S the entropy. If there is dissipation 

the equation (8) should be changed, but the discussion is omitted here. From the 

above simple introduction, we can mind that the equations of the liquid crystals are 

quite complicated. Some detail for the solutions will be introduced later. 

For smectic liquid crystals, the director stands for 

n , ,1z zu u

x y

  
  

  
                              (9) 

where zu  is the displacement component in the direction normal to the layers of 



 

 

smectics, and 0x yu u  . 

For columnar liquid crystals, the director stands for 

n , ,1
yx

uu

z z
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where ,x yu u  are the displacement components along the directions ,x y respectively, 

and  0zu  . 

Quasicrystals belong to another fascinating phase of condensed matter, first 

observed in 1982[2]. Macroscopically their main feature is that there are two different 

displacement fields, one is the phonon field u , according to the terminology of 

physics, which is similar to the displacement field in the classical elasticity under the 

long-wave length approximation, the other is the phason field which is new concept 

out of the regime of the classical continuum mechanics. The introducing of the phason 

field results in a great challenge to the traditional continuum mechanics. This leads to 

two different strain tensors, one is the Cauchy strain tensor 
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another is the phason strain 
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The constitutive equations are  

ij ijkl kl ijkl kl ij klij kl ijkl klC R w H R K w             (13) 

in which 
ij is the stress tensor associated with strain tensor 

ij , ijH the stress tensor 

associated with the strain tensor 
ijw , 

ijklC the phonon elastic constants,
ijklK the 

phason elastic constants, and 
ijklR the phonon-phason coupling elastic constants, 

respectively. 

The equations of motion are as follows [39,40] 
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where 1/ w   , in which w  the dissipation kinematics coefficient of phason field 

of the material defined by Lubensky et al [3]. It is evident that the equation (14) 

represents the wave propagation, while equation (15) represents diffusion. Because 

ij and ijH are coupled, the motion of quasicrystals is in coupled of wave propagation 

and diffusion.  

The above equations are only an outlook of dynamics of liquid crystals and 

quasicrystals, this reveals that the mechanics of either liquid crystals or quasicrystalsis 

quite different from that of conventional fluids as well as elastic solids (or periodic 

crystals), so the solutions of them are quite different from those of classical fluid 

dynamics and elasticity. 

 



 

 

2. Crack and fracture of liquid crystals 

 
The mechanics of liquid crystals are studied by de Gennes et al [4], Oswald et al 

[5] etc, the main attention of theirs was paid to discuss the dislocation and disclination 

problems, but there are some questions of the classical solutions which may be 

paradoxes, this suggests that the mechanics of liquid crystals needs to develop further. 

Brostow et al [5] started to study the crack problems in polymer liquid crystals. 

Because liquid crystals including nematic, smectic and columnar ones, they can be 

classified as monomer liquid crystals (MLCs) irrespectively of the fact whether they 

can or cannot polymerize into polymer liquid crystals (PLCs) [6]. That classification 

is due to Samuski [7] and has been used by a number of authors [8, 9]. The present 

model applies to MLCs and nematic, smectic and columnar phase LCs in particular. 

For studying crack problems of liquid crystals one must develop mechanics of liquid 

crystals, including three-dimensional elasticity, plasticity and dynamics.  

The problem of screw dislocation in smectic liquid crystals A or smectics A for 

simplicity is a longstanding puzzle, de Gennes [4], Kleman [10], Pershan [11] and 

Landau and Lifscitz [12] presented the solution, but which may be of mistake. 

Pleineer [13] pointed out the problem of the solution, but the mistake could not be 

corrected. This problem shows in the theoretical system of mechanics of liquid 

crystals there may be some difficulties, in which the incompatibility between 

governing equations and boundary conditions is one of puzzles. For example, in the 

smectics A, the final governing equation is if only analyzing dislocation  
2
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which is a partial differential equation of fourth order, which needs two boundary 

conditions to determine solutions, but the authors of Refs [4,10-13] gave only one 

boundary condition, this leads to the incompatibility between governing equation and 

boundary conditions and is the reason of their mistakes. Fan and Li [14] develop the 

elasticity of the smectic liquid crystals, pay attention to create the well-conditional 

boundary value problem of governing equation of mechanics of liquid crystals. So 

that Fan and Li give a correct solution for the dislocation problem as  
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in equations (15) and (19), '

0B represents the Young’s modulus in direction z of the 

smectics A, the meaning of 1K is one of Frank modulus mentioned above, b the 

magnitude of the Burgers vector of dislocation, 0r  the size of dislocation core, 0R

the size of the body containing the dislocation. The solution (17) modifies the mistake 

of the classical solution of de Gennes-Kleman-Pershan. 



 

 

The well-conditional boundary value problem just can develop the work on crack 

in liquid crystals. As an example, a solution of plastic crack in one of smenctics A is 

found by Fan [15] based on the dislocation pile-up concept, the size of plastic zone 

around crack tip and crack tip opening displacement are determined, shown in Figs. 1 

and 2. 

 
Fig.1 Variation of normalized plastic zone size with normalized applied stress 

 
Fig.2 The variation of normalized crack tip opening displacement versus normalized applied 

stress 

 

Other solutions for plastic crack in smectic A are obtained by Fan [16]. The 

three-dimensional elasticity of smectics B liquid crystals is studied by Fan [17], the 

governing equations are reduced to three generalized harmonic equations, and an 

elliptic disc-shaped crack problem is solved, an approximate analytic solution is 

constructed. Fan and Chen [18] studied the solution of plastic crack of columnar 
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liquid crystals, but the result is more complicated than those of smectic liquid crystals 

A. 

Due to the unusual structure of stress field of liquid crystals leads to some 

difficulties of the crack problem, for example, in the smectics A 
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it is evident that between the stress components the stress singularities will be quite 

different .  

Due to the space limitation, we do not list the other questions and other results on 

mechanics of liquid crystals. 

 

3. Linear theory crack and fracture of quasicrystals 

 
The mechanics of quasicrystals is developed by many scientists, in which the 

elasticity of the material is advanced for example, refer to Lubensky et al [3], Ding et 

al [19], Fan and Mai [20], Fan [21]. The systematical mathematical theory of 

elasticity of quasicrystals is developed by Chinese group [21]. The elasticity, plasticity 

and dynamics of icosahedral quasicrystals, the most important class of the material, 

are well studied in the work. By introducing displacement potential, the plane 

elasticity of icosahedral quaiscrystals is reduced to solve the sextuple harmonic 

equation [21,22,23] 

 
2 2 2 2 2 2 ( , ) 0F x y                           (20) 

From the equation we obtain the solution of a crack in icosahedral Al-Pd-Mn 

quasicrystals by the complex analysis of the Fourier analysis, which is given as 

follows 
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The Fig. 3 shows the energy release rate variation and comparison between solutions 

of quasicrystals and crystals. 

 



 

 

 

Fig.3 Influence of phason and phonon-phason coupling to the energy release rate 

 

in which solution for crystals is also given. One can find that the solutions of 

quasicrystals and crystals are quite different each other (one corresponding to crystals 

is the case / 0R   ). 

Other solutions can be found in Ref [21]. 

 

4. Nonlinear solutions of cracks of quasicrystals 

 
Though there are people try to give some explanations on plastic deformation by 

using dislocation model and so on, the problem is substantively unsolved so far. Due 

to lack of enough experimental data in macroscopy, the constitutive equation of 

plasticity of quasicrystals has not been set up. This leads to difficulty doing stress 

analysis of the material. One can say that the study is in an infant stage. In spite of 

these difficulties, people pay effort to do some work as above pointed out, the 

experiments[24-33] reported in the above references provide some hints, which are 

beneficial for the stress analysis for plasticity and defects of the material. In the 

following some semi-phenomenological and semi-theoretical results are listed, they 

may provide a reference for the researchers in the community.  

 

4.1 Generalized cohesive force model [34,35] 

 

Due to lack of constitutive equation of plasticity of quasicrystals up to now, it 

may be a possible way that we draw the results of classical plasticity, classical 

dislocation theory and classical nonlinear fracture theory to study some relevant 

problems in quasicrystals. A useful model in classical elasto-plastic fracture theory is 

so-called Dugdale-Barenblatt model, the paper [34] extended it to plastic analysis of 

quasicrystals, and named it be generalized Dugdale-Barenblatt model, the classical 

work has been done by [34] and [35]. In terms of the model, we determined the size 



 

 

of plastic zone around the crack tip of anti-plane problem of three-dimensional 

icosahedral quasicrystals 

2

4

2

1
lim2 ( ,0) lim 2 ( ,0) 2 ln sec

2

s
I y y

x l
s

ac p
u x u x

c 

 


    

  
        

   
   (22) 

where 

2 2
2 2

2 1 2 2

1

( )
( )

2

K R
c K K R

K R







   


, 

2

1
4 1 2 1

21

2

K R
c c R c K



 

 
   

 
  (23) 

and      

2

2 1 1 2
1 2

1

(2 )( 3 )

2( 2 )

R K K K K R
c

K R

 



  



 

The curve drawn from（22）refer to Fig.4，which shows the effect of phason 

and phonon-phason coupling is significant. 

 

Fig. 4 Crack tip opening displacement versus applied stress for icosahedral quasicrystal [21] 

 

4.2 Generalized continuum dislocations model [36] 

 

We developed the continuous dislocation model [36], the results are identical to 

those given in Subsection 4.1. 

 

4.3 Model based on generalized Eshelby energy-momentum tensor [37] 

 

The generalized Dugdale-Barenblatt model and generalized continuum dislocation 

model, are quite different physically and mathematically, yield amazingly the 

complete identical solutions, we realized that there exist some inherent connection 

between the two models. Paper [37] gave a probe for the question. They proposed the 

generalized energy-momentum tensor of quasicrystals 
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and generalized integral of path independency  

E Gd Γ Γ                           (25) 

and found that they are the uniformly theoretical base of generalized 

Dugdale-Barenblatt model and generalized continuum dislocations model.The idea 

comes from the classical work of Eshelby [38] for crystals. 

 

5. Dynamic solutions of cracks of quasicrystals 
 

In the dynamic regime, the essential differences between phonons and phasons 

just can be profoundly revealed. However the problem presents fundamental difficulty 

because the mechanism of phason dynamics is not so clear so far. 

Rocal and Lorman[39]and Fan et al [40]，suggested the dynamic equation set for 

quasicrystals (14) and (15).This is the simplest dynamic equation set of quasicrystals, 

which coupled deformation geometry equations and stress-strain relations and lead 

to.the final governing equations of elasto-dynamics (or call elasto-/hydro-dynamics)  
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Note that 1 2,c c and 3c  represent speeds of elastic waves, while 1 2,d d and 3d

are not wave speeds, which are diffusive coefficients of phasons. 

The numerical analysis is given for the specimen shown in Fig.5 made of 

icosahedral quasicrystal. After finite difference treatment on equation set (26) and 

corresponding boundary and initial conditions, the dynamic stress intensity factor for 

initiation of crack growth is obtained and shown in Fig.6.In the computation this is a 



 

 

simplest equation set of hydrodynamics of quasicrystals, which is simplified from the 

equations of Lubensky et al [3]. 

 

           Figure 5 Sample containing a dynamic crack of two-dimensional quasicrystals 

 

After finite difference treatment on equation set (26) and corresponding boundary 

and initial conditions, the dynamic stress intensity factor for initiation of crack growth 

is obtained and shown in Fig.6. In the computation 

 

Figure 6 The dynamic stress intensity factor of rectangular specimen with a central crack of 

icosahedral Al-Pd-Mn quasicrystal under impact loading (for stationary crack) 

 

the material is icosahedral Al-Pd-Mn quasicrystal with material constants： 
3
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/ 0.01R   for quasicrystal, and / 0R    for crystal. It is evident that the results 

between quasicrystal and crystal are quite large. 

The dynamic stress intensity factor for fast crack propagation of the central 

specimen is illustrated in Fig.7, which comes from monograph [21]. 

 

Figure 7 Dynamic stress intensity factor versus time of fast propagating crack in 

rectangular specimen with a central crack of icosahedral Al-Pd- Mn quasicrystal 

 

The oscillation of the curve comes from the interference and reflection of waves, 

in which there are reasons come from numerical computation, it is needed doing 

further study.  

 

6. Discussion and conclusion 

 
The study of crack and fracture problems in liquid crystals is just begun, so it is 

in infant stage. The difficulty comes from some basic problems in the mechanics of 

liquid crystals, this also provides opportunity to gain the achievements in the field. 

The linear elastic fracture theory of quasicrystals has been developed, the study 

of nonlinear and dynamic fracture theories of quasicrystals is also carried out, but 

faces some fundamental difficulties. 

Because of many unsolved critical issues, the study is a fascinating research area 

of the materials science.  
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Abstract  The origin and propagation mechanism of failure waves poses a challenge to our conventional 
understanding of dynamic failure. In this paper, the failure wave is attributed to the catastrophic rupture in 
brittle materials and an elasto-statistical-brittle (ESB) model is developed to describe the catastrophic 
behavior. In the ESB model, the disordered heterogeneity of brittle solids at mesoscopic scale is 
characterized with statistical description of the shear strength of mesoscopic units. The evolution of 
microdamage is controlled by the shear strength and the shear stress applied, and eventually induces 
catastrophic rupture in brittle materials. Considering the failure wave as a propagating boundary of 
catastrophic failure, the propagation of the failure wave is predicated with wave theory. Several predicted 
speeds of failure waves are in good agreement with experimental observations. 
 
Keywords  failure wave, wave speed, elasto-statistical-brittle model, catastrophic rupture, heterogeneity 
 

1. Introduction 
 
Shock induced delayed failure (the so called failure wave) in brittle materials has attracted extensive 
research in recent years [1-11]. This feature was first noted by Razorenov et al [2] as a small reload 
signal superimposed on rear surface velocity trace, suggesting the interaction of the release from the 
rear surface of the target with a moving front behind which the material undergoes a reduction of 
shock impedance. Further experiments [3] prove that the failure wave can be generated in glasses or 
ceramics at a stress near or below the HEL and the speed of failure wave does not correspond to any 
elastic wave. In addition, behind this wave, the longitudinal stress changes little but the transverse 
stress increases, indicating a decrease in shear strength, and spall tensile strength falls to essentially 
zero [4-6]. 
 
Several models have been proposed to address the origin of failure waves. However, a satisfactory 
explanation and description for the failure wave is still lacking. Clifton [7] assumes the failure wave 
as a propagating phase boundary. In his model, the square of the failure wave speed is proportional 
to the ratio of the jump in stress over the jump in strain. However, the available stress measurements 
clearly show that the failure wave causes either no change or small deduction in the longitudinal 
stress, but a large jump in the longitudinal strain. Feng [8] suggests that the propagation mechanism 
of failure front is a diffusive process. In his model, the failure front is not a mechanical wave, and 
the failure front speed is controlled by the stress deviator and dilated volume. To some extent, his 
simulation agrees with experiments, but the failure wave speed is disordered during the failure wave 
propagating. Moreover, his model assumes no changes in the longitudinal strain, which conflicts 
with experimental observations [9]. Kanel [2], Partom [10] and Espinosa [11] suppose the failure 
wave as a damage evolution process originating from the shocked surface. Hence, the predicted 
failure evolution behind the initial shock wave is independent of location instead of having an 
increasing time delay with propagation distance as observed experimentally. As a result, the 
simulations of the failure wave phenomenon based on this type of material model require the use of 
a nonphysical ‘‘failure wave’’, e.g. switching on a failure process cell by cell at an assumed 
successive sequence. 
 
In this paper, we attribute the failure wave to a propagating catastrophe process in brittle materials. 
To describe catastrophic rupture in heterogeneous brittle materials, an elasto-statistical-brittle (ESB) 
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model is developed. Considering the failure wave as a propagating boundary of catastrophic failure, 
the critical condition to generate failure wave and the failure wave speed could be obtained from the 
law of conservation. 
 
The paper is organized as follows: Section 2 describes the details of ESB model and Section 3 is the 
modelling of failure wave phenomenon. Numerical simulation and comparison with the 
experimental data are presented in Section 4. A summary is given in Section 5. 
 
2. Elasto-statistical-brittle (ESB) MODEL 
 
Generally speaking, the catastrophic failure of heterogeneous brittle materials under impact loading 
is resulted from the initiation, growth, and coalescence of microdamage, which is obviously 
controlled by the interactions of stress pulse with local material properties and microstructure. 
Hence, in the ESB model, we consider a macroscopic representative volume element (RVE) 
comprised of a great number of heterogeneous mesoscopic units. The heterogeneity of the 
mesoscopic units can be characterized by their shear strength. For instance, we assume their shear 
strength cτ  follows a statistiacal distribution ( )ch τ . The Weibull distribution is often used in the 

field of failure analysis due to its flexibility. That is,   

1( ) ( ) exp( ( ) )m mc c
c

mh τ ττ
η η η

−= −                          (1) 

where η  and m  are the scale parameter and shape parameter of Weibull distribution, respectively. 
The scale parameter η  is proportional to the mean strength of mesoscopic units and the shape 
parameter m  reflects the degree of material heterogeneity. Physically, a larger m  implies a more 
homogeneous material. Fig. 1 shows the distribution of material shear strength with different 
heterogeneity index m . 
 

 
Figure 1. The distribution of material shear strength with different shape parameter m  

 
If the applied shear stress on the mesoscopic unit mesoτ  reaches its shear strength cτ , the unit fails. 

Denote macroscopic damage of the RVE as D , which can be expressed as: 

0
( ) 1 exp( ( ) )

meso m
c c mesoD h d

τ
τ τ τ η= = − −∫                     (2) 

 
We further assume that compared with intact unit, the breaking mesoscopic units can sustain less 
hydrostatic stress but no shear stress. This assumption physically means that the macroscopic 
damage causes reductions in both shear modulus and volumetric modulus of the material, and the 
latter degrades less than the former. That is,  
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0

0

(1 )

(1 )

G G D
K D Kζ
= −
= −

                                 (3) 

 
where 1ζ < , 0K  and 0G  are the volumetric modulus and shear modulus of intact material, 

respectively.  
 
The material behavior at the macroscopic level can be written as 

0 0

1
[1 exp( ( ) )] 2 exp( ( ) )( )

3
m m

ij meso ij meso ij ijK Gσ ζ ζ τ η θδ τ η ε θδ= − + − + − −       (4) 

 
where ijε  is the strain tensor, ijσ   the stress tensor, θ   the volumetric strain. Provided small 

damage and mean field approximation, γ  is the maximum shear strain of the macroscopic element. 
Hence,  

0meso Gτ γ= .                                   (5) 

 
Specifically, in uniaxial strain state( 0xε γ= ≠ , 0y zε ε= = ), the constitutive relation can be 

simplified as 

0 0 0 0

0 0 0 0

0 0

4
[1 exp( ( ) )] exp( ( ) )

3
2

[1 exp( ( ) )] exp( ( ) )
3

exp( ( ) )

m m
x x x x x

m m
y x x x x

m
xy x x

G K G G

G K G G

G G

σ ζ ζ ε η ε ε η ε

σ ζ ζ ε η ε ε η ε

τ ε η ε

= − + − + −

= − + − − −

= −

.        (6) 

 
In order to show the response of material under impact, we normalize the constitutive relation and 
get the dimensionless constitutive relation as 

2(1 ) 4
[1 exp( )] exp( )

3(1 2 ) 3

2(1 ) 2
[1 exp( )] exp( )

3(1 2 ) 3

exp( )

m m
x x x x x

m m
y x x x x

m
xy x x

νσ ζ ζ ε ε ε ε
ν
νσ ζ ζ ε ε ε ε
ν

τ ε ε

+
= − + − + −

−
+

= − + − − −
−

= −

          (7) 

 
where ν  is the Possion’s ratio of the intact material, ii iiσ σ η= , 0ii iiGε ε η= . Fig.2 plots the 

normalized stress-strain relationship with different parameters. 

 
Figure 2. The simplified stress-strain relationship in uniaxial strain state 
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As Fig.2 shows, there exists a saddle point in the x xε σ−  curve. Actually, the saddle point implies 

a catastrophic transition happening. As illustrated in Fig.3, when the longitudinal stress reaches Eσ , 

solids can not sustain any further compression, all of the meso-elements fail suddenly and the state 
directly jump from the unstable state A to the corresponding state B. In this process, the energy 
provided is used in fragmenting, thus, the longitudinal stress does not change. 
 

 
Figure 3. The catastrophic transition in ESB model 

 
3. MODELLING OF THE FAILURE WAVE 
 
In this section, we will analyze the origin of failure waves in a target plate described with a 
simplified ESB model. 
 
Fig. 4 is the x t−  diagram of flyer plate and target plate. In the flyer plate, region 1 is in the initial 
state and region 4 in the final state. In the target plate, region 2 is the shocked region behind the 
elastic wave and region 3 is failed zone behind the failure wave. As the flyer plate and target plate 
do not split up, region 3 and region 4 have the same longitudinal stress and particle velocity. 
 

              
     Figure 4. the x t−  diagram for waves         Figure 5. the u σ−  plane of plates system 

 
Fig. 5 is the u σ−  plane of plates system. In the u σ−  plane, ( 2u , Eσ ) stands for region 2, and 

( 3u , Eσ ) stands for region 3 and 4. L1 is the trajectory of states in flyer plate, and L2 is the 

trajectory of states of target subjected to low-velocity impact. When the impact loading is lower 
than the stress threshold Eσ , the catastrophic transition couldn’t happen and there is no failure 

wave. However, if the stress state of target could exceed the stress threshold Eσ , as expressed by 
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L3 and L1, the catastrophic rupture happens and failure wave comes out. 
 
Considering the law of conservation of mass, the failure wave speed can be obtained as, 

     23 2

3 2 3 2

f f fE t
fw

uu uC
ρ ε ρ ε

ε ε ε ε
− −−

= =
− −

                        (8) 

 

4. NUMBERICAL SIMULATION 
 
In order to validate our theory, we simulate normal impact experiments on soda-lime glass 
specimens by copper plates. The properties of copper and soda-lime glass are summarized in Table 
1. 
 

Table 1  The properties of flyer plate materials [3] 

Material 1/LC km s−⋅  3/ kg mρ −⋅  ν  

copper 4.560 8930 0.33 

soda-lime glass 5.840 2490 0.23 

 
Bourne et al. [3, 12] studied failure waves in soda-lime glass impacted with copper flyer. The 
results prove that the threshold stress to generate failure wave in soda-lime glass is 4.0 GPa. 
Therefore, in the simulation, we assume the threshold stress Eσ  to be 4.0 GPa. In addition, since 

soda-lime glass is less heterogeneous, the shape parameter m  is set as 10 and ζ  as 0.4. The 
stress-strain relationship of soda-lime glass is presented in Fig. 6. As Fig. 6 shows, for soda-lime 
glass, the strain at the threshold stress is 0.0471 prior to the catastrophic rupture ( Eε ) and 0.1330 

after the catastrophic rupture ( Kε ).With these parameters, we can calculate the speed of failure 

waves from Eq. (8). 
 

        
    Figure 6. The response of soda-lime glass     Figure 7. The relationship between fu and fwC  

 
From Eq. (8), we obtain the relationship of failure wave speed vs. the impact velocity, as shown in 
Fig.7. It is obvious that, according to the ESB model, the speed of failure wave is linear with the 
impact velocity. In addition, Fig.7 demonstrates that the lowest impact velocity to generate the 
failure wave is 373.3 m/s, which approximately coincides with experimental observations [3, 12]. 
Table 2 quantitatively compares the speed of failure waves calculated with the ESB model with 
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experimental ones. Apparently, the model can basically replicate the experiments and the error is 
acceptable. 
 

Table 2. Summary of Experimental data and the simulation results [3, 12] 

Shot no. Impactor Target Impact velocity fu fwC (experimental) fwC (simulated)

98-01 copper soda lime glass 494 m/s  1916± 300 m/s  1405 m/s 

98-02 copper soda lime glass 541 m/s  1989± 300 m/s  1952 m/s 

98-03 copper soda lime glass 553 m/s  2080± 300 m/s  2092 m/s 

98-04 copper soda lime glass 565 m/s  2275± 300 m/s  2232 m/s 

 
5. SUMMARY 
 
The origin and propagation of failure waves in brittle materials under impact loading have been 
investigated for many years. However, till now, failure waves cannot be well illustrated by any 
constitutive models. In this paper, the failure wave is attributed to the catastrophic rupture in brittle 
materials under impact loading. To describe the catastrophe behavior, an elasto-statistical-brittle 
(ESB) model is developed. In the ESB model, the shear strength of mesoscopic units follows a 
Weibull distribution, which reflects the heterogeneity of brittle solids. The evolution of 
microdamage is controlled by the shear strength and the shear stress applied, and induces reductions 
in shear modulus and volumetric modulus. Catastrophic rupture occurs when stress cannot be hold 
by the damaged material. 
 
With the ESB model and wave theory, we predicted the failure waves in soda-lime glass impacted 
with copper plates. The critical impact velocity to generate the failure wave approximately 
coincides with experimental data. In addition, several predicted speeds of failure waves are in good 
agreement with experimental observations.  
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Abstract  This paper presents the fracture behaviors in thin type-II superconducting strips with a transverse 

crack induced by the electromagnetic body force under a perpendicular applied field. Different from the 

longitudinal crack, the effect of the transverse crack on the current in the thin strip is considered. The Bean 

and Kim model of critical state are adopted to calculate the electromagnetic force. Based on the finite 

element method, the stress intensity factors of the transverse crack are obtained during one full cycle applied 

field (the field increasing process and decreasing process). Furthermore, the influences of the crack length on 

the stress intensity factors are also studied in this paper. Generally speaking, all the results are useful for 

understanding the critical state model and the fracture mechanism of high-temperature superconductors, 

which could provide a theoretical guide for the ITER CICC designer. 

 

Keywords  Thin superconducting strip, Bean model, Kim model, Transverse crack 

 

1. Introduction 
 
High-temperature superconductor (HTS) tapes have provided a wide range of engineering 
applications, such as ac power transmission cables [1, 2] and filters for wireless communication [3]. 
With the development of engineering applications, improvements on mechanical performances of 
HTS bulks in the presence of high magnetic fields have attracted considerable interest. The stress 
and the magnetostriction in bulk superconductors subjected to high magnetic fields were analyzed 
for various geometrical cases, critical state models, and magnetization conditions [4-7]. Cracks in 
samples can be explained by tensile stresses that occur during the magnetization process due to the 
stored flux density gradient and may exceed the tensile strength of the material [8]. In recent years, 
a multitude of theoretical analyses for the crack problem of long rectangular slabs and long 
cylinders under electromagnetic force have been achieved [9-11]. Owing to the strong 
demagnetization effects in the perpendicular geometry, the central crack in a thin superconducting 
strip was studied according to the Bean critical state model [12]. 
 
However, it is observed experimentally that the critical current density usually depends on the flux 
density in real materials. The body forces induced by flux-pinning and magneto-elastic behavior are 
significantly different in magnitude between the Kim model and Bean model in thin 
superconducting strip [13]. It is found that the magnetostrictive behavior for the Kim model is in 
much better agreement with experiment than that for the Bean model at low temperatures. The Kim 

model is chosen because it has been shown to fit well the  c aJ H  measured in thin YBCO films 
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[14]. Therefore, it is of great practical importance to investigate crack problem of HTS thin films 
for the Kim model. It is to be known that stress intensity factor is a good fracture criterion and can 
provide successful prediction for fracture behavior. Although the longitudinal crack problem was 
extensively studied, the influence of transverse crack on the transport current has not been 
considered for thin films in the literature. Our main aim of this paper is to study the fracture 
behaviors of transverse crack in a HTS thin film based on the framework of field-dependent critical 
current model [15]. Applying finite element method, the stress intensity factors of the transverse 
crack are obtained during one full cycle applied field (the field increasing process and decreasing 
process) for the Bean model and Kim model. The comparisons are made between the results from 
the transverse crack and the longitudinal crack. The influence of the crack length is also studied in 
this paper. 
 

2. Basic equations 
 

We consider a thin type-II superconducting strip with a transverse crack of length 2a  in an applied 
perpendicular field. As shown in Figure 1 (a), the thin strip is located in the Cartesian coordinate 
system. The width and the thickness of the film is 2w  and d , respectively. The film is assumed 
to be isotropic and infinite along the x  axis. Different from the longitudinal crack, the effect of the 
transverse crack on the current distribution in the thin strip should be considered (see Figure 1 (b)). 
 

 

Figure 1. (a) A thin superconducting strip with a transverse crack in a perpendicular field. (b) The current 

distribution in the thin strip with a transverse crack. 

 
When the superconducting strip is in a perpendicular field which exceeds the lower critical field 

1cB , the flux and current starts to penetrate at the edge of the strip. Based on the critical state model, 

the shielding current density J  is less than the critical current density cJ . Two classical critical 
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state models, Bean model and Kim model, are adopted to analyze this problem. For the Bean model, 

the critical current is constant, i.e. 0c cJ J . The current density is dependent on the flux density in 

the Kim model, i.e. 

  
 

0

0 0

c z

c z

J B y B
J B B y




, (1) 

where 0B  is a constant field that characterizes the degree of field dependence. 

 
After ignoring the effect of the lower critical field, the current profile can be obtained by conformal 
mapping analytically for the Bean model [16]. When applied field increases from zero to a 

maximum amB , the shielding current and penetrated flux are 
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and the scaling field fB  is defined by 

0 0c
f

J dB 


 , (5) 

where 0cJ  and 0  is the zero-field critical current and the permeability of free space, respectively. 

When applied field decrease from the maximum amB  to amB , the current and penetrated flux can 

be obtained as 

     , , , , , , 2a c am c am a cJ y B J J y B J J y B B J   , (6) 

     , , , , , , 2a c am c am a cB y B J B y B J B y B B J   . (7) 

 

However, it can be found from the experimental results that the critical current density cj  is 

related to local flux density B . The results of magnetostriction in our preceding paper [13] also 
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that the Kim model is in better agreement with experiments than Bean model at low temperatures. 
Unfortunately, one cannot obtain the analytical solutions based on Kim model. However, for the 

applied magnetic field increased from zero to amB , the profiles of current and flux density can be 

calculated numerically from the equations below [15] 
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When the applied magnetic field is increased from initial value amB  to aB , the flux density 

changes in the outer regions ( c x w  ) but is unchanged in the inner regions (b x c  ), and the 

central region ( x b ) remains free of flux. Therefore, the distributions of current and flux density 

can be obtained by solving the following equations 
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The body force (Lorentz force density) in the film is 
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  f J B . (14) 

Because the thickness is very small compared with other two dimensions, this is a plane stress 
problem. For the symmetric model, it is convenient to analyze one quarter part of the film by means 
of finite element method. The famous virtual crack closure technique [17] is adopted to calculate 
the stress intensity factor, which can save our computational time and has high precision with fewer 
meshes. In our calculations, the Young’s modulus and the Poisson’s ratio equal to 125 GPa and 0.3, 
respectively. 
 

3. Results and discussions 
 
In this section, we will discuss the development of the stress intensity factor for applied field 

increasing to different maximum ( fB , 2 fB , 3 fB , 4 fB ) based on Bean model and Kim model. 

The crack length is the half of strip width. In addition, the crack length effect on the stress intensity 

factor is also discussed for applied field decreasing from 4 fB  to fB . The stress intensity factor is 

normalized by 6 0.5
0 1.2153 10 Pa mK     for applied field increasing to fB  with Kim model. 

 
Figure 2 shows the development of the stress intensity factor in a full cycle applied field with 

maximum fB . It can be found that the stress intensity factor is positive as applied field increases 

from zero to fB . The depth of the penetrated flux has not reached the crack in this case. Therefore, 

all the body force is compressive and along y direction. The tensile stress along x direction induces 
positive stress intensity factor. The stress intensity factor for the Kim model is large than for the 
Bean model. 
 

 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-6- 

Figure 2. The development of the stress intensity factor in a full cycle applied field with maximum fB . 

 

If the applied field increases from zero to 2 fB , the depth of the penetrated flux will reach the crack. 

The body force near the crack is along x direction in this case. Therefore, the stress intensity factor 
will decrease when applied field exceeds a certain value (see Figure 3). The value for the Kim 

model is less than for the Bean model since the filed dependence of cJ  leads to a larger amount of 

penetration in a given applied field. The stress intensity factor increases firstly, and then decreases 
during the field decent. Moreover, it cannot recover zero when applied field decreases to zero 
because of remnant field. 
 

 

Figure 3. The development of the stress intensity factor in a full cycle applied field with maximum 2 fB . 

 

Figure 4. The development of the stress intensity factor in a full cycle applied field with maximum 3 fB . 
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When applied field continue to increase, it can be found from Figure 4 that the stress intensity factor 
profiles is becoming complex. The development of the stress intensity factor during field decent is 
similar to Figure 3. However, different from Figure 3, the remnant stress intensity factor is positive 
when applied field decreases to zero. It is interesting that the stress intensity factor is maximal in the 
absence of applied field for the Kim model during field decent, and it is larger than for the Bean 
model. 
 

 

Figure 5. The development of the stress intensity factor in a full cycle applied field with maximum 4 fB . 

 

Figure 6. The stress intensity factor for different crack lengths in a perpendicular field which decreases from 

4 fB  to fB . 

 

Shown in Figure 5 is the development of the stress intensity as applied field increases to 4 fB . In 
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this case, one can see that the stress intensity factor profiles become even more complex. The 
maximum of the stress intensity during field decent for both Bean model and Kim model is larger 
than that in Figure 4. Therefore, it is more dangerous in this case. Moreover, the decreasing field 
corresponding to the maximal stress intensity factor for the Kim model is greater than for the Bean 
model. 
 
Finally we discuss the effect of crack length on the stress intensity factor for applied field 

decreasing from 4 fB  to fB . One can see from Figure 6 that the stress intensity factor firstly 

decreases as the crack length increases, and then increases when the crack length exceeds a certain 
value. The value for the Kim model is less than for the Bean model. The reason is that the depth of 
current change for the Kim model is larger than for Bean model. Moreover, Figure 6 demonstrates 
that it is more dangerous for large crack than for small crack. 

 

4. Conclusions 

 
The problem of thin superconducting strip with transverse crack in a perpendicular field is 
investigated in this paper. The Bean model and Kim model are adopted to analyze this problem. 
Different from the longitudinal crack, the transverse crack is more complex because of the effect of 
the transverse crack on the current. The results are useful for understanding the fracture mechanism 
of high-temperature superconductors, which could provide a theoretical guide for the ITER CICC 
designer. 
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Abstract  The fracture behaviors under electromagnetic force with field-dependent critical current density 
in thin superconducting film are investigated. Applying finite element method, the stress intensity factors of 
one central crack versus applied field and crack length are obtained for the exponential model, which was 
compared with the Bean model and Kim model. This work can offer good estimations and provide a basis for 
interpretation of cracking and mechanical failure of HTS thin films in numerous real situations. 
 
Keywords  Fracture behaviors, Superconducting film, Stress intensity factor, Exponential model 

 
1. Introduction  

 
High-temperature superconductor (HTS) tapes have provided a variety of engineering applications, 
such as ac power transmission cables [1, 2], filters for wireless communication [3]. With the 
development of engineering applications, major efforts are directed towards improvements on 
mechanical performances of HTS bulks in the presence of high magnetic field. During the past 
years, a series of investigations were devoted to the magneto-elastic behaviors induced by 
flux-pinning in bulk superconductors for different sample shapes, critical state models and 
magnetization processes [4-6]. For example, Johansen studied magnetostrictive behavior during the 
field activation processes, and revealed that the giant irreversible magnetostriction and internal 
stress could often lead to fatal cracking of the HTS bulks [7]. It is well established experimentally 
that when an HTS bulk traps large magnetic fields, the mechanical stability can be threatened by the 
tensile stress induced by flux-pinning [8]. Due to their low tensile strength of melt-processed HTS 
materials, micro-cracks and macro-cracks parallel to the a b−  plane were both observed in large 
grain bulk RE–Ba–Cu–O (RE: rare earth elements) superconductors [9, 10]. In recent years, many 
theoretical analyses for the crack problem of long rectangular slabs and long cylinders under 
electromagnetic force have been achieved [11-13]. Very recently, the central crack and interface 
crack problem of a thin superconducting strip were investigated by a field-independent cJ  (the 

Bean model) [14, 15].  
 
However, it is observed experimentally that the critical current density strongly depends on the flux 
density in real materials. The body forces induced by flux-pinning and magneto-elastic behavior are 
significantly different in magnitude between the Kim model and Bean model in thin 
superconducting strip [16]. It is found that Kim model is in much better agreement with experiment 
than Bean model at low temperatures. Furthermore, the exponential model, on the other hand, is one 
of the models that has been recently discussed in relation to the high-temperature superconductors 
[17-19]. Therefore, it is very worthwhile to investigate crack problem of HTS thin films for the 
exponential model. Since the superconducting materials are brittle, the stress intensity factor is a 
good fracture criterion and can provide successful prediction for fracture behavior. Our main 
purpose of this paper is to study the fracture behaviors in a HTS thin film with one central 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

2 

longitudinal crack under electromagnetic force. Compared with the Bean model and Kim model, we 
investigate center-situated crack problem in an infinitely long superconducting film for the 
exponential model. The stress intensity factors at the crack tips are obtained by means of finite 
element method, which are discussed for different applied fields and crack lengths. In our 
calculations, the Young’s modulus and the Poisson’s ratio are assumed to be 125 GPa and 0.3 as 
adopted in Ref. [17]. 
 
2. Basic equations  
 
In the present article, we consider a thin film with one central crack in a perpendicular applied 
magnetic field, and the film is located in the Cartesian coordinate system [see Fig. 1]. The width 
and the thickness of the film is 2w  and d , respectively. The film is assumed to be isotropic and 
infinite along the x  axis. Due to the symmetry of the problem, the current density has only a x  
component ( )xJ y . Since the crack is parallel to the current, the disturbance of crack on the current 

and flux are negligible. The current density ( )xJ y  and flux density ( )zB y  can be regarded as 

average value over the film thickness in case of d w<< . Based on the theory of field-dependent 
current [20], for the applied magnetic field increasing from zero to amB , the profiles of current and 

flux density can be calculated numerically from the equations below 

( )

( )( )
( )

( )( )

2 2

2 2 2 2

2
,  

,                               b

w c z

b

x

c z

J B y dy
y b y y b

y y y bJ y
y J B y y w
y

π

⎧ ′ ′
− − <⎪

′ ′− −⎪= ⎨
⎪− < <⎪
⎩

∫
,              (1) 

( ) ( )( )
( )

2 2

2 2 2 2
0

,  
w c z

z f b
c

J B y dyB y B y y b b y w
J y y y b

′ ′
= − < ≠

′ ′− −
∫ ,              (2) 

( )( )
2 2

0

w c z
a f b

c

J B y dyB B
J y b

′ ′
=

′ −
∫ ,              (3) 

and the scaling field fB  is defined by 

0 0c
f

J dB μ
π

= ,              (4) 

where 0cJ  and 0μ  is the zero-field critical current and the permeability of free space, 

respectively. 
 

  
(a) 
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(b) 
Figure 1. (a) Schematic of the superconducting thin film and coordinate system in a perpendicular applied 
field. The superconducting film subjected to the Lorentz force with one central crack. 
 
When the applied magnetic field decreases from initial value amB  to aB , the flux density changes 

in the outer region ( c x w< < ) but is unchanged in the inner region (b x c< < ), and the central 

region ( x b< ) remains free of flux. Therefore, the distributions of current and flux density can be 

obtained by solving the following equations 
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J B y B ydyB B dy
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In the Bean model, the critical current density is constant in the film. While in reality the critical 
current density is dependent on the flux density ( )yBz , so the Kim model and the exponential 
model are respectively expressed as follows: 

( )( )
( )

0

0 0

c z

c z

J B y B
J B B y

=
+

,              (8) 

( )( ) ( ) 0
0

exp( )c z
z

c

J B y
B y B

J
= − ,                                               (9) 

where 0B  is a constant field that characterizes the degree of field dependence. The body force 
(Lorentz force density) in the film is 
   = ×f J B .                                                                (10) 

 
The magneto-elastic problem of thin superconducting strip for the two different critical-state models 
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has been studied in our preceding paper [16]. In the field ascent stage, the body force remains zero 
in the central region and increases in magnitude along y-direction, but it is always negative, which 
means the film with crack is subjected to compressive stress. During the field descent branch, the 
body force has both negative value and positive value. Its peak value moves towards the middle of 
the film, and the peak value decreases as the maximum applied field decreases. Therefore, at the 
intermediate state of field reduction, the crack may be subjected to the largest tensile body force. 
Attention is limited to the crack problem of thin film in the field reduction. Fig. 2 shows the 
variations of body force for the three models with the applied field reduction. There is an important 

distinction between the three models. Thus, it’s essential to take field-dependent ( )cJ B  into 

account for studying the fracture behaviors of superconducting film. Because the thickness is very 
small compared with other two dimensions, this is a plane stress problem. Since the crack is parallel 
to the x  axis, the effect of body forces xf  along the x  direction at infinity can be neglected, i.e. 

0== zx ff . The body force along y  axis becomes ( ) ( ) ( )yByJyf zxy = . Due to the symmetry of 
the problem, it is convenient to analyze one quarter part of the film by means of finite element 
method.  
 

 

Figure 2. The variations of body force for the Bean model, Kim model and exponential model when the applied 

field decreases from the maximal value 2 fB  to 0 . 

 

The stress intensity factor K  is an important parameter in fracture mechanics, which determines 
whether the crack propagates or not. The crack would start to propagate the stress intensity factor 
K  increases to the critical stress intensity factor crK . The critical stress intensity factor crK  is 
material parameters, which is independent of the mechanical load and the applied field. Since the 
body force is perpendicular to the crack, only the mode I crack is considered in this paper and the 
energy release rate IIG  is neglected. For the linear elastic fracture mechanics, the energy release 
rate is defined by 

( ) ( )
00

1
lim

2

a

I yya
G G x v x dx

d a
σ

Δ

Δ →
= = Δ

Δ ∫ ,             (11) 

where aΔ  is the increment of the crack length at the crack front. In addition, ( )yy xσ  and ( )v xΔ  

are the normal stress and the virtual crack opening displacement at the extension of the crack, 
respectively. Because this equation is complex in calculation, Rybicki and Kanninen [21] proposed 
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the famous virtual crack closure technique to calculate the energy release rate, which can save our 
computational time and has high precision with fewer meshes. Then the energy release rate can be 
obtained by 

2
yF v

G
d a
Δ

≅
Δ

,             (12) 

where yF , aΔ  and vΔ  are the nodal force along y  direction at the crack tip, the width of the 
mesh and the crack opening displacement at the node near the crack tip, respectively. The stress 
intensity factor K , one of the most important parameters in linear elastic fracture mechanics, 
reflects the singularity of the stress at the crack tip. The relationship between the stress intensity 
factor K  and energy release rate G  is given by 

2KG
E

= .             (13) 

 
3. Results and discussions 
 
In this section, we discuss the crack problems of thin superconducting film with one central crack. 
The stress intensity factor is normalized by  

0 0K aσ π= ,             (14) 

where 2
0 0 0cJ dwσ μ= . We mainly draw attention to the developments of stress intensity factor 

versus applied field and crack length for the three models. 
 
Shown in Fig. 3 is the variation of  0K K  for different critical state models when the applied field 

decreases from the initial value 2 fB  to 0. It can be seen that the stress intensity factor firstly 

increases to the maximum value at a parameter field *
aB , then decreases after it reaches peak value. 

Note that the superconducting film with crack is the most dangerous near the parameter field *
aB  

during the field descent. What’s more, although the profiles of stress intensity factor between the 
exponential model and the Kim model is nearly the same, it is not difficult to find that the 
maximum stress intensity factor and the corresponding parameter field *

aB   for the exponential 
model are larger than those for the Bean model and Kim model. These imply that the crack in the 
thin superconducting film will propagate more easily based on the results of the exponential model 
than that of the other two models. In addition, due to the trapped field, one can see obviously that 
the intensity factor cannot recover to zero even when the applied field decreases from amB  to zero. 
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Figure 3. The stress intensity factors in the thin film with one central crack for the maximum field decreasing 

from 2 fB  to 0. 

 

 
Figure 4. The stress intensity factors in the film with one central crack versus the crack length for the three 
models. 
 
Fig. 4 shows the development of the stress intensity factor with respect to a w  for different 
critical state models. As anticipated, the stress intensity factor K  increases as crack propagates, 
which indicates that the HTS film will have a tendency to break into pieces if the crack length 
increases to a critical value cra . One can tell the difference that the values derived from the 
exponential model increase more quickly than those from the other two models. That is to say, the 
effect of the crack length on stress intensity factor may be greater for the exponential model. 
 

4. Conclusions  
 

In this paper, we investigate the fracture behaviors induced by electromagnetic force with 
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field-dependent critical current in thin superconducting film. Applying finite element method, the 
stress intensity factors of one central crack versus applied field and crack length are obtained for 
different critical state models. From the comparison between the three models, it can be found that 
the magnitudes of the G  and K  are remarkably different. Thus the prediction of parameter field 

*
aB  corresponding to the overall maximum stress intensity factor, where the HTS thin film is the 

most dangerous, can be of practical importance. It is intended that these results presented in this 
paper may be useful for the interpretation of cracking and mechanical failure of HTS thin film in a 
number of real situations. 
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Abstract We found different failure mechanisms and mechanical properties for single-walled carbon 
nanotubes (SWCNTs) when subjected to electric fields and that subjected to tensile load by quantum 
mechanics calculations. The electric field induced breaking in SWCNT begins from the outmost carbon 
atomic layers while the tensile load breaks the nanotube near its middle. When a tube is tensioned in an 
electric field, the critical tensile strength of the tube decreases significantly with increasing intensity of the 
electric field. It is interesting to be shown that a piece of graphene sheet formed by unwrapping the SWCNT 
can also be stretched up to 2.5% by applied electric field and fractured at it edges. We also studied the 
mechanical response and structural evolution of graphene with topological line defect under tensile strain by 
using first-principles calculations. We studied the superelongation and fracture of carbon nanotubes at high 
temperatures by molecular dynamics simulations, and found that the nearly simultaneous activation and wide 
distribution of a large number of defects near the elastic limit play a key role in impeding the formation of 
localized predominant instability and facilitating large tensile elongation of carbon nanotubes at high 
temperature. 
Keywords Carbon nanotubes, mechanical and electric coupling, failure, quantum mechanics 
 

Carbon nanotubes (CNTs), a novel form of carbon materials, have been recognized as 
particularly important nanoscopic systems. The exceptional mechanical properties of carbon 
nanotubes have been the subject of numerical experimental and theoretical studies. Electric field 
will impose significant influence on the electronic and structural properties of carbon nanotubes. 
Electric field induced failure of carbon nanotubes as well as the corresponding mechanisms are key 
issues for nanotube applications in nanoelectromechanical devices. By using semi-empirical 
quantum mechanical calculations as well as quantum-molecular dynamics techniques based on the 
Roothaan–Hall equations and the Newton motion laws, we [1] found different failure mechanisms 
and mechanical properties for single-walled carbon nanotubes (SWCNTs) when subjected to 
electric fields and that subjected to tensile load. The electric field induced breaking in SWCNT 
begins from the outmost carbon atomic layers while the tensile load breaks the nanotube near its 
middle. Electronic polarization and mechanical deformation induced by an electric field can 
significantly change the electronic properties of a SWCNT. Under electric field, the SWCNT can be 
stretched but the toughness is much lower than that under mechanical loading. When a tube is 
tensioned in an electric field, the critical tensile strength of the tube decreases significantly with 
increasing intensity of the electric field, as shown in Fig. 1.  

 



Figure 1. Deformation of SWCNTs versus the tensile load in the absence and presence of electric fields [1]. 
 

On the other hand, the mechanical behaviors and the electric and electronic properties of carbon 
nanotubes are always coupled with each other. By using Hartree-Fock and density functional 
quantum mechanics simulations, we [2] demonstrated a large axial electrostrictive deformation in 
short SWCNTs under electric field [Fig. 2 (a)]. The external field induced axial strains in armchair 
and zigzag tubes can be greater than 10% for a field strength within 1 V/Å. The corresponding 
volumetric and gravimetric work capacities of the SWCNTs are predicted to be three and six orders 
higher than those of the best known ferroelectric, electrostrictive, magnetostrictive materials and 
elastomers, respectively. Further study indicated the significant effect of axial electrostrictive 
deformation on the electronic properties of SWCNTs. It is also found that the band structures of 
SWCNTs change in electric fields and the change can be significantly enhanced by the 
electrostrictive deformation. The polarization of the orbital charge densities and the variation of the 
dipole moment are also enhanced by the electrostriction. The coupled mechanical and electrical 
behaviors of CNTs might lead to wider applications of nanotubes in nanoelectromechanical systems. 
It is interesting to be shown [2] that a piece of graphene sheet formed by unwrapping the single 
walled carbon nanotube can also be stretched up to 2.5% by applied electric field [Fig. 2 (b)]. 

 

(a) (b)

 
Figure 2. (a) Axial electrostrictive deformation ratio induced by external applied electric field in (3, 3) 

metallic single walled nanotubes of different lengths and a (5, 0) semi-metallic tube. (b) Average elongation 
ratios of the C-C bonds having a contribution to the deformation along the direction of the external electric 

field for the (3, 3)/42 tube and the corresponding single layer planar graphite sheet by unwrapping the 
nanotube. [2].  

 
A recent experiment discovered that SWCNTs become superplastic and can accommodate 

extremely large plastic strains with a total elongation of 280% when being tensile loaded at high 
temperatures [3]. Similar ductile behaviors have been observed in individual double-walled and 
triple-walled carbon nanotubes at high temperatures above 2000 oC, with tensile elongation of 
190% and diameter reduction of 90% [4]. However, several fundamental questions concerning the 
mechanism for superelongation of CNTs remain. By using molecular dynamics (MD) simulations, 
we [5] found that the nearly simultaneous activation and wide distribution of a large number of 
defects near the elastic limit play a key role in impeding the formation of localized predominant 
instability and facilitating large tensile elongation of carbon nanotubes at high temperature, as 
shown in Fig. 3. Intricate interplay between nanotube sizes and defect nucleation and motion 
determine the overall deformation pattern. 
 



 
Figure 3. A (31,0) SWCNT subjected to tensile loading at 2000 K. The tube is 10.6 nm in length and 2.43 nm 
in diameter. (a) Strain energy. (b) Variation of local strain in two distinct parts of the tube: the elastic (part I) 

and plastic (part II) as shown in (c). (c) a–h: Selected snapshots of stretched SWCNT from the MD 
simulation; the insets show the 5-7-7-5 dipole and other defect formation and motion, and the rearrangement 

of local atomic structure during the deformation [5]. 
 

Graphene, a two-dimensional honeycomb carbon layer of sp2 hybridized carbon atoms, exhibits 
exceptional electronic, magnetic, optical and chemical properties. As the carbon-carbon bond is one 
of the strongest covalent bonds in the world, the mechanical behaviors of graphene have attracted 
enormous scientific interests from experimental and theoretical studies. We studied the mechanical 
response and structural evolution of graphene with topological line defect under tensile strain by 
using first-principles calculations, as shown in Fig. 4 [6]. It is seen that, before the strain reaches the 
critical value of about 12%, both bond lengths l1 and l2 increase monotonically with strain. It is 
interesting to note that when strain reaches about 4% the two bond lengths intersect. When the 
strain exceeds 12%, the two bond lengths experience an abrupt change: l1 suddenly increases while 
l2 sharply decreases. Such sudden variations of bond lengths induce significant redistribution of 
spin-polarized electrons at the defected part, which indicates that the magnetism of defected 
graphene can be tuned by strain. 

 
Fig. 4. Local bond length variation of defected graphene around the line defect region with strain [6]. 
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Abstract: It is a cost-efficient approach to take the colloidal crystals (CCs) as template to fabricate 

three-dimensional photonic crystals. However, cracks occurring in the colloidal crystal synthesis process typically 

divided a colloidal crystal film into single crystalline domains of several tens of micrometers size, setting a major 

obstacle to the application of CCs template method. As a modified method, the co-deposition of microsphere and 

nanoparticles in CCs formation was put forward to reduce the formation of cracks. However, the physical 

mechanism of crack inhibition in co-deposition process was not well studied. 

In this paper, we reported an in-situ observation study on the crack formation in the co-deposition process. It was 

found that the crack morphology has a large difference compared with that in the normal CCs template method. 

The cracks in normal CCs growth are usually formed and developed as parallel straight lines along the substrate 

surface in the growth direction. In contrary, the cracks present a pattern of regular triangular lattices in 

co-deposition. The crack morphology changes from CCs process to co-deposition process was considered to have 

a strong relationship to the gel formation in co-deposition procedure which can be ignored in the normal CCs 

growth. The corresponding physical model was developed and compared with the experimental results. The 

present study was helpful to give a deep insight into the crack formation mechanism in the colloidal spheres (CSs) 

assembling process. 

Keywords：Crack, co-deposition, colloidal crystal  

 

1. Introduction 

Vertical self-depositing (VSD) method has proven to be highly-efficient for the synthesis of the colloidal 

crystals (CCs) which cannot be got by conventional top-down methods. The CCs are three-dimensional 

periodic structures formed from colloidal sub-microspheres. [1] The most remarkable property of the CCs is 

the photonic band gap (PGB)[2], which makes the CCs have great potential application in photonic crystals. 

At the same, the CCs can be as a template to get well-ordered, porous “inverse opal” structures for optical, 

electronic, and (bio) chemical application.[3] Such ordered, high surface area nanoporous solids are 

important for potential applications in fields from catalysis to tissue engineering, drug delivery, gas sensing, 

and filtration and PGB devices. Compared to conventional top-down process, this kind of bottom-up 

self-depositing method shows its low-cost and high-efficiency. However, during the deposition of the CCs, a 

number of defects such as cracks, domain boundaries and vacancies will be produced. Among them, the large 

length scale defects, cracks, will split the CCs into countless small domains, which make the practical 

applications of the CCs impossible. 

In order to reduce or even eliminate cracks, researchers developed many growth methods of the CCs. van 

Blaaderen A. et al. [4] invented “colloidal epitaxy” to fabricate CCs. They made the slow sedimentation of 

CSs onto a patterned substrate (or template), which could direct the crystallization of bulk CCs, and permit 

tailoring of the lattice structure, orientation and size of the CCs. 

Rudolf Zentel et al. [5] spread the colloidal suspension on the surface of the liquid substrate (gallium or 



mercury) and the crystallization and drying of the CCs were finished at room temperature for about one day. 

In this way, they got crack-free CCs of a size of nearly a centimeter square. Norris et al. [6] found that the 

cracks could be avoided in fabricating adverse opals by sintering the silica spheres prior to assembly of the 

CCs. However, the methods mentioned above were too complicated, high cost and not reliable to produce 

crack-free CCs with large domains.  

The co-depositing method was first used by Meng et al. [7] to fabricate ordered porous materials. Due to the 

co-assembly of the CSs and the ultrafine particles, such as TiO2 or SiO2, the researcher can get the CCs by a 

one-step process. With the water evaporation at the meniscus, the ultrafine particles were infiltrated into the 

voids of the CSs during the co-deposition. The following investigators went beyond the co-deposition of the 

binary particles and got crack-free colloidal films of centimeter square through co-assembly of the CSs and 

polymer precursors [8] or salt precursors [9]. The infiltrated materials could be as a sacrifice to be got rid of, 

and the large area CCs would be left. 

In fact, cracking during drying of colloidal dispersion has been investigated for many years and made the 

model system for crack study [10-15]. In order to understand the mechanism of cracking, it is base to study 

the dying process and the crack morphology. Drying accompanies the whole process of the thin film 

formation and has very important effects on the quality and shape of the colloidal film. [16-19]Although 

through the co-depositing method researchers could improve the CCs’ quality and get crack-free CCs of 

large domain, it is not clear whether there are differences between deposition of the CSs of single size and 

co-deposition of the binary particles. In this paper, we show the cracking process during the deposition of the 

CSs of 360nm and the binary deposition of the CSs (360nm) with the SiO2 nanoparticles (7nm) by real time 

observation method. It is noteworthy that in spite of the same drying condition absolutely, the morphology of 

cracks is different from each other. 

2. Experiment 

The experimental set-up for the in-situ observation was shown in Fig. 1. A magnified schematic of the 

observed region is shown, as well as the image observed at the initial growth stage. To have a comprehensive 

understanding of the assembly process, large colloid spheres with the diameter of 3 micrometers were used 

for the observation of the initial assembly process. Cracks formation process by VSD was observed in a 

transparent glass cell and the inner temperature could be controlled. Polystyrene latex spheres (from Duke 

Scientific Corporation, California, USA) with 360nm diameter were used in this work. Polystyrene spheres 

were mono-dispersed in Milli-Q water with 0.1% volume fraction. The Silica nanoparticles with mean 

diameter of 7nm were used for co-deposition. A 4x1.5 mm rectangular, 1 mm thick glass substrate was 

inserted vertically into a semi-cylindrical glass growth cell. To guarantee good water wetting, the glass 

substrate and the growth cell walls were cleaned with detergent, followed by immersion in chromic acid for 

about 24 hours. Cleaned glass plates were kept in Milli-Q water for about 8 hours, and dried naturally in the 

clean room environment before experiments. The growth temperature was kept at 55 °C during the 

experiment. Mean water evaporation rate was about 0.19 grams/hour. A long working distance optical 

microscope (Questar QM100, USA) was used to carry out experimental observations. The crack growth 

process was recorded with a digital video recorder connected to the microscope camera. 



 

Figure 1. A schematic diagram of the experimental setup. A magnified schematic of the observed region is shown at the 

vicinity of the meniscus, as well as the image observed at the initial growing stage. Large colloid spheres with the 

diameter of 3 micrometers were used in the observation of the initial assembly process. 

3. Results 
The VSD experimental system of CSs is different from conventional colloidal suspension drying system 

[16-19]: a) it is capable of growing large-scale crystals from low particle concentration suspensions (0.1% 

volume fraction); b) without gel formation, the colloidal particles self-assemble to be a film by capillary 

forces and micro flow at the vicinity of the solvent menisci; c) a film with uniform thickness is formed of 

close-packed spheres. For the co-deposition, the CSs are close-packed orderly, and the nanoparticles infiltrate 

into the void among the CSs. [7] 

Figure 2 shows the cracks of the colloidal films drying from the suspensions with different ratio of the CSs 

and silica nanoparticles. In all suspensions, the volume fraction of the CSs was 0.1%, and mixed the CSs 

with the silica nanoparticles in volume ratio of 5:0, 5:1, and 5:2. The line in fig.2 denotes the crack’s tip and 

the arrows was the growth direction of the colloidal films. In fig.2a, the growth directions of the cracks and 

the colloidal film are same, the cracks are longitudinal. When the nanoparticles are added, the crack patterns 

change significantly (Fig. 2b, c). From fig. 2b, c, it is clear that the crack density has a relationship with the 

amount of the silica nanoparticles. There is higher crack density in fig. 2b. From the insets of the fig. 2, the 

directions of the crack also change with the addition of the nanoparticles. 

 
 

Figure 2 Different crack morphology drying from mixed suspension. The CSs with the silica nanoparticles in volume 



ratio of a5:0 (a), 5:1(b), and 5:2 (c). The direction of the arrows is x axis. The insets show the angles between the cracks 

and x axis. 

 
Figure 3 The VSD process of the CSs (or co deposition with nanoparticles) in meniscus region of the suspension. Ef and 

Es are the evaporation of the colloidal film and the suspension respectively. J is the diffusive flux of the CSs 

(nanoparticles). Left inset is tetrahedral site. Right inset is octahedral site.  

The VSD method (showed by Fig. 3) gets the colloidal film at the air-water-substrate interface from 

low-viscosity suspensions. The evaporation-driven flow makes the spheres or particles deposited in the 

meniscus. When the water reservoir is sufficiently large, the evaporation process does not significantly 

enrich the colloidal density. As the water evaporates, more substrate is exposed and coated colloidal film. 

The CSs or nanoparticles in suspension, within the solid-liquid-gas interface, are deposited on the substrate 

subject to interfacial forces. In this process, the thickness of the film can be adjusted by the concentration of 

the suspensions or by the descent speed of the suspension surface.  

At the very beginning, the CSs and the silica nanoparticles are entrained toward the growth front at the same 

velocity, and the large spheres nucleate first in a close-packed network because of their higher volume 

fraction and larger size. With the evaporation and convective flow of the liquid medium through the pore 

space of the network, the nanoparticles can easily move and fill the voids of the fcc structure (formed by the 

CSs). From a simple geometric analysis indicated that, in the close-packed colloidal sphere arrays, two types 

of interstitial sites exist: the tetrahedral site and the octahedral site. One cubic unit cell contains four large 

spheres, eight tetrahedral voids, and four octahedral voids. 

During the evaporation of the film, the strong particle wetting prevents the invasion of air into the colloidal 

film. With the sustained water loss, the nanomenisci will occur in the film interface, which create capillary 

the capillary tension to pull water through the network deposited by CSs (nanoparticles) to replace the lost by 

evaporation. For the wet film (no crack), the rate of fluid flow through (J) must balance the evaporation rate 

(Ef). The fig. 2a shows the directional cracks which indicate there is nearly uniaxial stress and the stress σ

xx>>σyy. When the nanoparticles were added into the suspension, the film stress state was changed into 

biaxial stress which leaded to a crack pattern of triangular lattices. 

 

4. Conclusions 
In summary, the comparison study of the crack formation during the VSD process with and without 



nanoparticles. It was found that co-deposition lead to different crack morphology and decreased the crack 

density. In contrary, the cracks present a pattern of regular triangular lattices in co-deposition. The crack 

morphology changes from CCs process to co-deposition process was considered to have a strong relationship 

to the gel formation in co-deposition procedure which can be ignored in the normal CCs growth. This study 

indicates the co-VSD method is a cost-efficient approach to get single colloidal crystal of large domain.  
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Abstract 

Metallic rings made of aluminum alloy are studied upon the application of a distributed radial load by a 
magnetic pulse technique. Two modifications of the magnetic pulse method were implemented on the basis 
of the GKVI-300 high voltage short pulse generator providing the formation of voltage pulses of 30-300 kV 
in amplitude. These two approaches making it possible to decrease the period of the harmonic load to 7,5 sμ  
and 1 sμ . Method to determine the instant of rupture of the ring from a flash arising at rupture with the help 
of a photo detector was developed and applied. Load signal and signal from the photo detector are displayed 
and saved with a digital oscilloscope.  
Fracture stress value was estimated. It increased on load time shortens. 
The surfaces of fracture of aluminum samples were investigated after the tests by optical microscope. It is 
shown, when the load time shortens, the ductile component of fracture declines and the samples fail in a 
more brittle manner. 
Keywords: Magnetic Pulse Technique, Metallic Ring Samples, Dynamic Loading 

1.Introduction 

In the works of American authors [1-4], an original magnetic-pulse method is proposed for the 
tangential stretching thin metal rings up to destruction. The method allows them to achieve the 
radial velocities of ring expansion in the range of 80-200 m/s at strain rates of the order 104s-1. The 
process of the formation of necks and fragmentation fixed using high-speed photography with high 
temporal and spatial resolution. It is shown that the destruction of the ring occurs in a time much 
less than the first period of the current oscillations in the ring. Fragmentation process takes less than 
20 μs. The increase in the cross-section of the specimen significantly increases the deformation of 
localization start. Deformation of localization origin is independent of strain rate. An increase of 
deformation homogeneity takes place with increasing sample sizes. 
The high-speed radial expansion of ring is analyzed in [5] in plane strain. The material behavior is 
ductile, deformation hardening takes into account also. Tensile tests of rings of aluminum alloy [6] 
with speeds 143 103,2103 −⋅−⋅ s at pulse durations between 5 and 41 μs revealed the effect of the 
speed and size of the expanding rings on the deformation of an aluminum alloy. Loading rate below 

13102 −⋅ s  does not affect the deformation. Flow stress depends on the maximum strain rate and the 
size of the ring. 
The work [7] shows the effect of pulse duration on the microstructure produced as a result of impact 
loading. The authors [8] have shown that the generation of dislocations and the formation of twins 
in copper alloy with low stacking fault energy depend on the pulse duration less than 0.3 μs. The 
main cause of hardening under the pulse duration of 0.5 μs is the twinning and slip contribution 
becomes more significant when pulse duration is large. Number of damage upon rings extension of 
aluminum alloy is independent of the ring radius and is proportional to its expansion rate as is 
shown in [9]. Paper [10] provides a method to represent the investigation of fragmentation in the 
rapidly expanding metal rings. A quick discharge system of the capacitor generates magnetic forces 
that accelerate the ring to the maximum radial velocity of about 200 m/s, which corresponds to the 



peripheral strain rate at about 104s-1 under fragmentation. The streak camera technique is used to 
record the movement of the rings. Experiments on the destruction and fragmentation were 
performed on the samples of OFHC copper and aluminum 1100-0. Thin rings have rapidly 
expanded in [11] using magnetic fields to study the effect of strain rate on the strain to failure of 
ductile metals. In the interval of studied expansion velocities (50 to 300 m/s), the experimental 
results showed that the plasticity of Al 6061 and OFHC Cu increases monotonically with increasing 
speed. In each case, the deformation of the specimen to the destruction is almost two times more at 
300 m/s than in static conditions. 
All peer-reviewed papers on the metal rings maximum tensile strain rate did not exceed 104s-1. This 
paper presents the results of a study on the destruction of the metal ring samples of D16 aluminum 
alloy with a substantially reduced period of harmonic loading. Voltage of destruction was rated and 
it shows its increase with shortening of the loading duration. Short-term loading leads to dynamic 
recrystallization - the formation of new small grains. The method of determining when the sample 
breaks is developed and applied. 
 
2. Technique of experiment and results 
 
Figure 1 shows the loading scheme. The current flowing through the coil, in which the ring 
specimen is located coaxially, causes inductive current in it, and the interaction of these currents 
generates a force of repulsion between the solenoid and the ring. 
  

 
Fig. 1. Loading scheme of the sample (q- load, σ - tensile stress) 

 
Two modifications of magnetic pulse method of loading were realized on the basis of short high-
voltage pulse generator GKVI-300, which provides the formation of electrical voltages with 
amplitudes of 30 - 300 kV. Electrical block-schemes of the installation under the implementation of 
a sinusoidal load with a period of 7.5 μs (modification 1) and with a period of 1 μs (modification 2) 
are shown in Fig. 2 and 3, respectively. 

 



 
Figure 2. The block-scheme of the setup for sinusoidal electromagnetic load of period 7.5 μs: AT - 
autotransformer; REC - rectifier; Rch - charge resistor; C - condenser; S - discharge; RC - Rogowski belt; L - 
coil (coil without core); Sample - sample (metal ring); PD - photodiode; OSC – oscilloscope 
 
In testing of ring specimens with a period of sinusoidal current T = 7,5 μs (Fig. 2) the charge of 
capacitor (C) is carried out by rectifying device (REC) with variable voltage from 12 to 24 kV. 
Then the discharge of capacitor (C) was proceeded through the coil (L) with a high-voltage spark 
gap (S) 
 

 
Fig. 3. The block-scheme of the setup for sinusoidal electromagnetic load of period 1 μs: IT - pulse 
transformer; FL - forming line; ED - output device; HVW - high-voltage electrode 
 
The coil is made of copper wire 1mm in diameter, has 5 turns of the coil 25 mm in diameter. The 
current flowing through the coil, was measured by Rogowski coil (RC) and displayed on a digital 
oscilloscope (OSC), from which the information was recorded on an electronic bearer. When the 
ring (Sample), coaxially mounted on the middle of the coil (L) is broken, a spark is appeared, which 
permits record the time of the destruction of the sample using a photodiode (PD). 
More complex unit is used in the test samples, when current was passed through the coil with a 
period of the damped oscillations T = 1μs. Its block-scheme is shown in Fig. 3. With the help of a 
pulse transformer (IT) the voltage of sine wave signal increased in 10 times, compared with the 
above case (Fig. 3) and by forming line (FL), and an output device (ED) (Fig. 3) was supplied to the 
same coil. However, the period of the current oscillations is already a T = 1μs. Appearance of plants 
is shown in Fig. 4 
 



 

a б 

Figure 4. Appearance of plants: a - at 7.5 μs (1 - solenoid, 2 - sample 3 - housing, 4 - photodiode), b - at 1 μs 
(1 - solenoid, 2 - sample 3 - Rogowski belt to measure the current in the coil 4 - Rogowski coil to measure 
the current in the ring, 5 - photodiode, 6 - output device). 
 
The study of fracture surfaces of aluminum and copper samples after the test was carried out on an 
optical microscope Axio-Observer-Z1-M in a dark field, and study the structure of cross sections - 
in the bright field or polarized light. The structure has been studied in cross sections after 
appropriate etching. Grain size and the number of pores on the surface of cross sections were 
determined after etching. Microhardness was measured on a PMT-3 device with a load of 20g. Ring 
samples were tested from duralumin D16 brand with an inner diameter of 28 mm. The ring D16 had 
a thickness of 0.11 - 0.40 and a width of 0.5 - 1.0 mm, when they exposed to electric currents with a 
long period. 
Fig. 5 shows the waveforms of current through the coil (2) and the signal from the photodiode (1) 
fixing the time of rupture of the sample for the two variants of tests: T = 7,5 μs and T = 1 μs. 
 

  
а б 
Fig. 5. Waveform signal from the photodiode (1) and current from Rogowski belt (2), a - in the current 

period =T 7.5 µs; b - =T 1 µs. Sample size: b= 1.0, h=0,11 mm  
 

1 2

3 

5 

4 

6



3. Discussion of the results 
 
Fig. 6 shows the samples in the initial (pre-test) state and after loading in different modes. The 
figure shows that failure occurs in one place for a period of change of the current 7,5 μs, and for the 
period of 1 μs, but in a shorter period can be seen multiple neck. When energy increases with the 
period of 7,5 μs the number of destruction fragments increases.  
 

    
a б в г 
Fig. 6. Photographs of aluminum samples: a - before loading; b - destruction at the threshold energy, T = 
7,5 μs; c - the same at T = 1 μs; d - the destruction at an energy well above the threshold, T = 7,5 μs 
 
Let us estimate the radial force acting on the ring from the side of the coil windings. Calculation 
scheme is shown in Fig. 7. Estimation of the force is held in the quasi-static approximation. It is 
believed that the main force is the Ampere force. The total force acting on the ring, adds together of 
the main force of the turns of the coil, which is located in the plane of the ring coaxially with it (Fig. 
7) and on the side of turns. Calculations have shown that the main contribution is made to Ampere 
force by two side ring. From these considerations, the number of turns of the coil was chosen to be 
five. 

 
Figure 7. Scheme for calculation of the force acting on the ring 

 
So the force acting on the ring will be 
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m
μ π −= - magnetic constant, 1( )I t - the current in the loop coil, 2 ( )I t - the current in the ring, 

a - the distance from the coil to the ring. 
Distributed load acting on the inner surface of the ring, 

                                             ( )( ) ,F t lq t
S

=  

where l - length of the inner circumference of the ring, S = lc - area of the inner surface of the ring, 
c - the width of the ring. 

Thus, ( )( ) .F tq t
c

=  

The tangential tensile stress (Fig. 1) can be calculated from the Laplace formula for thin shells: 

                                   ( )( ) ,q t Rt
h

σ =  

where R - radius of the inner ring of the sample and h - its thickness. 
In determining the tensile stress its pulsating value ( )tσ  replaces averaged in the form of a 
rectangular pulse of amplitude 0σ  and duration equal to the time from the start of the current 
delivery in the coil until the breaking of the ring сt   (Fig. 8) 

                                0
0 0

0

( )
( ) ,

с

с

t

t

с
с

t dt
t dt t

t

σ
σ σ σ= =

∫
∫ .   

Time recorded in the experiments  
 

 
Fig. 8. Replacement scheme of ripple voltage: 1S  - the area under pulsed voltage, 2S  - the area under 
constant stress 0σ . 
 
The following parameters of the device are used in made experiments and calculations: a  = 3 mm, 

1b  = 7.5 mm, 2b  = 15 mm. 
Characteristics of the samples, the experimental conditions and results are summarized in Table 1, 
where T - the period of oscillation of the current in the coil; h - thickness of the ring; c - width of 
the ring; ∅ - ring diameter;  U - capacitor charging voltage; 0σ - tensile stress for rupture of the ring; 
τ - time to failure; W - energy of a charged capacitor; I - maximum amplitude of the current through 
the coil 
 
 
 



Table 1. The experimental results  
Material Т, μs h, mm c , mm ∅, mm U, kv 0σ , MPa τ, μs W, J I, А 

Al 7,5 0,12 1,0 28 20 104 13,75 100 5700 
Al 1 0,11 1,0 28 27 142 2,05 182 6000 
 
Measurement results of ductile component in the fracture of aluminum samples are described in 
[12], which shows that the shortening of the current period the share of fiber in the fracture surface 
decreases monotonically, i.e. samples become more fragile. 
In Table 2 and in the micrographs (Fig. 9) the results of microstructural studies is presented, where 
T - the period of oscillation of the current in the coil; S = hxb - section of the sample; D - grain size; 
n - number of pores in the area of 400 μm2; HV - microhardness. 
 

Table 2. Characteristics of the structure 
Material Т, μs 2,h b mμ×  D, μm n, 1/400μm2 HV, MPa 

Al 7,5 193,5 310×  1,2 121 1318,6 
Al 1 368,4 10×  3,0 70 639,1 

Al initial  120 х103 4,6 53 720,4 
 
Fig. 9 shows the structure of aluminum samples at initial state and after loading with different 
periods and different cross-section (scale factor).  
 

 
It is seen the dynamic recrystallization - the formation of new small grains for short-time loading. 
The highest degree of dynamic recrystallization is in the samples of aluminum with longer duration 

  
a b 

  
c d 

Figure 9. The structure of aluminum: (a) - in the initial state, (b) - after loading with the period T = 7,5 μs 
(S = 0,13 mm2); (c) - after loading with the period T = 7,5 μs (S = 0, 19mm2); (d) - after loading with the 
period T = 1μs (S = 0,07 mm2), here the notation: spall - split, grain - recrystallized grains. 



of loading and a maximum cross-section (scale factor). Samples of aluminum after loading showed 
a greater tendency to pore formation with increasing loading period compared with initial state. In 
addition, with increasing loading duration the samples had the generation of multiple spallation (Fig. 
9c). 
 
4. Conclusion 
 
1. It was developed and tested a magnetic pulse method of destruction and photographic registration 
moment of destruction for ring metalllic samples at much shorter pulses of loading. 
2. It was proposed the evaluation method of the radial force acting on the ring, and the tensile stress 
at break of the ring. 
3. The dynamic recrystallization, the formation of shear bands and multiple spallation were revealed 
using magnetic pulse loading of the ring samples. 
 
5. References 
 
[1] Zhang O. H., Ravi-Chandar K. Int. J. Fract. (2006) 142: 183. 
[2] Zhang O. H., Ravi-Chandar K. International Journal of Fracture (2008) 150: 3. 
[3] Zhang O. H., Liechti K.M., Ravi-Chandar K. Int. J. Fract (2009) 155: 101. 
[4] Zhang O. H., Ravi-Chandar K. Int. J. Fract. (2010) 163: 41. 
[5] S. Mercier, A. Molinari. International Journal of Impact Engineering 30 (2004) 403–419. 
[6] A.E. Carden, P.E. Williams, R.R. Karpp  Shock waves and high-strain-rate phenomena in metals 

// Editors: Meyers M.A. and Murr L.E. New York and London, Plenum Press, 1984, 1, 1.4, 
p.51.  

[7] L.E. Murr Shock waves and high-strain-rate phenomena in metals // Editors: Meyers M.A. and 
Murr L.E. New York and London, Plenum Press, 1984, 3, 3.3, p.260. 

[8] R.N/ Wright, D.E. Mikkola, S. LaRouche  Shock waves and high-strain-rate phenomena in 
metals // Editors: Meyers M.A. and Murr L.E. New York and London, Plenum Press, 1984, 3, 
3.12, p.353. 

[9] G.V. Stepanov, Elasto-plastic deformation and destruction of materials at puls loading. Kiev, 
naukova dumka, 1991. 

[10] D.E. Grady and D.A. Benson, Experimental Mechanics, 12, (1983) 393-400. 
[11] M. Altynova , X. Hu , G.S. Daehn, Metall Trans A 27(1996) 1837–1844. 
[12] V.A. Morozov, Yu.V. Petrov, A.A. Lukin, V.M. Katz, A.G. Udovik, S.A. Atroshenko, 

G.D. Fedorovskii, metal-ring stretching under magnetic-pulse shock action, Doklady Akademii 
Nauk, 2011 Vol. 439, N6, pp. 761-763. 

 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-1- 
 

On Kinetics of “Diffusion” Cracks and Delaminations 
 

Ilya Nickolaevich Dashevskiy 

 
A. Ishlinsky Institute for Problems in Mechanics, Russian Academy of Sciences, 119526, Russia 

dash@ipmnet.ru 
 

Abstract  In the cracks contained in such materials as metals under the action of corrosive media, 
degrading polymers and ceramics (for example, HTSC-ceramics), gas-saturated rocks, etc., gas can be 
accumulated. For a penny-shaped crack in an unbounded elastic medium and for a thin penny-shaped 
delamination under the surface of a half-space, as well as for similar cracks-strips, in a new uniform way – 
on the basis of the energy approach and with the use of Clapeyron theorem – kinetic equations are derived 
describing the growth of specified defects under gas diffusion into them. The analysis of the reasons leading 
to identity of the equations named, allows (under some conditions) to extend the results obtained for these 
problems to a number of other important cases: cracks on the interface of an adhesive joint of two pliable 
half-spaces with different mechanical and diffusion properties (with the interface being permeable as well as 
impermeable), the account of anisotropy, etc. It is shown, that exactly the same reasons (and under the same 
restrictions) make it possible to extend to the same cases the results obtained earlier for growth laws of a 
penny-shaped crack in an unbounded elastic medium versus laws of gas inflow into it as well. 
 
Keywords  Kinetics, Diffusion, Cracks, Delaminations, Model 
 
1. Introduction 
 
One of the models of crack growth as a gas is accumulated in the crack according to the diffusion 
mechanism (in what follows, a “diffusion” crack), which, for example, is typical of the process of 
structural steel hydrogenizing, was formulated and justified in [1] (different approaches are 
represented, for example, in [2, 3, 4, 5]). Later, in [6, 7, 8, 9, 10], this model was developed and 
generalized in different directions. In what follows, we analyze the derivation of the kinetic 
equations for this model, which allows for better understanding of the role and the action 
mechanism of its principal factors and also for showing the directions of extrapolation of the earlier 
results to different cases. 
 
2. Derivation of kinetic equations 
 
Let obtain kinetic equations for a penny-shaped crack in an infinite elastic space and for a circular 
crack, which is a delamination from the boundary of the half-space under gas diffusion into them 
(Fig.1) in a uniform way. 

 
Fig.1. 

First we derive expressions for the case of a gas influx into the crack. Since the problem on a 
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penny-shaped crack in infinite space is symmetric about the crack plane z = 0 ([6], p. 828), it 
suffices to consider the problem in the half-space z ≤ 0. We assume that the process is 
quasistationary ([1]; [9], p. 120) and take the axial symmetry of the problem into account. Then, for 
the unknown gas concentration c(ρ, z, t), where ρ is the radial coordinate in the cylindrical system 
of coordinates, in the half-space z ≤ 0, we obtain the mixed problem from the theory of harmonic 
functions: 
 
           Δc = 0,  z ≤ 0;                 c|z = 0 = 0,  ρ ≤ r(t); 
 ∂c/∂z|z = 0 = 0,  ρ > r(t);         c|z = ∞ = c∞   
 
where time t is a parameter. Subtracting the equilibrium state c = c∞, we obtain 
 
               Δc = 0,  z ≤ 0;                     c|z = 0 = – c∞,  ρ ≤ r(t);  
 ∂c/∂z|z = 0 = 0,  ρ > r(t);             c|z = ∞ = 0 (1) 
 
This mixed problem of potential theory is formally equivalent to the contact problem on the 
indenta- 
tion of a rigid die, that is circular in cross-section and has a smooth bottom, in to an elastic isotropic 
half-space ([11], p. 385, formula (11.6.8) and later). Taking use of the solution of the latter contact 
problem we obtain for the density q(ρ, t) of the gas diffusive flux into the crack 
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The total flux through the surface z = – 0, ρ < r  is 
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For the delamination problem, the obtained quantity Q– is simultaneously the total gas influx Q into 
the crack. But, for the case of a crack in infinite space gas influx goes through the lower and upper 
surfaces of the crack and is equal to  
 
 Q = Q– + Q+ = 2Q– = 8c∞Dr (3) 
 
Combining Eq. 2 and Eq. 3, we write 
 
 Q = N⋅4c∞Dr (4) 
 
where N is the number of “gas transmitting” surfaces of the crack. 
Taking into account the expression Q/k = dn(t)/dt, where k is the coefficient of gas recombination in 
the crack (in the case of hydrogen, k = 2, because, on the crack surface, the protons melted in the 
metal recover to the atomic hydrogen which, flowing inside the crack, recombines into molecular 
hydrogen) and n(t) is the number of gas moles in the crack, we can rewrite Eq. 4 in the form 
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 dn(t) = 4Nc∞Dr dt/k (5) 
 
From the equation of state for the ideal gas (the Mendeleev–Clapeyron equation), we have 
 
 pV = RTn(t) (6) 
 
where p is the gas pressure inside the crack and V is the crack volume. 
Expressing n(t) from Eq. 6 and substituting into Eq. 5, after the replacement dt = dr/u, we obtain 
 
 d(pV) = (4Nc∞DRT)rdr/(ku) (7) 
 
The Clapeyron theorem for linear media ([11], p. 160) implies that 
 
 U = pV/2,  pV = 2U (8)  
 
where U remains the elastic energy of the body. 
We introduce G, which is the elastic energy release rate or the “crack-moving force” ([12], p. 71, 
formula (3.12) and further) or the “force of resistance to the crack propagation” ([11], p. 686) or the 
“energy flux towards the crack vertex”, the “intensity of released elastic energy” ([3, pp. 28–30, 
p. 51), or the “strain energy release rate” ([13], p. 119). For a linearly elastic body, all these 
quantities, as well as the Γ-integral ([14], Chapter 1, Sec. 1), as well as the J-integral, coincide ([15], 
pp. 107–116). By definition ([12], pp. 73–74, formulas (3.21)–(3.23)), we write 
 

 
pS

UG
∂
∂

=  (9) 

 
where U is the elastic energy of the body and S is the crack area. 
Under the axisymmetric extension of a penny-shaped crack, we have dS = 2πrdr, and 
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If the dependence of U (or of V , which is the same in the linear case, as it follows from Eq. 8) on r 
is power-law, i.e. 
 
 U ∼ rm (10) 
 
then 
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Substituting Eq. 11 into Eq. 8 and then into Eq. 7, we obtain 
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When a crack grows really, its propagation rate cannot be arbitrary, but, according to the kinetic 
diagram of static fracture strength at each time instant, is determined by the current value of the 
stress intensity factor on its contour or by the current energy release rate G. Thus, to derive the 
kinetic equation, we must assume in Eq. 12 that the the crack propagation rate u is the function of G 
determined by the kinetic diagram of static fracture strength, u = u(G). This is that gives the desired 
kinetic equation, expressed in variables G и  r, which, by the way, does not contain time t 
explicitly. 
But what is the real, actual character of the dependences U(r), V(r)? For a penny-shaped crack 
under internal pressure in an infinite body, we have V = V(r, p, E, ν), and it follows from dimension 
considerations that V ~ r3p/E (the exact formulas see in ([16], p. 548, formula (10.131)). In this case 
m = 3, N = 2, and Eq. 12 becomes 
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In the case of a thin parallel-to-the-boundary impenetrable delamination of thickness h from the 
half-space, the problem is reduced [9] to the problem of axisymmetric bending of a circular plate 
fixed on the boundary under the action of uniform pressure, V = V (r, p, D0), and it follows from 
dimension considerations that V ~ r6p/D0 (the exact formula is ([9], Eq. 12)). Thus, here we have 
m = 6 and N = 1 and Eq. 12 becomes 
 

 
ku
rdDRTc

ku
rdDRTcGrd )(3)(

2
6)(

22
2

∞∞ π
=

π
=  (14) 

 
which coincides exactly with the similar Eq. 13. 
 
3. Kinetic equation integral. Step-like kinetic diagram 
 
Eq. 12 can be easily integrated 
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 When  r → ∞,  ln(r/ro)2 → ∞  ↔  [α/u(G) – G] → 0 
 G → G∞:  u(G∞) = α/G∞, u → u∞ = u(G∞) (15) 
 
For metals and rocks kinetic diagram u(G) is nearly step-like (Fig. 2). In this case it follows 
from Eq. 15 that 
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if  α/GSCC < u*, then G∞ = GSCC,  u∞ = α/GSCC,  
if  α/GSCC > u* → u∞ = u*, G∞= α/u*  

 

Fig. 2 
 
4. Example: life-time evaluation of a massive piece of structural steel with a 
penny-shaped crack under hydrogenation 
 
We use these results to analyze the kinetics of a penny-shaped crack in a bulk sample of low-carbon 
low-alloy steel in hydrogenation. We simulate a sample as infinite elastic medium and assume that 
the material has the u(G) diagram of threshold type (which is close to reality). 
The process of crack development consists of two stages: incubation period, ti (gas accumulation in 
the stationary crack), followed by a period of growth (movement) tm. 
During the period of incubation, r = r0 = const. Turning back in (2.16) from dr2 to rdr, dividing both 
sides by r, substituting k = 2, substituting dr/u on dt, and r on r0 and integrating, we obtain 
 
 G = 3c∞DRTt/(πr0) (16) 
 
The incubation time is determined by the achievement of G its critical value GISCC, which gives 
 
 ti = πr0GISCC /(3c∞DRT) (17) 
 
In the literature they give the values not for GISCC, but for the corresponding SIF KISCC, which is 
related to GISCC by the Irwin formula GISCC = (1 - ν2)K2

ISCC/E. For the concentration c∞ of the 
hydrogen dissolved in the metal the literature values given are for the so-called "weight parts" (the 
ratio of the weight of hydrogen per unit volume to the weight of the metal containing it), we denote 
this quantity by c∞, while c∞ has the dimension of mol/volume and is numerically equal to c∞g, 
where g is the steel density. Therefore, passing in Eq. 17 from GISCC to KISCC and from the c∞ to c∞ 
we finally obtain 
 
 ti = π(1 - ν2)K2

ISCC⋅r0 /(3c∞g DRTE) (18) 
 
During the period of growth with the u(G) diagram of threshold-type G = const = GISCC. 
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Substituting this into (2.16), substituting k = 2, dividing both sides by dr2 and replacing c∞ with c∞ 
and GISCC with KISCC, we obtain 
 
 u = 3c∞DRT/(2πGISCC) = 3c∞gDRTE/[2π(1– ν2)K2

ISCC] = const (19) 
 ti = r0/(2u) (20) 
 r = r0 + (t - ti)⋅u = r0 + tm⋅u (21) 
 
We assume room temperature T = 2730K and use the default values for the universal gas constant 
R = 8.31 J/(mol⋅grad) = 8.32⋅107 erg /(mol⋅grad) ([17], p. 153 [18], p. 151) and typical values for 
density and elastic constants of low-alloy steel g = 7.8 g⋅cm-3 ([17], p. 40), E = 2⋅104 kg⋅mm-2, 
ν = 0.3 ([17], p. 116).  We also know that D = 10-3 mm2s-1 [19], KISCC ≅ 120 kg⋅mm-3/2 [20], and the 
values of c∞ can reach 10-5 parts by weight [21]. In addition, we assume that the initial radius of the 
crack r0 is equal to r0 = 10 mm. 
 

Table 1. The parameters values taken for calculations 

T0 [K] R [J/(mole⋅K)] g [g⋅cm-3] E 
[kG⋅mm-2] 

ν D 
[mm2c-1] 

KISCC 
[kG⋅mm-3/2] 

c∞ r0 [mm]

273 8.31 7.8 2⋅104 0.3 10-3 120 10-5 10 
 
Substituting these values in Eq. 19, we obtain 
 
u ≅ 10-5 mm/s 
 
Thus, the crack front velocity turned out to be of the order of 10-5 mm/s and according to Eq. 20, 
incubation time 
 
ti = r0/(2u) = 10 mm/(2⋅10-5 mm/s) = 5⋅105 s ≅ 1.5⋅102 h = 150 h ≈ 6 days and nights. 
 
If the front crack after the start begins to move at a speed of about 10-5 mm/s, then the radius equal, 
for example, r = 50 mm, will be according to Eq. 21 achieved through 
 
tm = (r - r0)/u =  (50–10) mm/(10-5 mm⋅s-1) = 40⋅105 s ≅ 1.1⋅103 h ≈ 46 days and nights. 
 
As can be seen from Eqs. 19-21, the values of durability can vary by orders of magnitude depending 
on the concentration of the gas in the metal. 
In the case of the u(G) diagram of general form, as well as in the presence of tensile stresses and 
taking into account a number of additional physical and physical-chemical factors [5] the range of 
possible values of life can range from several hours up to many hundreds of years. 
 
5. Main assumptions and the scope of the equation obtained above 
 
To specify the scope of the kinetic Eq. 12 and the results obtained from this equation earlier in [1, 6, 
7, 8, 9], we list the assumptions used above in its derivation: 
1. The medium is homogeneous and diffusively linear, see Eq. 5. 
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2. The gas is thermodynamically ideal (obeys the Mendeleev–Clapeyron equation of state), see 
Eq. 6. 
3. The medium is mechanically linear, see Eq. 8. 
4. The dependence of V , and hence of U, on r is power-law, see Eqs. 10, 11. 
As to the last assumption, it follows from dimension considerations that, in any case, the expression 
for the volume V of the crack must have the form 
 

 ),(3
i

ih
rf

E
prV ν=  

 
where hi are the problem parameters of dimension of length (except for r), νi are the dimensionless 
parameters (except for r/hi), f(r/hi, νi) is a function determined by the geometry and physics of the 
problem. 
Thus, condition 4 means that either the problem does not contain any geometric parameters other 
than the crack dimensions (as in the case of an infinite homogeneous body) or all the parameters of 
dimension of length in the formula for the volume V are combined into a single factor (as in the 
case of delamination from the half-space). 
On the one hand, this implies that all the main results must remain valid if the complication of the 
problem is not related to the appearance of new parameters of dimension of length. For example, 
these are (under some conditions) the following cases: cracks on the adhesion boundary between 
two compliant half-spaces with different mechanical but equal (close) diffusive properties (in the 
case of an impenetrable boundary, the diffusive properties can also be different); the case of taking 
the anisotropy into account; delamination from the membrane half-space; etc. 
Since the argument in [8] is also based on the same assumptions 2–4, the results in [8] can be 
generalized (under the same conditions) to all problems where the above assumptions remain valid. 
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AbstractAbstractAbstractAbstract Elastic-plastic limit pressure(EPLP) of closed-end cylinders under internal pressure is derived, using a
new yield criterion that depends on stress triaxiality and Lode angle. The von Mises, Tresca, twin-shear and
Drucker-Prager yield criterions are encompassed in the new yield criterion for the EPLP. The results reveal that,
with the increasing of the parameters of stress triaxiality and Lode angle, the EPLP decreases for cylinder with
fixed outer-to-inner radius ratio(k). As k increases, the EPLP increases when the parameters of stress triaxiality
and Lode angle are certain value. The parameter of Lode angle is much more important than the parameter of
stress triaxiality affecting the EPLP of cylinders. The new yield criterion with smaller parameters of stress
triaxiality and Lode angle is used instead of the conventional von Mises, Tresca, twin-shear and Drucker-Prager
yield criterions in design, it can lead to substantial saving the material required. While the new yield criterion with
larger parameters of stress triaxiality and Lode angle is used in design, it can make the design more safe and
reliable.

KeywordsKeywordsKeywordsKeywords Closed-end cylinder, New yield criterion, Stress triaxiality, Lode angle

1111.... IntroductionIntroductionIntroductionIntroduction

Closed-end cylinders are used in engineering, as pressure vessels, nuclear reactors and capsules. It
is important to know the EPLP of cylinders under internal pressure. A considerable amount of work
has been done on the problem of elastic-plastic analysis in a closed-end cylinder under internal
pressure[1-4]. However, when the conventional yield criterions are adopted to derive the EPLP, the
Tresca[5] and von Mises[6] yield criterions ignore the effect of the intermediate principal stress and
octahedral normal stress on yield, respectively. They lead to conservative predictions of limit
pressures. Although the twin-shear[7] and Drucker-Prager[8] yield criterions overcome above
deficiencies, they still ignore the effect of stress triaxiality and Lode angle on yield. By the view of
equivalent stress, stress triaxiality and Lode angle, the von Mises yield criterion ignore the effect of
stress triaxiality and Lode angle on yield, and the Tresca yield criterion also ignore the effect of
stress triaxiality on yield. But the effect of stress triaxiality and Lode angle on yield have been
confirmed[9-13]. Based on the von Mises, Tresca and Drucker-Prager yield criterions, a new yield
criterion, which considers the effect of stress triaxiality and Lode angle on yield, is proposed and
confirmed by experiments[9]. In this paper, the EPLP of closed-end cylinders under internal
pressure, which are two important parameters in the design of closed-end cylinders, is determined
using the new yield criterion. Important results concerning the influence of the EPLP determined
with the new yield criterion on the design of closed-end cylinders under internal pressure are
presented.
2.2.2.2. DeterminedDeterminedDeterminedDetermined tttthehehehe EPLPEPLPEPLPEPLP ofofofof closed-endclosed-endclosed-endclosed-end cylindercylindercylindercylinderssss underunderunderunder internalinternalinternalinternal pressurepressurepressurepressure usingusingusingusing
thethethethe newnewnewnew yieldyieldyieldyield criterioncriterioncriterioncriterion

The new yield criterion, which considers the effect of stress triaxiality and Lode angle on yield, as
follows,

( )[ ] ( )[ ]γηησσ θaxθ0ηeqyld 1 cccc −+⋅−−= . (1)

Where γ and cax are two parameters defined by
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Where σeq, η and θ are equivalent stress, stress triaxiality and Lode angle, respectively. σyld is the
yield stress. η0, cη, cθ, ct and cc are material constants, this depends on which type of reference test is
used to calibrate the relationship of stress-strain.

Let us consider a closed-end cylinder under an internal pressure p. The inner and outer radius
of the cylinder are a and b, respectively. In elastic stage, the σeq, η and θ are determined with Lame
solutions of the elastic stress distribution in cylindrical coordinates system[14] as follows,

p
k 1

3 2

2

eq −
=

ρσ ,
2
1

3
3
ρ

η = ,
6
π

θ = . (3)

Where k=b/a and ρ=b/r (a≤r≤b).
Yielding will appear at the inner surface of the closed-end cylinder at the elastic limit

pressure(ELP) pe. Substituting Eq. (3) into Eq. (1), the yield condition is satisfied at the inner
surface (σr)r=a=-pe, the ELP obtained by the new yield criterion is
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Because θ is a constant (θ=π/6), the effect of Lode angle on the ELP is equal to cθ. The relationship
of stress-strain is obtained from smooth round bar tensile test, therefore, η0 is equal to 1/3. cη
represents the effect of stress triaxiality on material plasticity.

When the internal pressure exceeds pe, a plastic zone will appear at the inner surface and
spread toward the outer surface. The elastic-plastic boundary at any stage has radius ry (a≤ ry ≤b), in
the elastic region (ry≤ r ≤b), the radial stress is obtained from Lame’s equations using the boundary
condition σr=0 at r=rb as follows,
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In plastic region, the material is assumed perfectly elastic-plastic, the equation of equilibrium
is

0θrr =
−

+
rdr

d σσσ
. (6)

The cylinder is assumed at the plane strain condition, therefore, the longitudinal stress in the plastic
region is

( )θrz 2
1

σσσ += . (7)

The σeq, η and θ are determined with Eq. (7), σr and σθ as follows,
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Substituting Eq. (8) into Eq. (1), we have
rθ σσ BA −= . (9)
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θ 313
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When cη≠0, Substituting Eq. (9) into Eq. (6), then the boundary condition (σr)r=a=-p is satisfied, the
stress distribution in the plastic region (a≤ r≤ry) is
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According to the stress continuity of radial stress σr across r=ry, it requires that
( )

yrrr =σ (elastic zone)= ( )
yrrr =σ (plastic zone). (11)

Substituting the radial stress Eq. (5) for the elastic zone and the radial stress Eq. (10) for the plastic
zone into Eq. (11), the relation of pressure p with plastic zone radius is obtained as follows

( ) ⎟
⎠
⎞⎜

⎝
⎛ −−

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

⎪
⎭

⎪
⎬

⎫

⎪
⎩

⎪
⎨

⎧

−
−

−

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
−−

⋅

−⋅
+

−
=

1

1

1

3
11

3
31

3
1

1
y

2
y

η2
yθ

2
yyld

B

a
r

B
A

k
c

kc
k

B
Ap

σ . (12)

When ry becomes equal to b, the closed-end cylinder is completely plastic, the plastic limit
pressure(PLP) for closed-end cylinder is, therefore, obtained as
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When cη=0, the PLP for closed-end cylinder also is obtained as follows,
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Fig.1 Relation of EPLP of closed-end cylinder under internal pressure with cθ (k=2).

If the ratio of outer radius to the inner radius is 2(k=2), the relation of EPLP of closed-end
cylinders under internal pressure with cθ is illustrated in Fig.1. It can be seen that, the EPLP
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calculated by von Mises, Tresca and twin-shear yield criterions equal these obtained by the new
yield criterion when cη=0 and cθ=1, 2/√3 and √3/2, respectively. While cη≠0, cη=3(1-cθ)/cθ and cθ>1,
one will get the EPLP determined with Drucker-Prager. Therefore, it can be concluded that the von
Mises, Tresca, twin-shear and Drucker-Prager yield criterions are encompassed in the new yield
criterion for the EPLP. It is also found that, when cη=0.0 and cθ>√3/2, the EPLP is higher than those
obtained by the von Mises, Tresca, twin-shear and Drucker-Prager yield criterions. When cη=0.0
and cθ<2/√3, the EPLP is lower than those obtained by conventional yield criterions. When cθ is
certain value, the EPLP in range of cη<0.0 is larger than that at cη=0.0, the EPLP in range of cη>0.0
is smaller than that at cη=0.0. cθ is much more important than cη affecting the EPLP of cylinder,
similar conclusions are also found in earlier report[9, 15]. The EPLP decreases with the increasing
of cθ and cη.
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Fig.2 Relation of ELP of closed-end cylinders under internal pressure with k at cη=0(a) and cη≠0(b).

A number of the relations of EPLP with the ratio of outer radius to the inner radius, are shown
in Fig. 2 and Fig. 3. In Fig.2 and Fig.3, the EPLP increases with the increasing of k, when cθ and cη
are certain value. In Fig.2(a), when the effect of stress triaxiality on yield is ignored (cη=0), it is
worth noting that, if k approaches the value 3.0, the increase in the ELP is very small with the
increasing of k. While the effect of stress triaxiality on yield is considered (cη≠0), the increase in the
ELP is also very small when k≥2.5, shown in Fig.2(b). From what I have mentioned above, we can
see the new yield criterion with smaller cθ and cη is used instead of the conventional von Mises,
Tresca, twin-shear and Drucker-Prager yield criterions in design, it can lead to substantial saving the
material required. While the new yield criterion with larger cθ and cη is used in design, it can make
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the design more safe and reliable.
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Fig.3 Relation of PLP of closed-end cylinders under internal pressure with k at cη=0(a) and cη≠0(b).

3333.... SummarySummarySummarySummary

The EPLP of closed-end cylinders under internal pressure is derived using the new yield criterion
that depends on stress triaxiality and Lode angle. The von Mises, Tresca, twin-shear and
Drucker-Prager yield criterions are encompassed in the new yield criterion for the EPLP. The results
reveal that, with the increasing of cθ and cη, the EPLP decreases for cylinder with fixed k. As k
increases, the EPLP increases when cθ and cη are certain value. cθ is much more important than cη
affecting the EPLP of cylinder, The new yield criterion with smaller cθ and cη is used instead of the
conventional von Mises, Tresca, twin-shear and Drucker-Prager yield criterions in design, it can
lead to substantial saving the material required. While the new yield criterion with larger cθ and cη is
used in design, it can make the design more safe and reliable.
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Abstract  The effect of metal loses due to corrosion on burst pressure of API X42 steel pipes was studied 
using nonlinear finite element (FE) method. The nonlinear finite element method coupled with stress 
modified critical strain (SMCS) model was used to predict the failure of the pipes. In this paper, the 
corrosion defects were simplified to rectangular shape. The procedure in determining the SMCS model 
parameters from tensile bars was systematically discussed. The effect of defects length, depth and width was 
investigated. The burst pressure estimated was then compared to available design codes of corroded pipelines. 
For validation, the results of burst pressure from FE were compared to experimental data. The depth of 
corrosion defects appears as the most influential parameter that affects the burst pressure of the pipes. 

 
Keywords  Burst Pressure, Corrosion Defects, Stress Modified Critical Strain, Stress Triaxiality 
 
1. Introduction 
 
In petrochemical industry, pipelines play an important role in transporting crude oil and gas. As in 
service duration increases, the pipelines are affected by corrosion mechanism which leads to fatal 
accident. Corrosions can occur in both internal and external surfaces of the pipelines. In general, 
corrosion would cause metal loss which lead to reduction of pipe thickness and consequently 
decreases its strength. The probability of pipe to burst then will increase. Therefore, failure due to 
corrosion defects has been a major concern in maintaining pipeline integrity [1]. There are several 
design codes used in practice to evaluate the remaining strength of corroded pipelines such as 
American Society of Mechanical Engineer (ASME) B31G [2], modified ASME B31G [2] and 
DNV-RP-F101 [3] codes. These codes were developed many years ago and used throughout the 
industry. ASME B31G and modified ASME B31G simplify a short longitudinal corrosion defect as 
a parabolic curve whereas long corrosion defect can be simplified to a rectangular shape. According 
to ASME B31G and DNV-RP-F101 codes, the failure of corroded pipelines is controlled by the 
defect size as well as the flow stress of the material. The DNV-RP-F101 code can be applied for 
both defect subjected to internal pressure loading only or internal pressure loading combined with 
longitudinal compressive stresses. However, the ASME B31G is limited to defect subjected to 
internal pressure only. DNV-RP-F101 design code equations also include the assessment of single 
and interacting defects and complex shaped defects. The input parameter of these codes include 
outer diameter of the pipe, D, wall thickness, t, yield strength of the material, σy or ultimate tensile 
strength, σu, the length of the defect, L and defect depth, d. The width, w was considered to have 
less effect on strength of corroded pipe and therefore this factor was avoided in all assessment 
equations [4]. The equations used to calculate the burst pressure, Pb based on these codes are 
expressed as:  

                                   (1) 
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For ASME B31G:  

                     (2) 

For Modified ASME B31G: 
 

        (3) 

 
For DNV-RP-F101: 

                 (4) 

where M represents as bulging stress magnification factor. 
 

A numbers of researchers [5-7] have studied the remaining strength of pipelines with corrosion 
defect using FE method together with stress based failure criterion and used to predict failure in the 
damage pipe. However, this leads to conservative results because stress based failure criterion relies 
on flow stress of the materials only. Other methods use strain based failure criterion including 
Gurson–Tvergaard–Needleman (GTN) model [8], void growth model (VGM) [9], continuum 
damage model (CDM) [10] and SMCS model [11]. However, a few issues need to be resolved in 
practical applications of these methods. For example, GTN models consist of relatively high 
number of parameters compare to SMCS and VGM models [12]. These GTN parameters are 
difficult to identify and calibrate which require a large number of FE and experimental work.  

 
Oh et al [13] recently developed the SMCS model based on local criteria for API X65. The model 
was used to predict the burst pressure of pipes with gouge and corrosion defects. The study is 
limited to API X65 steel material and pipe outer diameter of 762 mm. The accuracy and validity of 
the model is well discussed and acceptable in wide range of defect geometries. Mathematically, 
SMCS is evaluated by Eq. (5) through Eq. (8), where the stress triaxiality, T is defined by the ratio 
of hydrostatic stress, σm  and equivalent stress σe given by: 
 

                               (5) 

                (6) 

On the other hand, the equivalent strain  is given by:  
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                (7) 

 
where the σ1, σ2, σ3 and ε1, ε2, ε3 are the principle stresses and principle strain, respectively. The 
fracture strain εf is determined using the equation proposed by Rice and Tracey [9]: 

                              (8) 

Where A is the material constant found through an experiment. 
 

In the present work, the effect of corrosion defect on burst pressure was investigated through an 
experimental and numerical works. The burst pressure of defective pipes was predicted using a 
three-dimensional nonlinear, homogeneous isotropic elasto-plastic material model with large 
deformation finite element model. The SMCS model was used in predicting the failure of the 
defective pipe. The FE analysis results then were compared to available design codes for pipelines 
assessment with single longitudinal corrosion defects. The model was validated by comparing the FE 
results with physical testing and subsequently extensive parametric studies were carried out.  
 
2. Material and Experimental Procedure 
 
Tensile Test The material used in this study was API X42 steel. The chemical compositions and 
mechanical properties of the material are tabulated in Table 1 and Table 2, respectively.  

Table 1. Chemical composition of API X42 steel (%wt) 

C P Mn S Si Fe CE
0.03 0.01 0.98 0.003 0.19 98.6 0.21

 

Table 2. Mechanical properties of API X42 steel at room temperature 

Young Modulus, E (GPa) Yield Strength, σy (MPa) Tensile Strength, σu (MPa)
207 284.7 464.4 

 

The detailed specimen dimensions used for uniaxial tensile test are shown in Fig. 1. The test was 
performed according to ASTM E08-08 [14]. The specimens were extracted in longitudinal direction 
from API X42 steel pipes with schedule of 120. An extensometer with gauge length of 25 mm was 
attached to the specimen in order to monitor the axial displacement of the material. A total of four 
specimens were tested for a given geometry.  

 

 

 

Figure 1. Smooth round tensile bar 
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Burst Pressure Test. Four API X42 steel pipes with different longitudinal artificial corrosion defect 
geometries were prepared. Detailed dimensions of the pipes with artificial corrosion defect are 
shown in Table 3. The defects on the pipe surface were machined using Computer Numerical 
Control (CNC) machine. The nominal outer diameter of the pipe is 60 mm. The overall length of the 
pipe was kept constant to be 600 mm. A schematic illustration of pipes with corrosion defect on its 
outer surface is shown in Fig. 2. The external thread with pitch of 2 mm was machined with 50 mm 
long on both ends of the defective pipes. The pipes were then attached to the cap with internal 
thread. The internal thread of the cap was machined with the same pitch of pipe thread. End of the 
pipes was sealed with aluminum O-rings to avoid leakage of the hydraulic oil when the pipes are 
pressurized. The cap has been covered by a solid cylinder to prevent the movement of the pipes in 
both transverse and longitudinal directions. Two solid cylinders were connected to each other using 
four threaded rods.  

 
The defective pipe was internally pressurized by the oil using manual hydraulic pump. The pump 
was connected to the test rig through hydraulic line. Analog pressure gauge was attached between 
pump and defective pipe for pressure measurement. The oil was carefully pumped to the test rig to 
minimize the strain rate effect until the failure was detected on the pipe. During pressurization, the 
pipe was expanded and the localized bulge could be clearly seen in the weakest region. Detail 
experiment setup for the burst pressure testing is shown in Fig. 3a. The failure occurs on the 
principle plane direction. This is confirmed by observation on the failure pipe whereby the crack on 
defect is propagated in longitudinal direction. Figure 3b shows the API X42 steel pipe after 
performing the burst pressure test. The failure occurred at defective region where the minimum 
thickness of the pipe is placed. The maximum pressure which represents as the burst pressure was 
recorded and listed in Table 3.   

 
Table 3. Effect of defect size on burst pressure 

Defect Dimension (mm) Burst 
Case 
No. Length, 

l 
Depth, 

d 
Width,

w 

Thickness, 
t (mm) Pressure 

(MPa) 
EX1 49.7 4.1 13.7 5.80 54 
EX2 49.8 3.5 13.9 5.60 61 
EX3 69.7 4 17.3 5.55 46 
EX4 50 4.5 14 5.62 44 

 
 
 
 
 
 
 
 

Figure 2. Schematic of pipes with corrosion defect 
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Figure 3. Experimental set up (a) Before Failure, (b) After Failure 
 

3. Determination of SMCS Model Parameter 
 
Remarking that the stress triaxiality for round bars is roughly σm/σe ≈ 1/3. Substituting this value 
into Eq. (8), an approximate expression of the ratio of fracture strain εf  is given by: 

                             (9) 

 
where  denotes the fracture strain obtained from tensile test of smooth round bar. The value of  
 
average fracture strain is  and is shown in Fig 7. Thus, the  for API X42 material used  
 
in this paper is proposed to be: 

                   (10) 

 
Figure 4 shows the failure curve proposed for API X42 steel pipes based on Eq. (10). 

 
Figure 4. Failure curve for API X42 steel pipes 

(a) (b)
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4. Validation of the Model 
 
A 3-D nonlinear FE analysis was performed on experimental case studies listed in Table 3. The 
pipes with a rectangular artificial corrosion defects were modeled and eight node solid elements 
with reduced integration scheme are applied using commercial MSC PATRAN/MARC 2008r1 
software. The material is modeled as an isotropic elasto-plastic material. Fig. 5 shows true stress 
strain data employed in FE analysis. The defective pipe with the same parameter used in 
experimental work was analyzed. A detailed finite element mesh applied on the models is shown in 
Fig. 6. Since the failure of the pipe was observed in defective region during the experiment, the FE 
mesh is designed sufficiently small around the defect area. The enlargement on the defective region 
is also shown in Fig. 6. Internal pressure was applied to the inner surface of the pipe. The boundary 
condition was applied at one end of the pipe to simulate the closed cap condition. The symmetrical 
condition was also applied for computational efficiency. The von Mises stress distribution on defect 
for pipe CS3 is shown in Fig. 7. At an applied pressure of 16 MPa, the pipe did not show any plastic 
deformation. However, at the onset of failure, the bulging on the defect can be clearly seen as 
shown in Fig. 7b. The reduction of pipe thickness at defective area was detected before the pipe 
started to burst. 

 
To predict ductile failure of defective pipes made of API X42 steel pipes using the present 
approaches, the proposed Eq. (10) will be combined with detailed elasto-plastic FE analyses from 
which local stresses and strains are determined. For example, from the FE analysis, stress and strain 
data can be monitored as a function of pressure. Over the loading history, the stress triaxiality and 
equivalent strain were calculated using Eq. (5) to (7). Then, the equivalent strain to fracture or true 
fracture strain is estimated from Eq. (10). When the equivalent strain from the FE analysis equals to 
the fracture strain, failure is assumed to occur. The results of burst pressure from FE have been 
compared to experimental data and shown in Fig. 8. The percentage of the error for each case was 
also included. The maximum error between these two methods is 9%.  
 

 
Figure 5. True plastic stress-strain data employed in FE analysis 
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Figure 6. Detailed FE mesh of the model 
 

 

  
Figure 7. von Mises stress plots: (a) Internal pressure of 16 MPa, (b) Internal pressure of 64 MPa (Burst 

pressure) 
 

 
Figure 8. Comparison of burst pressure between experimental data and FE results 

 

 
 

(a) (b)
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5. Parametric Study 
 
The pipe with different defect depths, lengths and widths were simulated and the burst pressure for 
each case was predicted. In the present study, the totals of 10 cases represent by CS1 to CS10 were 
analyzed. The defect width, t depth, d and length, l for the case studies are summarized in Table 4. 
The wall thickness and outer diameter of the pipe are kept constant to be 6 mm and 60 mm, 
respectively. 

Table 4. Different pipe sizes and defect dimensions 
Dimension (mm) Failure 

Case 
No. 

Length, 
l 

Depth, 
d 

Width, w Pressure 
(MPa) 

CS1 50 3 14 83 
CS2 50 3.5 14 72.4 
CS3 50 4 14 64 
CS4 50 4.5 14 52 
CS5 50 3 10 83.2 
CS6 50 3 6 84 
CS7 50 3 4 84 
CS8 30 3 14 88.4 
CS9 40 3 14 86 

CS10 60 3 14 81.6 
 

Figure 9 shows the results of burst pressure predicted from FE analysis. The results of burst 
pressure calculated from ASME B31G, Modified ASME B31G and DNV-RP-F101 design codes for 
corroded pipelines were also included. Based on these three design codes, the failure of the 
pipelines is assume to occur when the stress developed in the pipes equal to or higher than the flow 
stress of the materials. Since the flow stress is always lower than the ultimate strength, the failure 
will be predicted before necking occurred. In contrast, SMCS model used in this paper predicted the 
failure based on the fracture strain of the materials. The parameter of the model is determined from 
fracture point during uniaxial tensile test, therefore necking of the material is allowed. Neglecting 
the increment of pressure from the onset of necking to fracture point causes the design codes to 
always give lower value in predicting the burst pressure. In general, the results of burst pressure 
calculated from these three design codes show lower values compared to FE. The results clearly 
show that ASME B31G design code gives lowest value of burst pressure in all cases studied. This is 
followed by modified ASME B31G and DNV-RP-F101 design codes except for cases CS3 and CS4 
in which the modified ASME B31G appears as the most conservative compared to other codes. 
Referring to the FE results from Fig. 9a, the burst pressure slightly decreases as the length of defect 
increases from 30 mm to 60 mm. A similar pattern is shown by all design codes. In contrast, as the 
defect depths increase from 3 mm to 4.5 mm (50% to 75% of pipe thickness) as shown in Fig. 9b 
the burst pressure decreases significantly. The burst pressure drops higher than 13% as the depth of 
defect change even as small as 0.5 mm. In this respect, the defect depth appears as the main factor 
that governs the failure of the pipes. This observation is consistent with the fact that hoop stress is 
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dependent with the remaining effective thickness of the damage pipe as predicted in Eq. (1). The 
effect of defect width on burst pressure was also studied in this paper. Four different defect widths, 
w were simulated to investigate its effect on burst pressure. The results are summarized in Fig. 9c. 
Eq. (2) to Eq. (4) do not include the parameter, w. It is due to the assumption that the burst pressure 
is not affected by the width of the defect [4]. The assumption has been confirmed by the FE results 
in which as the width increases from 4 mm to 14 mm, almost no changes on burst pressure was 
detected.  

 

 

Figure 9. Effect on burst pressure (a) Defect length, (b) Defect depth, (c) Defect width 

 

6. Conclusions 
 
This paper has presented the effect of longitudinal corrosion defects on burst pressure of API X42 
steel pipes. The results obtained are as follow: 

1) The burst pressure of corroded pipelines is affected by the length and depth of the defects. The 
depth of corrosion defect is more influential parameter that would affect the burst pressure of 
pipes.  

2) The width of the longitudinal corrosion defects affect insignificantly on burst pressure.  

(a) (b) 

(c) 
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3) The FE results based on SMCS model always predict higher value of burst pressure compared to 
ASME B31G, Modified ASME B31G and DNV-RP-F101 design codes. ASME B31G is the most 
conservative design code. 
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Abstract 

Strain based assessment of mechanical damage in pipelines requires a failure criterion for 
cracking based on plastic damage.  Several criteria have been proposed by industry codes such as 
B31.8 and in the literature.  However, these criteria essentially are based on engineering 
decisions.  In this paper, a plastic damage based criterion that combines material critical strain 
and triaxiality of stress is used.  The theoretical aspect of the criterion, including early work by 
Hancock and Mackenzie on strain limit (i.e., reference failure strain), f, for ductile failure is 
discussed.  The experimental aspect of material’s critical strain and its measurement using 
uniaxial tensile testing is described.  An elastic-plastic finite element analysis is employed to 
calculate ductile failure damage indicator (DFDI), which can be used to describe the amount of 
accumulated plastic strain in the damage and its susceptibility to cracking. Its application to 
assessing mechanical damage in pipelines, including dent with gouge/crack, is presented.   
Examples are given to illustrate the effectiveness of the criterion for prediction of cracks in dents 
in pipelines.  
 
Keywords: Mechanical Damage, Dent, Critical strain, Damage Model (DFDI), ASME B31.8  

 
1 Introduction 
Strain calculations have been used in the past to estimate the severity of mechanical damage in 
pipelines. ASME B31.8 2004 established an allowable strain in dents to be 6% [1] based on the 
experience of the likelihood cracking of cold bend and puncture in dents when material strain 
exceeds 12% [2]. Numerous studies of failure criteria involving limit states due to crack initiation 
in the metal forming industry have been conducted in the past [3-14]. However, none of them 
have been applied to the pipeline industry for integrity management of mechanical damage.  
 
One of the criteria [7, 10,11] that involves critical strain and utilization of damage parameter, i.e., 
ductile failure damage parameter (DFDI), is adopted by the present study to calculate the amount 
of plastic damage in pipelines due to mechanical damage, where the critical strain is a material’s 
property defined as the true strain at the onset of incipient crack measured from uni-axial tensile 
testing, and the DFDI is a damage parameter that is a function of triaxiality of stresses, equivalent 
strain, and material’s critical strain. The onset of incipient crack in a ductile material due to 
plastic damage is given when DFDI ≥1.  
 
In this paper, the theoretical background of plastic damage due to large deformations in ductile 
materials is presented first.  The critical strain and its measurements using uniaxial tensile testing 
are described.  Its application to evaluate mechanical damage including dents in pipelines is then 
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discussed. The finite element simulation of the denting process is then performed to calculate the 
cumulative plastic damage and presented as “ductile failure damage indicator” (DFDI).  The 
results demonstrate that the DFDI method predicted well for the crack initiation in dent and can 
be utilized as a severity indicator and failure criterion for dent repair/mitigation. Finally, an 
approach proposed by Wang et al [18] that combined DFDI and signal recognition from MFL 
(magnetic flux leakage) in-line-inspection for evaluation of dent with corrosion/cracking/gouge is 
presented. 
 

2 Background 
As early as the 1960’s, a damage relevant stress, i.e., critical stress cr, was used as the state limit 
for sheet forming [7], and was later further developed by others [8,9].  These simplified stress 
criteria have proven to be very restrictive, as well as related to a special forming process [7,8].  
Later, researchers tried to correlate plastic damage to the plastic work done during deformation, 
and proposed critical work, Wc, as a damage relevant term.  However, for the same reasons, the 
concept of Wc may be suspicious, especially when it is applied to significant crack propagation in 
a tension bar [9].    
 
Large plastic deformation of ductile materials involves initiation, growth and coalescence of 
microvoids to form cracks, known as “ductile plastic damage”, and is the mechanism for ductile 
cracking, tearing, and rupture of ductile materials.  Considerable effort has been made since the 
mid-1960’s [3-6] to establish a frame work (failure criteria, for example) for studying conditions 
and variables associated with the failures.    
 
In the late 1960’s, McClintock [10] and Rice and Tracey [11] established the basic relation 
between growth of a void and imposed stress and strain from a tri-axial stress field using a micro 
mechanics approach.  Hancock and Mackenzie [6] in the mid-70’s followed Rice et al’s work, 
and proposed a reference failure strain, f, i.e., a strain limit for ductile failure: 
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     (1) 

 
where m = average stress of three principle stresses in a tri-axial stress field, and eq = equivalent 
von Mises stress.  The ratio of m/eq represents the tri-axiality of the stress field, and o is the 
critical strain of ductile materials for incipient crack, a material property measured by uniaxial 
tension testing. 
 
Equation (1) indicates that the strain limit of a structural component, f, is not a constant.  It is a 
function of stress tri-axiality and the material’s critical strain.  Equation (1) defines a generalized 
strain limit, i.e., reference failure strain, for large plastic deformations subject to both uni-axial 
and multi-axial stress states.  In the uni-axial tension condition, Equation (1) becomes  of  

 
i.e., the reference failure strain in the uni-axial tension is equal to its critical strain of the material. 
Equation 1 is derived from the concept that ductile failure results from initiation, growth and 
coalescence of voids on a micro scale, and formation of cracks during large plastic deformation. 
Given the established strain limit for ductile failure, the degree of plastic damage is defined as:   
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Equation (2) shows that the plastic damage induced by each increment of the plastic strain, deq, 
involved in the deformation process is the ratio of the increment to the failure strain. Equation (3) 
is the integral of Equation (2), i.e., the total plastic damage for entire plastic deformation. Di is the 
indicator of cumulative plastic damage during plastic deformation which has a general form of

),,/(
.

eqeqeqmii DD  , where eq is the equivalent von Mises stress, and m is the average stress.  

Its value ranges from 0 (undamaged) to 1 (rupture).  By the definition, ductile failure will occur 
when Di ≥1, where Di is the measure, or indicator, of ductile failure damage.  A safe DFDI less 
than one (<1) would be appropriate to prevent failures. 
  
Substituting Hancock et al’s failure strain f (Eq. (1)) into Equation (3), gives 
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Equation (4) relates the ductile failure damage indicator Di, the stress tri-axiality (m/eq) and the 
material’s critical failure strain o. Various modifications of the reference failure strain f, which 
lead to a better agreement with experiments for high stress tri-axialities, are available in the 
literature [12-14].  . 
  

3 Critical Strain and its measurement 
Critical strain is a material property and measured by uni-axial tension testing.  The critical strain 
of a material, o, is defined as the critical point of the true strain at which incipient crack occurs.  
To measure the critical strain of a material from a uniaxial tension testing, both engineering and 
true stress vs. strain curves in the necking (non-uniform elongation) regime are required.  
  
For true stress and strain measurement in the necking (non-uniform elongation) regime, a series 
of images of the necking area needs to be recorded either on a time or displacement basis.  The 
recorded images are used to determine the radius or the cross-section area of the neck for true 
stress and strain calculation using the following Equation [5] and to establish the relationship 
between true stress and true strain:  
 

A

P
true  , 

r

r

A

A oo
otrue ln2ln2      (5) 

 
where Ao and ro are the initial cross-section area and radius of the tensile specimen, respectively,  
and A and r are the smallest cross section area and radius of the neck at the time of the 
measurement, respectively. 
 
For the onset point at which incipient crack occurs, cracking, it cannot be determined from the 
true stress and true strain data itself.  It is determined from the second sharp knee on the 
engineering stress-strain curve or load-displacement curve [7], shown in Figure 1(a). 
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Figure 1: (a) A typical engineering Stress and Strain curve of LXS80, showing the second 
sharp knee related to the incipient crack (b) Typical image recorded by the video camera on 
a time-based sampling scheme.  The insert shows the respective location of the image on the 
load-displacement curve 

 
Using the identified onset point of incipient crack and the true strain and true stress curve, the 
critical strain can be determined by correlating the engineer strain at the onset point of incipient 
crack to the respective true strain. Efforts were made to develop a time-based switching and data 
acquisition system. The system consisted of three major components: a closed loop tensile test 
machine, a high resolution digital video camera, and a synchronized and data acquisition system 
for simultaneously sampling load-displacement data and image recording. The system provides a 
signal to trigger the video camera’s “shutter” on and off for a given time interval and interfaces 
between the high resolution digital video camera and the tensile test machine.  Each recorded 
image contains a time code that can be used to match a respective point on the load-displacement 
curve that was saved at the same time by the data acquisition system of the tensile testing 
machine. One of the recoded images that correspond to the point of the onset of incipient crack is 
the one corresponding to the critical strain that can be found from the true stress-strain curve. 
There is a possibility that no image could be matched with the onset point for critical strain 
calculation.  However, this may be resolved either by interpolating the critical strain values 
obtained from two adjacent images that are across the onset point, or, more accurately, by 
establishing an engineering strain and true strain curve around the fracture incipient point and 
then using the curve-fit equation to calculate critical strain.  

3.1 Determination of Crack-incipient from uniaxial tensile test    
The information obtained from the synchronized system contains three sets of data: (1) load-
displacement data directly obtained from the tensile test machine, (2) the time-based images 
recorded by the video camera, and (3) the time code for each image and corresponding load and 
displacement recorded by the synchronized data acquisition board.  These three pieces of 
information were analyzed using the following methods to determine critical strain.  
 
The crack-incipient point is a characteristic point on the load-displacement curve.  This point can 
be diagnosed by a sharp knee in the engineering stress-strain curve or by a second knee in the 
dσ/dε- curve as shown in (a) and (b) of Figure 2, respectively [7].  
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Figure 2: A composite figure showing (a) the engineering stress-strain (σ vs. ε) curve with 
the incipient necking and crack; (b) dσ/dε vs. ε plot – a knee shaped curve giving the 
incipient crack point which is the critical point; (c) the intersection of two parabolic curves 
derived from a mathematical best fit model for determination of critical point; and (d) the 
relationship between the true strain and engineering strain. The relationship is obtained 
from the synchronized camera system.  

 
For the sharp knee diagnosis method from the engineering stress-strain curve, two parabolas are 
used to model the upper and lower portions of the curve [5].  The intersection of the two 
parabolas is the point that corresponds to the on-set point of incipient crack.  For the “second 
knee” diagnosis method from the dσ/dε- curve, two straight lines are used to model the upper 
and lower portions of the dσ/dε- curve.  Again the intersection of the two straight lines is the 
point corresponding to the crack incipient point.  
 
These two diagnostic methods are equally applicable and should yield the same results.  
However, the data processing showed that because the “second knee” diagnosis method involves 
a derivative operation of  with respect to  from the experimental stress-strain data, which 
resulted in a large scattered band of the dσ/dε- curve, the uncertainty in linear regression for 
straight line modeling would be large.  Therefore, the first method was adopted for the present 
study. The intersection of the parabolas was found by utilizing the “Method of Least Squares”. 
Once the incipient point is determined, Figure 2(c) it may be used to calculate the critical strain 
by utilizing the curve fit equation between engineering and true strain, Figure 2(d). 
 

4 Application of DFDI to Mechanical Damage  
Dent or indentation in pipe is described as a permanent deformation of the pipe’s circular cross 
section arising from external forces [1]. Depending on the severity of the dent or the amount of 
plastic deformation, crack(s) may be initiated in the dent. Ductile Failure Damage Indicator 
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(DFDI) can be utilized as a criterion to gage the severity of plastic damage in dents, and predict 
its susceptibility to cracking. To evaluate the effectiveness of this model, one case involving 2.7% 
OD bottom-side rock dent associated with 76% WT metal loss reported by a combo ILI tool 
(geometry + MFL) is studied. Elastic-plastic finite element modeling incorporating actual 
measured uni-axial tensile stress-strain curve from pipeline material and calculated critical strain 
is performed. More case studies involving dents associated with metal loss and plain dents can be 
found in Reference [21].  
  

The pipe had an OD of 30in, nominal wall thickness of 9.5mm, Grade of X52, constructed in the 
year 1958 with depth of cover of 90cm, and was operating at 6,895 kPa (77% SMYS). The dent 
was 2.7% deep with length of 120mm, and width of 97mm, at a clock position of 6:15.   Figure 
3(a) shows the screenshot of the ILI reported dent deformation profiles in circumferential and 
axial direction, respectively. 

 

  

Figure 3: (a) Dent circumferential and axial profile (b) Strain profile using Blade’s in-house 
dent strain software 

 

From Figure 3(a), dent apex seemed sharp, suggesting the possibility of high strain at this 
location.  Strain analyses was performed on this dent utilizing an in-house point-to-point strain 
analysis tool [17] using the strain equation recommended in the Reference [15, 16]. The 
calculated maximum equivalent strain (true strain) is 17.4%, which is located at the dent apex.  

 

 

(a)                                              (b) 

Figure 4: (a) Equivalent strain distribution plot around and in the dent area, (b) Dent with 
branched crack in-ditch (OD) 

 

A review of the MFL raw signal showed sharp and strong signal characteristics of magnetic flux 
leakage, seen in Figure 4(a), suggesting that the reported 76% WT metal loss is more likely 
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cracking or gouging rather than corrosion.  The dent was excavated for further investigation. On 
excavation, it was found to be in contact with a rock. On the removal of the rock, it was found to 
be associated with three cracks originating near its apex, Figure 4(b). No leak was detected in the 
field, indicating the cracks were partially through-wall. Since the dent was associated with cracks, 
the pipe joint was cut out for further investigation. The dent was inspected from inside, which 
showed branched cracks at the same location as the OD cracks, but in ID surface of the dent apex.  
A 3D mapping [17] of the cracked dent geometry was conducted using a portable 3D LaserScan 
system. The axial and circumferential profiles were extracted at the ID surface. The strain 
analysis was performed using the profiles. The maximum equivalent strain in the dent was found 
to be 16%, located at its apex.  

The measured ILI maximum equivalent internal strain was 17.4%, compared to LaserScan profile 
internal strain of 16%. The maximum equivalent strain value obtained from LaserScan is 
comparable to that obtained from ILI; however, this apparent consistency may not be true 
because the dent profile was significantly changed due to spring back (rebound) when the 
constraint (rock) of the dent was removed. A comparison of the dent profile before and after 
excavation is given in Figure 5. The measured dent depth after the rock was removed was ~1.4% 
OD, which is one half of the ILI-reported depth of 2.7% OD. In order to estimate the change in 
plastic strain due to rebounding, the high resolution LaserScan ID profile was scaled by a factor 
of 1.7 to match closely with the ILI data. The calculated maximum equivalent strain after scaling 
was 32.3%, about twice after rebounding.    

 

 

Figure 5:  Change in dent ID profile before and after excavation, showing the dent had 
significantly rebounded.   

 

An elastic-plastic finite element analysis (FEA) was performed using the scaled ID LaserScan 
profile of the cracked dent.  The Critical strain was measured utilizing the procedure in Section 3. 
The measured value of the material critical strain was 51.2%. The maximum equivalent plastic 
strain based on FEA in the dent was 35.0%, located at the dent apex. DFDI values were 
calculated at each of the deformation nodes using the FEA result. The calculated maximum DFDI 
is 1.1, which is greater than 1.0, indicating that the dent is susceptible to cracking at its internal 
surface.  

Figure 6(a) shows the maximum principal stress contour plot with the probable crack propagation 
direction, compared with the ID actual crack path, as shown in Figure 6(b). The FEA-predicted 
crack path is in good agreement with the observed actual crack pattern. FEA also showed a high 
reaction force associated with the dent, indicating a very high external force might have caused 
this dent deformation, possibly during construction.  
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Figure 6: Case-1: Color-coded contour plot of maximum principal stress plot (indicated 
probable crack path) vs. actual crack path (ID) 

 

In summary, this case study showed a failure condition (cracking) of the dent by the plastic 
damage mode, and demonstrates its effectiveness of capturing critical dents i.e. dents with 
susceptibility to crack in pipeline which can pose an integrity threat.  Inline inspection Magnetic 
Flux Leakage (MFL) signal data was also utilized as an added dimension in understanding 
whether the dent is associated with a crack. A combined approach, utilizing the DFDI model and 
MFL signal recognition to identify dent with corrosion/cracking/gouging is presented in the next 
section.  

 

3 A combined approach for dent with Corrosion/cracking/gouging 
evaluation [18] 

Current in-line inspection technologies (e.g., caliper/MFL or combo) for mechanical damage 
assessment can detect dent with metal loss but with limited ability. However, they are incapable 
of discriminating metal loss from corrosion, gouge and crack.  Practical experience showed that, 
with the assistance of strain based dent analysis and strain limit damage criteria, detailed 
characterization of MFL signals could effectively facilitate to identify potential risk of dent with 
cracking and to discriminate between metal loss features of corrosion and cracking/gouging.  
Therefore, a dent assessment approach which combines the plastic damage model with MFL 
signal recognition was recently developed by Wang et al and some of the present authors [18].  
The strain severity based criterion is used to assess dent susceptibility to cracking regardless if the 
dent was reported as plain dent or dent with metal loss.  Only those dents that meet the strain 
criterion will be considered as a candidate for investigation of MFL signal characteristics to 
assure if the dent is associated with cracking/gouging. The flow chart shown in Figure 7 describes 
the combined approach used for the assessment. 
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Figure 7: Flow chart – Procedure used in the combined assessment approach. 

 

Using the above described procedure, case studies were performed to quantify the effectiveness 
of the approach for (1) identifying critical dents that are associated with cracking or gouging; and 
(2) the ability to discriminate the metal loss features of corrosion vs. cracking/gouging.  
Assessments were made using two recent in-line inspections which reported 4,823 dents in total. 
Among them, more than 150 dents were selected for assessment.  Eight (8) dents were predicted 
to contain cracking or gouging. A total of fifteen (15) validation excavations, including the 8 
predicted ‘dent with crack’ and 7 predicted ‘dent without crack’ were performed.  All eight 
predictions were validated with excavations (true positive).   Among them, two (2) were 
associated with through-wall cracks and were leaking during excavation, and the remaining 6 
dents either contain surface cracks or gouges.  The other seven (7) excavations showed no cracks 
or metal loss, i.e. true negative. The combined approach and its impact to integrity management 
of dents were successfully demonstrated with the case studies. The details of assessment 
approach, procedure, result and findings can be found in Reference [18] of this paper. 

 

4 Summary 

Critical strain based failure criterion, i.e., ductile failure damage indicator DFDI, can be applied 
to evaluate the severity of mechanical damage in pipelines for predicting susceptibility to 
cracking. Critical strain can be measured with uni-axial tensile testing and calculated using 
simplified mathematical model on uni-axial tensile full engineering and true stress-strain data 
recorded by synchronized data acquisition system. Finite element simulation demonstrated the 
effectiveness of the DFDI model for predicting cracks in dent.  The study further demonstrates 
that the combined DFDI with MFL signal recognition approach can effectively identify potential 
risk of dent with cracking and to discriminate metal loss features between corrosion and cracking/ 
gouging. 
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Abstract 
API 579-1/ASME FFS-1 2007 gives a complete guideline of Fitness-For-Service (FFS) assessment of crack-
like flaws in structural components based on the Failure Assessment Diagram (FAD) method. The 
assessment is carried out in FAD using a non-linear relationship between the load ratio (Lr) and the 
toughness ratio (Kr) where the toughness ratio (Kr) is defined as the ratio of the Mode I stress intensity factor 
(KI) to the toughness of the material (Kmat). One of the methods for Mode I stress intensity factor (KI) 
calculation in API 579-1/ASME FFS-1 2007 is FEA based, which correlates five influence coefficients, 
namely Go to G4, for KI calculation. These influence coefficients are dimensionless and are tabulated for a 
range of two ratios; the wall thickness to the internal radius (t/Ri) and the flaw depth to the wall thickness 
(a/t) for infinite cracks and three ratios (crack depth to half crack length (a/c) besides a/t and t/Ri) for finite 
cracks. API 579-1/ASME FFS-1 2007 allows interpolation of the influence coefficients, Gs for intermediate 
values. Even though it is not explicitly mentioned about the method of interpolation, a linear interpolation is 
generally considered. Another possible method is explored here with the polynomial function fitted by the 
FEA data provided in the table given in API 579. A detail discussion on obtaining the influence coefficients 
for an intermediate value is outlined here. Case studies are provided to illustrate the advantages and 
disadvantages of the linear interpolation and the fitted polynomial function. 

Keywords: Stress Intensity Factor, Influence Coefficients Gi, G Interpolation, FAD, Level 2 Limiting 
Pressure 

1 Introduction 
The Mode I Stress Intensity Factor (KI) in API 579 is a fourth order polynomial function of /  
or / 	with applied internal pressure and pipe dimension. The solution is obtained from FEA 
work completed by T. L. Anderson Group [1]. According to API 579, the Mode I Stress Intensity 
Factors for the infinite length internal and external surface cracks in axial (longitudinal) direction 
are given by the following equations [2] respectively. 

Internal axial infinite surface crack: 

2 2 3 4 5 √  

External axial infinite surface crack: 

2 2 3 4 5 √  
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Where, p is the internal pressure, Ri and Ro are the internal and external radii respectively, a is the 
flaw depth and Go to G4 are the influence coefficients. This equation is valid for 0.0 / 0.8 
and 0.001 / 1.0. The influence coefficients are given in Table C.10 and Table C.11 in API 
579 document for infinite axial and circumferential cracks respectively. The table gives values of 
influence coefficients for various t/Ri and a/t. t/Ri is converted to Ri/t for the convenience in 
calculation performed in this work. Ri/t can also be readily converted to OD/t [ 2 / 1 ] that 
is more common in tubular performance calculation in Oil and Gas Industry. For finite surface 

crack √  in the above two equations are replaced by / . The influence coefficients for the 

finite crack are function of a/c in addition to a/t and t/Ri ratios. Therefore, for infinite crack, two 
interpolations and for finite crack, three interpolations are required to obtain the desired influence 
coefficients. It is mentioned in API 579 that “interpolation of the influence coefficients, Gi, may be 
used for intermediate values of t/Ri and a/t” but does not state explicitely how the interpolation 
should be performed, linearly or otherwise. The work described in this paper takes an attempt to 
explain if the linear interpolation is adequate or accurate enough for this purpose. The cubic 
polynomial interpolation is used for the comparative study. 

2 Interpolation methods 
2.1 Infinite Surface Crack 

Table C.10 and Table C.11 in API 579 give the influence coefficients of infinite surface crack for 
axial and circumferential direction respectively. Figure 1 shows part of the Table C.10 and Table 
C.11 from API 579. The influence coefficients shown in these tables are function of t/Ri and a/t. 
Therefore, two interpolations are required to obtain the desired influence coefficients for a given 
pipe and crack dimensions. 

 

Figure 1 – Partial Table C.10 and Table C.11 from API 579 

Interpolation is performed in two steps using the following methodology: 

 For a given pipe and crack geometry, a/t and t/Ri are calculated. 

 The a/t and t/Ri are then used to identify the neighboring a/t and t/Ri in the table. There are 
two sets of influence coefficients for each t/Ri obtained from two neighboring a/t. 

 First interpolation is performed for each t/Ri between the corresponding set of a/t for the 
desired a/t. 
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 The second and final interpolation is performed between those interpolated influence 
coefficients for the desired t/Ri. 

The order of the interpolations (starting with a/t or t/Ri) is irrelevant. Linear interpolation requires 
two sets of data points surrounding the desired a/t or t/Ri. But for the cubic polynomial interpolation 
requires four sets of data points. In the subsequent sections a detail description is given with 
examples on how to perform the both interpolations and is shown the difference with respect to 
linear interpolation. Out of the five influence coefficients, the first one, Go has the most influence in 
the stress intensity function. Therefore, the comparative analysis is performed on Go alone. 

2.1.1 Nature of nonlinearity 
The influence coefficients are function of a/t and inverse of Ri/t. The nature of nonlinearity of the 
influence coefficients with a/t and Ri/t are discussed here starting with a/t. 

Figure 2 shows the nature of non-linearity of all five influence coefficients for Ri/t = 10. The first 
influence coefficient shows the highest nonlinearity and the nonlinearity diminishes for the 
subsequent influence coefficients. It also shows a very good fit with cubic polynomial. For other 
Ri/t the cubic polynomial function will change. Figure 3a shows the first influence coefficient (Go) 
for Ri/t = 10 and Ri/t = 5. It can be visually inferred from Figure 3a that linearity can be assumed 
between any two consecutive points without losing a considerable amount of accuracy. The effect 
of non-linearity on Go can be observed from Figure 3b. Non-linearity reduces with lesser Ri/t as 
well as lesser a/t. 

There are seven points identified in the Figure 3a. They are - 

 Point A: a/t=0.6 and Ri/t=5 

 Point B: a/t=0.6 and Ri/t=10 

 Point C: a/t=0.8 and Ri/t=5 

 Point D: a/t=0.8 and Ri/t=10 

 Point E: a/t=0.7 and Ri/t=5. This is one of the two interpolated points obtained after the first 
interpolation. 

 Point F: a/t=0.7 and Ri/t=10. This is one of the two interpolated points obtained after the 
first interpolation. 

 Point X: a/t=0.7 and Ri/t=7. This is the final value after the second interpolation between 
points E and F. 

Point A through Point D are obtained from Table C.10. The example discussed later uses these 
points and shows the differences in calculating Go using cubic polynomial interpolation and linear 
interpolation. Next discussion is on the nonlinear nature of Go with respect to Ri/t. 

Figure 4a shows the nature of the nonlinearity of Go with respect to Ri/t. It is observed from the 
earlier figures that the non-linearity reduces with decreasing a/t as well as with decreasing Ri/t. 
Even more interestingly, Figure 4a shows that the nonlinearity of Go vanishes beyond a value of 
Ri/t. This value varies with variation of a/t. Assuming the maximum Ri/t = 40 after which the 
influence of Ri/t vanishes, Figure 4b shows a set of cubic polynomials of Ri/t for various a/t. These 
are not as good fit as we have seen earlier with cubic polynomial of a/t even though the maximum 
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of Ri/t is reduced down to 40. Improvement can be made in the curve fitting is to perform the curve 
fitting around the desired value. In explaining this, two piecewise curve fittings are performed and 
shown in Figure 5. Curve fittings with Ri/t from 1 to 10 (left in the figure) and from 10 to 40 (right 
in the figure) are considered in this figure. 

 

Figure 2 – Nonlinear behavior of the influence coefficients of the axial internal infinite surface crack 
for t/Ri = 10 

 

Figure 3 – (3a) First influence coefficient (Go) for t/Ri = 10 and 5 and (3b) Effect of non-linearity in Go 
with increasing Ri/t  

Figure 6 shows the similar arrangement of points A through D described earlier along on the cubic 
curve fit between Ri/t of 1 to 10. It also shows the linear approximation lines. It can be clearly 
inferred from this figure that linearity can be assumed between two adjacent points as shown in the 
previous case. 
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Figure 4 – (4a) The first influence coefficient (Go) with respect to Ri/t and (4b) Nonlinear behavior of 
the first influence coefficient with respect to Ri/t 

 

Figure 5 – Local cubic polynomial of the first influence coefficient with respect to Ri/t. (a) Ri/t ≤ 10 (left 
figure) (b) 10 ≤ Ri/t ≤ 40 (right figure) 

 

Figure 6 – First influence coefficient (Go) for a/t = 0.6 and 0.8 
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Therefore, linearity between two adjacent a/t points and two Ri/t points can be assumed without 
losing much accuracy. Following example takes an attempt of quantifying the accuracy. The first 
influence coefficient (Go) is selected because it has the most influence in stress intensity function 
(Equation is given at the beginning). 

2.1.2 Example 
Let us assume that the influence coefficients for a/t=0.7 and Ri/t=7 are needed for calculating stress 
intensity factor. Table 1 shows a portion of Table C.10 from API 579 for Ri/t of 10 and 5 and for a/t 
from 0 to 0.8. The values we are looking for are between Ri/t of 10 and 5 and a/t of 0.6 and 0.8. 
These values are marked in the table. As it is mentioned earlier that two interpolations are required. 
The first interpolation is performed for a/t = 0.7 that is in between a/t of 0.6 and 0.8. This yields two 
sets of influence coefficients; one for Ri/t = 10 and the other for Ri/t = 5. The next and final 
interpolation is performed for Ri/t = 7 that is in between Ri/t of 10 and 5. It is also important to note 
that the interpolations are performed between values of a/t and Ri/t that are adjacent to the desired 
values. 

Table 1 – Influence coefficients for Axial Internal Infinite Crack 

 

2.1.3 Interpolation between a/t 
Following are couple of important notes that can be inferred from Figure 2: 

 The first influence coefficient (Go) is more nonlinear than other influence coefficients. 

 For lesser a/t, the function is more linear than higher a/t. 

 A linear behavior may be assumed between two adjacent a/t. 

Figure 3 shows the first influence coefficients for Ri/t = 10 and Ri/t = 5. Two vertical straight lines 
are drawn between a/t = 0.6 and a/t = 0.8. Four points are identified on these two lines. The values 
of the points are given in Table 2 along with the values computed using cubic functions and the 
associated % difference. It is important to note that even at the known values of a/t and Ri/t the 
cubic functions yield difference even though the % difference are minor. 

Table 2 – Values of four points used in the interpolations 
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Next, we calculate Go for a/t = 0.7 by using cubic polynomial function and by using linear 
interpolation method. Linear interpolation method uses the tabular values of Go for a/t = 0.6 and a/t 
= 0.8. The points E and F in Figure 3 are the interpolated points for a/t = 0.7 for Ri/t = 5 and Ri/t = 
10 respectively. Table 3 shows the values of points E and F by using cubic and linear interpolations. 
The % difference shown in the table indicate that the linear interpolation yields 1.27% and 2.36% 
higher Go in reference to the cubic interpolated values. It is important to remember that the values 
using cubic functions associate with some difference. 

Table 3 –Interpolation for a/t=0.7 between 0.6 and 0.8 

 

2.1.4 Interpolation between Ri/t 
Figure 6 shows influence coefficient points A through F on Ri/t axis. A cubic curve fit is obtained 
for a/t=0.7. Since cubic polynomial interpolation requires four points to perform the calculation we 
calculated Go for a/t=0.7 and Ri/t=20. Using the cubic polynomial function for a/t=0.7, Go is 
calculated for Ri/t=7. Finally, linear interpolation is performed between Ri/t = 5 and 10 for Ri/t = 7 
on a/t = 0.7. The final interpolated values for point X using cubic and linear interpolation are shown 
in Table 4. The overall % difference is 1.22% for linear interpolated value in reference to the cubic 
interpolated value. 

Table 4 – Interpolation for Ri/t=7 between 5 and 10 at a/t=0.7 

 

2.1.5 Findings of the example 
 Cubic interpolation introduces complexity in the calculation without improving much 

accuracy in the results. 

 Besides computational complexity following are some comments and observations on cubic 
polynomial and curve fitting: 

o Cubic polynomial interpolation requires four consecutive points if local curve fitting 
is intended otherwise global curve fitting may be employed. 

o Global curve fitting introduces more difference in the interpolation. 
o Cubic polynomial function needs to be obtained for each set of Ri/t and a/t that will 

introduce complexity in the calculation and increase computation time. 

 The % difference in reference to the cubic interpolation is reasonable if linear interpolation 
is performed. 

 Similar arguments for linear interpolation on other influence coefficients can be made. 
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2.2 Finite Surface Crack 

Figure 7 shows partial tables for influence coefficients of finite axial inside and outside surface 
cracks. Unlike the tables for infinite crack, these tables contain one more level of variable that is the 
ratio of crack depth to the half crack length (a/c). Hence, to obtain the desired influence 
coefficients, three interpolations are required. 

 

Figure 7 – Partial Table C.12 and Table C.13 from API 579 

Interpolation is performed using the following methodology: 

 For a given pipe and crack geometry, t/Ri, a/c and a/t are calculated. 

 The a/t a/c and t/Ri are then used to identify the neighboring a/t, a/c and t/Ri in the table. 
There are two sets of influence coefficients with the neighboring a/t for each t/Ri and a/c. 

 First interpolation is performed for each t/Ri and a/c between the corresponding set of a/t for 
the desired a/t. 

 The second interpolation is performed between those interpolated influence coefficients for 
the desired a/c for each t/Ri. 

 Finally the third and final interpolation is performed for the desired t/Ri. 

2.3 Effect of interpolation on limiting pressure prediction 

In the earlier section, we discussed and showed in the example the differences in the influence 
coefficients when using the cubic polynomial interpolation instead of the linear interpolation. With 
the finite crack we will calculate Level 2 limiting pressure using both interpolation methods. Level 
2 limiting pressure for a known crack is defined as the pressure at which the toughness ratio (Kr) 
equals to the toughness ratio calculated from the Level 2 FAD equation for the calculated load ratio 
(Lr). This is the maximum operation pressure beyond which the crack will be unacceptable for 
fitness for service according to Level 2 FAD. FAD is a relation between Kr and Lr, which is 
described as follows: 

1 0.14 0.3 0.7 . 			 	 	  
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Where, 	 1.25 for Carbon Steels, /  and / , KI is the mode I stress 

intensity factor,  is the materials fracture toughness,  is the reference stress, based on yield 

load and limit load solutions for the configuration of interest, and  is the yield strength of the 
material. Figure 8 shows the FAD using the above equation. If the assessment point lies inside the 
FAD, the structure is considered safe and the crack is acceptable for fit. The unacceptable crack is 
predicted when the assessment point falls outside the FAD.  

 

Figure 8 – FAD for Level 2 Assessment 

Both KI and  calculated for a given crack are function of operating pressure. The limiting 

pressure is that operating pressure at which the calculated Kr for the given crack equals to the Kr 
calculated from the above FAD equation. Therefore, a difference in KI due to the use of linear 
instead of cubic interpolation method for estimating influence coefficients is carried in Kr 
calculation and there on to the limiting pressure prediction. 

In this example, we choose a 914.4 mm (36 in.) X65 pipe with the wall thickness of 6.35 mm (0.25 
in.) and 12.7 mm (0.50 in.). The internal pressure for this example is assumed as 4,356 kPa (70% 
SMYS). The cracks used in this example are defined as a/t varying from 0.1 to 0.8 and as a/c from 2 
to 0.03125. Three material toughness values (20, 100 and 200 MPa√mm), Kmat are used in this 

example. 

Figure 9 shows the percent difference in Level 2 limiting pressure versus the percent difference in 
Kr. The variation in Kr due to the use of interpolation method introduces a variation in limiting 
pressure for various crack dimensions. We can infer the following from the figure – 

 The difference in limiting pressure is inversely varying with the difference in Kr. 

 Difference in predicted limiting pressure diminishes with higher material toughness value. 
For a higher material toughness, the difference in limiting pressure is considerably lower 
than a lower material toughness value. It is also observed that with a higher toughness (i.e. 
Kmat = 200 MPa√mm) and shallower crack (i.e. a/t <0.4) the difference in limiting pressure 

is zero or negligible. 
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 The maximum difference in limiting pressure observed is less than 6%. However, it can be 
critical for a particular application. Therefore for a deep surface crack with low material 
toughness it is important to be cautious in predicting Level 2 limiting pressure. 

 

Figure 9 – Percent difference in the Level 2 limiting pressures 

3 Conclusions 
Even though the values of the influence coefficients given in the tables in API 579 fit with some 
cubic polynomial functions for a/t and also for Ri/t, the nonlinearity is found more in the first 
influence coefficient (Go). For a/t equal or less than 0.4, the influence coefficients can be assumed 
linear. It is also concluded that shallower cracks (a/t <0.4) with a relatively high material toughness, 
the linear interpolation does not produce significant difference in predicting limiting pressure with 
respect to nonlinear interpolation. While for the deep surface cracks with low material toughness 
may be critical for a particular application and should require caution in predicting Level 2 limiting 
pressure. However the overall difference in KI as well as in Level 2 limiting pressure by using the 
linear interpolation rather than the cubic polynomial interpolation is less than 6% which is 
reasonably within the acceptable error margin. 

4 Reference 
[1] Ted L. Anderson, et. al, Development of Stress Intensity Factor Solutions for Surface and 
Embedded Cracks in API 579, Bulletin 471, Welding Research Council, Inc. New York, NY, May 
2002 

[2] API 579-1/ASME FFS-1 2007 Fitness-For-Service, Equation C.175 and C.176. 
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Abstract Pressure vessels are subjected to regulation by European standards, which define design 
procedures and nominal material properties that are guaranteed by the steel producers. Over-conservative 
safety factors for materials with high yield-to-tensile ratios hinder the application of modern high-strength 
steels despite their excellent toughness and possible economic and ecologic benefits. Damage mechanics 
enable a more adequate failure description for these steels since they can consider ductile crack initiation as 
limit state. Such concepts should refer to nominal material characteristics to enhance their applicability in 
design procedures. A method is presented to correlate the nominal Charpy impact toughness to simulations 
with the Gurson-Tvergaard-Needleman-model (GTN). The resulting GTN parameters are used in cell model 
simulations to derive strain-based empirical failure criteria as nominal ductility measure for simulations on 
component level. A sensitivity study on the GTN parameter choice shows that the initial pore volume is the 
most relevant parameter, but other non-unique parameters also influence the failure prediction. The impact of 
the individual parameters is discussed. By the definition of a reliable calibration scheme for the GTN 
parameters this approach enables an identification of adequate lower bound failure criteria for high-strength 
steels in pressure vessels as a preliminary pressure vessel simulation demonstrates. 
 
Keywords Strain-based Design, Pressure vessel, Damage mechanics, Damage curve 
 

1. Introduction 
 
In Europe, pressure vessels are subjected to regulation by the European Standard EN 13445, which 
contains the corresponding design rules. Additionally, the material requirements for pressure vessel 
steels are part of EN 10028. Therein, nominal material properties are defined, which specify 
minimum values for the mechanical properties. These have to be guaranteed by the steel producers 
and are often exceeded, especially by high quality steels. The nominal characteristics form the basis 
of the design process for pressure vessels. The required wall thickness is determined in dependence 
of the materials’ nominal yield or tensile strength. The relevant design stress is specified in EN 
13445 as the minimum of the yield strength divided by a safety factor of 1.5 or the tensile strength 
divided by 2.4. Therefore, the yield-to-tensile (Y/T) ratio determines the magnitude of the applied 
safety factor. From a Y/T-ratio of 0.625 on, the tensile strength with an increased safety factor of 2.4 
is relevant for the design. Modern high strength steels are often characterised by such an increased 
Y/T-ratio, e.g. steel grade P500Q with Y/T = 0.85 and P690Q with Y/T = 0.9. By the application of 
the increased safety factor, only a poor exploitation of their load bearing capacity can be achieved. 
In this safety factor domain, the design stress is only 41% of the yield strength. Consequently, these 
rather expensive steel grades are rarely applied in pressure vessel design. However, their application 
would foster substantial economic and ecological benefits by e.g. thinner walls, which result in 
lower welding, energy and transportation cost.  
The current safety factors are mainly based on experience and do not consider the actual failure 
behaviour [1]. Since EN 13445 requires brittle fracture to be excluded by the toughness 
requirements, an improved prediction of ductile crack initiation is needed. Hence, to improve the 
exploitation of high strength steels in pressure vessel design it is necessary to include a description 
of their ductility. The methods of damage mechanics are able to provide such predictions [2]. 
Although research on this field has been conducted for several decades, the methods of damage 
mechanics are not used regularly in industrial applications, let alone considered standard design 
procedures. One reason is that the application of damage mechanics models requires considerable 
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expertise and experience since most of these models are strongly dependent on the non-unique 
parameter selection and the mesh size [2, 3]. A requirement for a safe and reliable use of damage 
mechanics models in pressure vessel design are therefore standardised application guidelines. 
Moreover, newly developed design criteria should be transferable to the standards and therefore 
need to refer to the nominal material properties. Currently, only yield and tensile strength are 
considered. The nominal property related to ductility is the minimum Charpy impact toughness. For 
example, EN10028-6 requires a nominal Charpy impact toughness of 60 J at room temperature for 
P500Q. Münstermann and Schruff have developed a method to determine ductile failure criteria for 
high strength pressure vessel steels out of these nominal characteristics [4, 5], which is further 
explained and discussed in the following. 
 
2. A method for strain-based pressure vessel design with respect to nominal 
material properties 
 
The ductile failure mechanism of metallic materials consists of the nucleation and coalescence of 
voids, which form under plastic deformation at inclusions [2]. This process is described by the 
damage model of Gurson, Tvergaard and Needleman (GTN). It was established by Gurson in 1977 
[6] and is based on a continuum mechanics description of a hollow sphere in surrounding 
homogeneous material. Tvergaard and Needleman optimised the shape of the yield surface by the 
introduction of empirical fitting parameters [7]. The GTN model consists of a modified von Mises 
flow potential (Eq.1), and functions for the description of void nucleation (Eq.2) and coalescence 
(Eq.3).  

  (1) 
 

 (2) 

  (3) 
  

The flow potential is a function of the equivalent stress , the hydrostatic stress , the empirical 
fit parameters qi and the effective void volume fraction f*. The latter is defined out of the nucleation 
function until the critical void volume fraction fc is reached. Then the void growth is accelerated by 
the factor κ to account for the effects of void interaction. The nucleation function considers the 
plastic equivalent strain εpl, the volume fraction of possible nucleation sites for secondary voids fN, 
the characteristic strain for nucleation of secondary voids εN as well as the standard deviation SN.  
The micromechanical motivation is one of the main advantages of this model. Some of its 
parameters, such as the initial void volume fraction, can be determined in metallographic analyses 
[2, 8]. This simplifies the parameter selection. Therefore, the GTN model is suitable to predict the 
crack initiation of high strength pressure vessel steels and is employed in the discussed approach. 
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However, the computational implementation of GTN requires too many resources for large scale 
component simulation as pressure vessel modelling. Therefore, a simpler model has to be applied in 
the component simulation. Such a model is the damage curve established by Johnson and Cook [9]. 
Depending on the evaluation procedure it describes the characteristic strain at failure or crack 
initiation as a function of stress triaxiality η, which is the ratio of hydrostatic to equivalent stress, 
and three constants ci (Eq.4).  

  (4) 
 

The damage curve can either be calibrated by experiments or by unit cell simulations based on the 
GTN model [10]. The unit cell (Fig. 1a) consists of one axisymmetric element, which is subjected 
to loads in two directions. By changing the ratio of the applied loads, it is possible to create 
different triaxiality states. Since the developed design approach shall be transferable to the 
standards it should refer to the nominal properties. An experimental calibration of the damage curve 
is only possible for a specific material of a single producer. Consequently, it allows no general 
application in standard design procedures. A derivation via unit cell simulations is a more general 
approach and is therefore applied.  
The main idea of this approach is to re-calibrate an experimentally derived GTN parameter set for a 
specific steel grade in simulated Charpy tests [5]. The aim is to meet the nominal Charpy energy 
required in the standard for this steel grade. Such a set consequently characterizes the minimum 
ductile crack resistance. With this calibrated parameter set it is possible to determine a lower bound 
damage curve (Fig. 1b) for the simulation of ductile failure in pressure vessels with regard to 
nominal material properties [4, 5]. 

 
Figure 1. Schematic illustration of a) the axisymmetric unit cell and b) the damage curves. 

 
The corresponding procedure based on [4, 5] consists of the following steps: 
(1) Calibration of a suitable GTN parameter set and the corresponding mesh size for the selected 

material by metallography and an iterative optimisation process involving experimental and 
numerical results of notched round bar and fracture mechanics tests. Derivation of empirical 
functions for the materials strain rate and temperature dependence in an iterative process 
considering tensile tests at different temperatures and strain rates.  

(2) Simulation of a Charpy impact toughness test with the determined values to validate the 
selection and the model and determine the corresponding friction value. Agreement between 
experimental and numerical results in overall energy and the course of the force-displacement 
curve shall be achieved. 

(3) Derivation of the selected materials’ damage curve via unit cell simulations with varying 
stress triaxiality according to [5, 10].  

(4) Calibration of a lower bound GTN parameter set in the simulation of a Charpy impact test 
with the aim to meet the nominal Charpy impact toughness specified in the standard for the 
selected material. 
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(5) Derivation of the lower bound damage curve via unit cell simulations with varying stress 
triaxiality according to [5, 10].  

(6) Application of the lower bound damage curve in burst simulations for pressure vessels. 
 
The burst simulation based on the lower bound damage curve allows a prediction of the failure 
onset in pressure vessels under consideration of the nominal Charpy impact toughness. These 
simulations can be part of an approach to derive more adequate safety factors for high strength 
pressure vessel steels. However, this approach can also be easily transferred to other applications 
fields subjected to regulation, e.g. civil engineering.  
 
3. Influence of the non-unique GTN parameter selection on the course of the 
damage curve.  
 
The developed concept contains the required steps for the identification of suitable GTN parameter 
sets. However, this selection is well-known to be non-unique [3, 8, 11]. It is therefore necessary to 
investigate the influence of the GTN parameter selection on the derived damage curve, since it 
represents the failure prediction element in the developed concept. Therefore, a sensitivity analysis 
is conducted with a GTN parameter set determined for the steel P500Q.  
The reference set is derived by metallography and the comparison of numerical and experimental 
results of notched round bars in a tensile test. The relevant mesh size is determined in comparison to 
results of Compact-Tension-tests. The parameter set is validated in the simulation of a Charpy test. 
Details of the calibration procedure can be found in [5]. Unit cell calculations are performed with 
this reference set at stress triaxialities of 0.5, 1.0, 1.5, 2.0 and 2.5. The strain corresponding to the 
maximum stress in the unit cell is selected as critical strain for the derivation of the damage curve. 
At low stress triaxialities the GTN model may fail to predict softening, consequently no point for 
the damage curve can be derived.  
During the sensitivity analysis one parameter is varied in the unit cell simulations while the others 
are kept constant. The calculations are performed at the above mentioned five stress triaxialities. 
Table 1 shows the reference parameter set determined for steel grade P500Q and the selected values 
for variation, which were chosen in accordance with literature [3, 11]. For q3 the common relation 

 was applied in accordance with [7]. The aim of the sensitivity analysis is a qualitative 
description of individual parameters’ influence on the damage curve. This description can form the 
basis for a rule set for the parameter derivation in the investigated approach.   

 
Table 1. Reference set and variations for GTN parameters of steel P500Q 

Parameter f0 fN SN εN fc κ q1 q2 
Reference value 0.00185 0.00215 0.4 0.12 0.015 1.1 1.5 1.0 
Maximum value 0.01 0.015 0.6 0.3 0.05 6 2.5 1.5 
Minimum value 0.0005 0.0005 0.1 0.05 0.005 1 1 0.5 
Mean value - - - - - 3 - 0.8 
 
3.1. Results of the sensitivity analysis 
 
3.1.1. Influence of f0 
 
The variation of the initial pore volume f0 has a strong influence on the course of the damage curve, 
as can be seen in Fig. 2a. This effect increases with decreasing stress triaxiality. At a triaxiality of 
η=1, there is a maximum difference in critical strain of 34%. One reason for the strong impact of f0 
is that the initial pore volume influences the computation right from the beginning. This is also 
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shown in Fig. 2e, which displays the equivalent stress in the unit cell and the effective void volume 
as a function of the equivalent strain for two triaxialities of η=1 and η=2.5. f0 can very well be 
correlated to the volume content of non-metallic inclusions [5] and therefore be determined in 
metallographic analyses. 
 
3.1.2. Influence of the void nucleation parameters fN, εN and SN 
 
The void nucleation function (Eq.3) is based on a Gaussian distribution function. It is influenced by 
the volume fraction of possible nucleation sites for secondary voids fN, the characteristic strain for 
nucleation of secondary voids εN and the corresponding standard deviation SN. Consequently, these 
parameters interact. The secondary void volume fN has a clear influence on the course of the 
damage curve at low triaxialities (Fig. 2b), the maximum difference at η=1 is 12%. However, this 
impact is lower than the one of f0 although the input variation was comparable. Figure 2c and 
Figure 2d show that εN and SN only have a minor influence on the predicted failure strains. This is 
due to the value of fN, which limits the influence of εN and SN. For many materials, the magnitude 
of fN can also be determined in metallographic analyses. For the reference set it was determined as 
the volume fraction of carbides in P500Q. The minor influence of εN and SN holds therefore true for 
realistic values of fN, but it increases for higher values of fN.  
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Figure 2. Damage curves under variation of a) f0 b) fN c) εN & d) SN. Subfigure e) Equivalent stress and 
effective void volume as a function of the plastic equivalent strain under variation of f0 for η=1 and η=2.5. 

 
3.1.3. Influence of the void coalescence parameters fc and κ 
 
The void coalescence behaviour is implemented in the GTN model by an acceleration of void 
growth and nucleation. The critical void volume fc determines the onset of acceleration, while the 
acceleration factor κ defines its magnitude. Therefore, fc and κ have a crucial influence on the 
failure detection. Figure 3a displays the influence of κ on the damage curve. It is low with a 
maximum difference in critical strain of 6% at η=1. Figure 3c proves that there are significant 
differences in the corresponding stress-strain-curves. Since the strain at maximum stress is relevant 
for the derivation of the damage curve in this evaluation concept, κ only marginally impacts the 
damage curve. The value of fc determines the onset of acceleration. With the currently calibrated 
low value of κ = 1.1 the influence of fc on the damage curve is very small. It is therefore evaluated 
for an increased value of κ = 3. Figure 3b shows a significant influence of fc on the damage curve 
for κ = 3, which is also reflected in the corresponding stress-strain-curves in Fig. 3c.  
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Figure 3. Damage curves under variation of a) κ b) fc. Equivalent stress and effective void volume as a 

function of the plastic equivalent strain under variation of c) κ and d) fc for η=1 and η=2.5. 
 
3.1.4. Influence of the empirical fit parameters q1 and q2 
 
The empirical fit parameters q1 and q2 have massive influence on the course of the damage curve, as 
can be seen in Fig. 4. The reason is that they directly change the shape of the yield surface. Contrary 
to most other parameters, the influence of q2 is not decreasing with increasing triaxiality.  

Figure 4. Damage curves under variation of a) q1 and b) q2. 
 
3.1.5. Investigations on the uniqueness of the damage curve 
 
The qualitative sensitivity analysis shows that the GTN parameter selection has a clear influence on 
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the course of the damage curve. The impact of the individual parameters varies and their interaction 
is non-linear. Therefore, it is possible to determine several different parameter sets that yield the 
same result, the solution is not unique. Since the lower bound damage curve is calibrated at Charpy 
simulations in this methodology, two parameter sets are determined that compute a similar impact 
toughness and force-displacement-curve. In version A, fN and SN were increased to fN=0.01 and 
SN=2. In version B f0 is decreased to f0=0.001, while fN is increased to fN=0.015. Figure 5 shows the 
damage curves for these parameter sets. A good agreement can be found at higher triaxialities but 
the maximum difference of critical strain is 8% at η=1. The damage curve of version A is identical 
to the reference damage curve. The increased fN should affect the damage curve, but due to the high 
SN the nucleation of secondary voids is distributed over a broad strain interval so that the actual 
influence of fN is diminished. Consequently, an identical damage curve is produced. Considering the 
micromechanical motivation of the GTN model this parameter selection is not sensible. Although 
the version B parameter set has a similar force-displacement curve, the influence of the important 
void parameters f0 and fN affects the course of the damage curve at low triaxialities.  

 
Figure 5. Damage curves for two parameter sets yielding a similar Charpy impact energy in simulation. 

 
 
 
3.2. Discussion of the sensitivity analysis 
 
The non-uniqueness of the GTN parameter selection may lead to identical damage curves resulting 
from different parameter sets if the interaction of individual parameters compensates their 
respective impacts. However, this is not always the case. Therefore, it is necessary to establish clear 
guidelines for the parameter derivation to ensure reproducible results. The guiding principle should 
be the micromechanical motivation of GTN. The basis for such a rule set is the performed 
sensitivity analysis. The impact and the consequences for the parameter derivation are discussed in 
the following for each variable.  
Currently, the strain at maximum stress in the unit cell is considered as the crack initiation strain for 
the derivation of the damage curve. This enables a simple identification of the critical strain. This 
basic assumption needs to be considered during the GTN parameter calibration on tensile and 
fracture mechanics test. Consequently, the GTN parameter choice must ensure that in simulation of 
these samples the stress maximum of the failing element is correlated to the physical crack initiation 
measured in the experiment. An advantage of this criterion is that the mesh sensitivity of the results 
is reduced, since the mesh-dependence of the results begins with the onset of softening at the stress 
maximum [12].  
The initial void volume fraction f0 has a strong influence on the course of the damage curve. It can 
clearly be related to the microstructure of a material, since voids in many materials form at 
non-metallic inclusions at the onset of plastic deformation. f0 has no direct interaction with other 
parameters but influences the whole computation from the beginning. Therefore, f0 should be 
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considered as the main parameter for the derivation of the lower bound damage curve. The 
micromechanically based motivation behind this procedure is that steel grades of low ductility often 
exhibit an increased amount of inclusion resulting in a poor internal cleanness. If f0 is used as the 
main or even single parameter for the derivation of the lower bound criteria, its strong influence on 
the damage curve also facilitates the derivation of unique damage curves, since its effects cannot be 
compensated easily. 
The volume fraction of potential secondary voids, fN, also has a significant influence on the course 
of the damage curve. However, it is lower than the impact of f0. For some materials, the nucleation 
sites for secondary voids can also be correlated to metallographic results, such as the carbide 
volume fraction. Even if this is not possible, the order of magnitude of fN should be chosen in a 
micromechanically sensible range. In the nucleation function, fN interacts with εN and SN, which 
only have a low impact on the damage curve for common values of fN. Their impact is increased 
proportionally with fN. Therefore, if the nucleation parameters are modified, matching magnitudes 
should be selected to avoid non-uniqueness due to interactions. Alternatively, the modification 
could be restricted to fN. 
The coalescence parameters fc and κ have a strong influence on the stress-strain-curve of the unit 
cell, since they determine onset and magnitude of the accelerated void growth. Consequently, there 
is also a relevant interaction of these parameters. If the critical strain fc is reached after the 
maximum stress, the choice of κ and fc has only little influence on the damage curve. This is more 
likely for high triaxialities. Since the maximum is correlated to crack initiation, κ should have a 
minimum value clearly larger than unity to enable a rapid failure of the element. This also reduces 
the influence of κ on the maximum stress point and consequently the damage curve. A further 
aspect is that the area beneath the stress-strain-curve is a measure for the dissipated energy. This is 
important for the parameter calibration of fc and κ in tensile and fracture mechanics test. Different 
studies show the dependence of fc on the stress triaxiality [3]. If possible, it is therefore 
advantageous to calibrate fc such that the critical value is reached after the stress maximum of the 
critical element. If f0 is modified for the derivation of the lower bound damage curve, it may 
therefore also be necessary to adapt fc and κ.  
The empirical fitting parameters qi have massive influence on the course of the damage curve. 
Different studies show that a calibration of these parameters can improve the agreement between 
simulation and experiment [3]. However, considering the acceptance of the method and the 
reliability of the result it is better to keep the standard literature values, especially since they are 
able to represent the failure behaviour.  
The definition of a fixed calibration scheme with respect to the considered experimental results is 
currently under research. Such a scheme can help to foster the acceptance of damage mechanics and 
may also be transferred to other applications than pressure vessels.  
 
4. Application example of the lower bound damage curve in a pressure vessel 
simulation 
 
The concept of the lower bound damage curve was applied to a pressure vessel simulation. It is 
loaded with increasing internal pressure. The lower bound damage curve is applied as the failure 
criterion. The resulting critical pressure is compared to the one defined by the design formulae of 
the current standard EN 13445 in the procedure “Design by Formulae” (DBF). Figure 6a shows the 
model, which could be reduced to a quarter of the vessel due to symmetry. The vessel has a mean 
diameter of 2600 mm and a wall thickness of 50 mm. The lug has a diameter of 631 mm and a wall 
thickness of 72.5 mm. P500Q is assumed as the material for the pressure vessel. The lower bound 
damage curve is derived according to the above explained concept. The parameters according to 
Eq. 4 are c1= 0.94, c2 = 1.76 and c3=0.01. However, due to missing data, temperature and strain rate 
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dependence are not yet considered. The results are therefore preliminary. Figure 6b shows the 
ductile damage criterion at the critical loading step, which highlights if the critical strain has been 
reached. The crack initiation takes place in the wall besides the lug. In this case, crack initiation 
happens in parallel with a plastic collapse. 
 

 
Figure 6. a) Quarter model of the pressure vessel b) Ductile crack initiation besides the lug  

 
The internal pressure at failure is predicted to be 29.61 MPa. A design according to EN 13445 
predicts a failure at a maximum pressure of 23.1 MPa. The damage curve concept can consequently 
be used to quantify unnecessary safety margins for high strength steels in pressure vessels.  
 
5. Conclusions and Outlook 
 
The nominal damage curve concept is a suitable approach to quantify unnecessary safety margins 
for high strength steels in pressure vessel design, which are included in the current European 
standard EN 13445. Its main advantage is that a failure prediction is possible under consideration of 
the nominal Charpy impact toughness by the application of the lower bound damage curve. 
Therefore, the materials ductility is considered in the design process. The application of this concept 
can help to derive more adequate safety factors for high strength steels. However, further research is 
necessary to ensure the safe application of this method. A sensitivity analysis shows that the course 
of the damage curve is influenced by the non-unique GTN parameter choice. Therefore, a 
calibration scheme with regard to the evaluated experimental results and considered nominal 
properties needs to be defined and is currently under research. Additionally, a modification of the 
applied GTN model towards a consideration of the third invariant of the stress tensor should be 
considered, since latest research shows that it has significant influence on the prediction of ductile 
fracture [2].  
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Abstract  The objective of this work is to evaluate the capability of an advanced constitutive model, 
namely the Three Network Model (TNM) of simulating the mechanical response of HDPE liners undergoing 
buckling collapse. In order to determine the input parameters for the model, a series of tensile and 
compressive uniaxial tests were conducted. Simulations were performed using Finite element modeling 
(FEM) analysis with the ABAQUS 6.10 package. The complex strain rate, temperature and pressure 
dependent mechanical response of HDPE was analyzed by modeling the dynamic event as an increasing 
volume of fluid entering the gap cavity between liner and host pipe, and a mathematical relationship between 
fluid flow rate and collapse pressure was proposed.   
 
Keywords  buckling collapse, constitutive modeling, HDPE liners, Finite Element modeling 
 

1. Introduction  
 
The use of polymers in the gas and oil transportation industry is nowadays widely spread. One of 
their main uses is as lining materials for oil and gas pipelines. These liners serve the function of 
providing internal protection of metallic tubes mainly in two different situations, namely: by 
providing enhanced corrosion resistance from aggressive chemical agents, and, in a rehabilitation 
technique for damage pipes known as relining, during which these structures are slip lined with a 
polyethylene liner that replaces the inoperative section of the tube [1]. However, there is a number 
of ways in which polymeric liners can fail in service after a certain time. The present study 
specifically concerns with the buckling collapse of liners induced by external pressure. This failure 
mode takes place by the combined action of two separate factors, these are: i) the permeation of oil 
derived gases through the liner wall for extended periods of time, and ii) the rapid decompression of 
pipelines that can occur during service stoppages or maintenance and inspection shutdowns [2].   
 
Recently, a number of studies have been devoted to understand the underlying mechanisms that 
eventually lead to liner failure [3,4]. Material failure is associated with the phenomenon known as 
physical swelling. This occurs in liners when some organic components, such as the CO2 and CH4 
dissolved in oil, penetrate into the polymer macromolecular chain network aided by the high 
pressure operating conditions, increasing the space between molecules and decreasing the 
intermolecular bonding. As this operation takes place, the migratory gases can permeate throughout 
the liner wall and gradually balance the pressure difference between the inside of the liner and the 
annular region consisting of the gap between the liner and the pipe wall. This permeation 
mechanism worsens recursively since permeation rate increases with the severity of swelling of the 
liner. Finally, buckling collapse occurs when the liner is intentionally decompressed and the 
external pressure built up by the confined gases in the annular region, generates a stress state in the 
liner that induces the radial buckling failure.     
 
Currently, a number of analytical models that deal with the buckling collapse of metallic tubes 
under external pressure have been developed in the literature [5-7]. In all cases, the analytical 
solutions found are restricted to purely elastic or ideal elastoplastic behavior and cannot analyze the 
influence of geometrical or surface defects, so commonly generated during the manufacturing, 
storage, transport and installation stages. Moreover, they are only useful for obtaining a critical 
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pressure value and are not able to describe the whole deformation process. On the other hand, in [8], 
Rueda et al. developed a specific FEM model for the simulation of the buckling collapse of HDPE 
liners. In their work, they were able to simulate an overall buckling collapse situation by 
introducing hydrostatic fluid elements in the model to allow for hydraulic effects. For the 
description of material constitutive response, they used linear elastic, linear elastoplastic, and linear 
elastoplastic with strain hardening behavior. Their investigation served as the first step for the 
prediction of actual failure situations since it showed that the transient dynamic response could be 
effectively simulated by FEM analysis. However, the traditional constitutive models used in their 
work cannot account for the intrinsic strain-rate, pressure and temperature dependence of polymer 
mechanical behavior and therefore are not sufficient to reproduce the complex multiaxial stress 
response and rate-dependent deformation evolution that will take place during an actual rapid pipe 
depressurization situation. As a consequence, it remains to include into the analysis an advanced 
constitutive model capable of accounting for the intricate response of polymers.  
 
Constitutive modeling of polymers is nowadays a well-established field with a large number of 
advances over the last 40 years. In this regard, one of the most successful developments has been 
the family of tridimensional constitutive models started by Boyce and coworkers [9-13], which 
brought together current theories of macromolecular physics with recent work in the fields of 
statistical mechanics, continuum mechanics, and computational mechanics. These models employ a 
constitutive framework intended to be general enough to capture material behavior over a wide 
range of loading conditions, in order to be appropriate for their use in FEM analysis. The original 
work of Boyce et al. [9] was concerned with the large viscoplastic deformation of amorphous 
polymers, such as polycarbonate (PC) and acrylic glass (PMMA). So far, this constitutive approach 
has been consecutively enhanced in order to include additional features of polymer deformation 
such as, strain induced anisotropy, rubber elasticity, thermo-mechanical coupling, high strain-rate 
testing and so on. Among these, a notable contribution was the Hybrid Model (HM) of Bergstrom et 
al. [14] which was designed for capturing the mechanical response of a semi-crystalline polymer: 
Ultra-high molecular weight polyethylene (UHMWPE). Following this, in [15], Bergstrom et al. 
developed the Three Network Model (TNM) which is a further refinement of the HM model to be 
more accurate and computationally efficient. For its pertinence regarding semi-crystalline 
thermoplastic polymers, the TNM model results in a suitable choice for modeling the mechanical 
response of HDPE liners. Therefore, the objective of the present work is the evaluation and 
validation of the TNM model, for its use in FEM assisted design to accurately predict the buckling 
failure in pipes in a varying range of temperature and loading-rate conditions. 
 
2. Experimental 
 
2.1. Uniaxial tensile and compression tests 
 
For the calibration of the TNM material model, tensile and compression tests were performed on an 
Instron 4467 universal testing machine. Tensile and compression specimens were machined out 
from a supplied liner as indicated in Figure 1. In order to univocally determine the viscous 
parameters, the tests were carried out at 3 different strain-rates, corresponding to crosshead speeds 
of 1, 10 and 50 mm/min. Tensile tests were performed using a extensometer of 12.5mm gauge 
length. Compression tests were carried out employing specimens of approximately 10 mm in height 
and 5 mm in diameter according to 2:1 (height : diameter) ratio recommended in [16]. For a 
complete characterization of deformation evolution, both loading and unloading response was 
registered.  
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Figure 1. Tensile (A) and compression (B) specimens as obtained from the liner. 
 
3. Computational efforts 
 
3.1. Constitutive model 
 
The main aspects of the TNM model constitutive framework will be described below, more details 
on the formulation can be found on the original works [14,15]. The TNM model consists of three 
networks acting in parallel as can be shown in the rheological representation (Fig.2) 
The total deformation gradient of the assembly is decomposed into a thermal expansion component 
and a mechanical deformation component: 

app th=F FF  
The mechanical deformation gradient of networks A and B are further decomposed into elastic and 
viscoplastic components: 

e v
n n=F F F  

Where n takes the value A and B, for networks A and B correspondingly. The Cauchy stress acting 
in networks A and B has the following form: 
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Figure 2. Rheological representation of the TNM constitutive model. 
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Here R(x) is the ramp function; pn is the hydrostatic pressure; τn is the Fronebius norm of the 
deviatoric part of σn. 
The Cauchy stress acting in network C has the following form:   
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Where det[ ]J = F ; 2 3 T( )J∗ −=b F F is the Cauchy-Green deformation tensor, and 1 2(tr[ ] 3)chainλ ∗= b  

Finally, since they are in parallel, the three networks have equal mechanical deformation gradients 
and the total stress of the system is the sum of each network stress.  

The TNM model was coded as a user material subroutine (UMAT/VUMAT) for ABAQUS and 
the constitutive parameters were determined using MCalibration software which uses a 
minimization algorithm based on the Nelder-Mead simplex method [17]. 
 
3.2. Liner-pipe system FEM model 
 
The buckling collapse event was simplified assuming an ideal vacuum in the interior cavity of the 
liner and an increasing volume of fluid entering the liner-pipe cavity at a fluid flow rate q. This 
simplification has been made since this situation is easier to reproduce experimentally under 
controlled laboratory conditions. The event was simulated using ABAQUS/Implicit 6.10 for q 
values ranging from 10-5 to 105 cm3/s.  
   The thermoplastic liner was modeled as a planar bidimensional deformable solid (Fig.3a) using 
CPE8R elements and assuming plain strain, i.e. neglecting the effect of restraint at the liner ends. 
This assumption has proven to be valid for length to radius L/R values greater than 2 [18]. A small 
elliptical curvature was introduced in the upper part of the liner along the positive region of the 
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y-axis in order to induce single lob buckling (Fig.3b) in this region, which is the most critical failure 
mode and the most frequently observed in practice. Symmetry conditions were imposed with 
respect to the y-axis. The external metallic tube was assumed to be completely rigid in order to save 
CPU time. The fluid was modeled using F2D2 hydrostatic fluid elements and the depressurization 
event was modeled by imposing a fluid volume flux using the “fluid flux” option in 
ABAQUS/Implicit. These hydrostatic fluid elements are surface elements that cover the boundary 
of fluid containing cavity and provide the coupling between the deformation of the fluid-filled solid 
and the pressure exerted by the contained fluid on the solid surface defined as cavity boundary [19].  
   

a)        b)  

Figure 3. a) liner geometry and boundary conditions for the FEM model. b) single lob failure mode geometry 

 

4. Results & Discussion 
 
4.1. Uniaxial tensile and compression tests  
 
Tensile and compression tests results are shown in Fig.5. In both cases, an initial time-independent 
elastic response can be observed. At a stress value of 5 MPa approximately the material enters the 
visco-elastoplastic regime, this region corresponds to the complex onset of different plastic flow 
mechanisms in the amorphous and semicrystalline domains of the thermoplastic material. In the 
constitutive model, the deformation gradients of the dashpots, which were at first negligible, start to 
flow at these stress values. Also in this regime, hardening is observed with increasing of strain rate, 
as expected. The material shows strain rate sensitivity both in tension and compression. Differences 
of approximately 30% in stresses are observed increasing 50 times the strain rate. Pressure 
dependency can be observed as the maximum stress achieved is higher in compression than in 
tension for equal deformation rates. A very good fit was obtained, with a R2 (mean square difference) 

value of 1.5. The constitutive parameters obtained are presented in table 1. 
 
4.1. FEM Simulations 
 
Simulations predicted the buckling collapse pressure of the liner in all the range of q values. Fig 4 
shows the final failure geometry in the simulations.  
 

R1 = 50.7 mm 

R2 = 50.8 mm 

t = 6.2 mm 
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Figure 4. Final collapse geometry predicted by FEM simulations 

 
Fig 6 shows the fluid pressure evolution as a function of fluid volume (V). Strain-rate dependency is 
manifested as it can be observed from the effect of increasing q values on fluid pressure, which are 
related to the speed at which the liner is accommodating deformation. Only at low values of V (up 
to V = 25 cm3 approximately) a similar response can be observed for all q values, this is the initial 
elastic response which showed negligible strain-rate dependency as was noted in the tensile test 
results. In contrast, it can be seen that from V = 50 cm3, higher q values lead to a more rapid 
increase in fluid pressure with fluid volume. This observation is consistent with the expected 
material stiffening as deformation rate increases (once in the visco-elastoplastic regime), meaning 
that, as the cavity is filled more rapidly, the liner can hold about the same volume of fluid at smaller 
deformations. This is done at the expense of the fluid high incompressibility, which therefore 
increases fluid pressure dramatically. Consequently, the maximum pressure attained, i.e. the 
collapse pressure, increases with q. Fig.7 shows the collapse pressure as a function of imposed flow 
rate. The logarithmic scale shows a potential relationship of the form Pmax = k.qRTF, where Pmax is 
the collapse pressure, and RTF is a flow rate sensitivity exponent which ultimately characterizes the 
effect of material strain rate dependency on collapse pressure. The value of RTF is expected to be 
different for different materials, with RTF = 0 meaning a rate independent material. For the studied 
HDPE, the value of RTF obtained was approximately equal to 0.05. This factor can be of significant 
importance in the materials selection stage, when the values of expected depressurization velocities 
(vdep) in service conditions are known. For this, a precise relationship between q and vdep needs to be 
established. Furthermore, the possible influence of geometrical parameters such as the t/D ratio on 
the value of RTF still remains to be investigated.  
 
 

Table 1. Constitutive parameters for the TNM model 
Symbol Name Value 

Aμ  Shear modulus of network A 40 MPa 

Lλ  Chain locking stretch 1.02 

θ̂  Temperature response of stiffness -300 K 

κ  Bulk modulus  2000 MPa 

ˆAτ  Flow resistance of network A 2.07 MPa 
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a  Pressure dependence of flow 0.36 

am  Stress exponential of network A 5.15 

bm  Stress exponential of network B 22.35 

n  Viscosity parameter  40 
ˆBτ  Flow resistance of network B 16.9 MPa 

Biμ  Initial shear modulus of network B 259.3 MPa 

Bfμ  Final shear modulus of network B 60.51 MPa 

Cμ  Shear modulus of network C 0.004 MPa 
q  Relative contribution of I2 of network C zero 

 
 

 
Figure 5. Uniaxial tensile and compression results at different cross-head speeds for HDPE. 

 

Figure 6. Evolution of fluid pressure, as a function of fluid volume in the liner-pipe cavity, for a wide range 

of fluid flow rates 
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Figure 7. Collapse pressure as a function of imposed fluid flow rate. 

 
5. Conclusion and forthcoming work 
The external pressure-induced buckling collapse of thermoplastic liners was simulated using FEM 
analysis. The stress-strain response of the material and its intrinsic strain-rate and pressure 
dependency was modeled with the advanced TNM viscoelastic-viscoplastic model. Constitutive 
parameters were determined from tensile and compression stress-strain curves at different strain 
rates. The buckling failure event was simulated for a wide range of fluid flow rates. It was found 
that the material strain rate dependency has a significant effect on the collapse pressure Pmax which 
leads to a potential relationship between Pmax and q quantified by an exponent factor RTF. The value 
of RTF will vary with each material and quantifies the effect of strain rate dependency of the 
material on failure pressure. A forthcoming investigation will deepen the understanding of this 
factor and its dependence with the liner-pipe geometry. It also remains as future work to evaluate 
the prediction capability of the TNM model by comparing Pmax FEM obtained values to empirical 
values determined under a controlled experimental setup. 
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Abstract  This work presents an investigation of the ductile tearing properties for a girth weld made of an 

API 5L X80 pipeline steel using experimentally measured crack growth resistance curves. Use of these 

materials is motivated by the increasing  demand  in  the  number  of  applications  for  

manufacturing  high  strength  pipes  for  the oil  and gas industry including marine applications and 

steel  catenary risers.  Testing of the pipeline girth welds employed side-grooved, clamped SE (T) 

specimens and 3P bend SE(B) specimens with a weld centerline notch and varying crack sizes to determine  
the crack growth resistance  curves  based  upon  the  unloading  compliance  (UC) method  using  

a  single  specimen technique.  Recently  developed  compliance  functions  and η -factors  

applicable  for  SE (T ) and SE(B) fracture specimens  are  introduced  to  determine  crack  growth  

resistance  data  from laboratory measurements of load-displacement  records. 

 

Keywords  J-Resistance Curves, Ductile Fracture, SE(T) Specimen, SE(B) Specimen, Crack Growth 

 

1. Introduction 
 

Fracture mechanics based approaches to describe ductile fracture behavior in structural components 

rely upon crack growth resistance (J- a∆ ) curves to characterize crack extension followed by crack 

instability of the material. These approaches allow the specification of critical crack sizes based on 

the predicted growth of crack-like defects under service conditions. Current standardization efforts 

now underway advocate the use of single edge notch tension SE(T) specimens to measure 

experimental R-curves more applicable to high pressure piping systems, including girth welds of 

marine steel risers. 

 The primary motivation to use SE(T) fracture specimens in defect assessment procedures for 

this category of structural components is the strong similarity in crack-tip stress and strain fields 

which drive the fracture process for both crack configurations. However, while now utilized 

effectively in fracture testing of pipeline girth welds, some difficulties associated with SE(T) testing 

procedures, including fixture and gripping conditions, raise concerns about the significance and 

qualification of measured crack growth resistance curves. While slightly more conservative, testing 

of shallow-crack bend specimens (which is a nonstandard SE(B) configuration) may become more 

attractive due to its simpler testing protocol, laboratory procedures and much smaller loads required 

to propagate the crack. 

 This work presents an investigation of the ductile tearing properties for a girth weld made of 

an API 5L X80 pipeline steel using experimentally measured crack growth resistance curves. Use of 

these materials is motivated by the increasing  demand  in  the  number  of  applications  

for  manufacturing  high  strength  pipes  for  the oil  and gas industry including marine 

applications and steel  catenary risers.  Testing of the pipeline girth welds employed side-grooved, 

clamped SE (T) specimens and 3P bend SE(B) specimens with a weld centerline notch and varying 

crack sizes to determine  the crack growth resistance  curves  based  upon  the  unloading  

compliance  (UC) method  using  a  single  specimen technique.  Recently  developed  

compliance  functions  and η -factors  applicable  for  SE (T ) and SE(B) fracture specimens  
are  introduced  to  determine  crack  growth  resistance  data  from laboratory 

measurements of load-displacement  records 
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2. J-Resistance Curve Measurements Based on the UC Procedure 
 

2.1. Evaluation Procedure of the J-Integral 

 

Conventional testing programs to measure crack growth resistance ( aJ ∆− ) curves in metallic 

materials routinely employ the unloading compliance (UC) method based on a single specimen test. 

A widely used approach (which forms the basis of current standards such as ASTM E1820 [1]) to 

evaluate J with crack extension follows from an incremental procedure which updates eJ  and pJ  

at each partial unloading point, denoted k, during the measurement of the load vs. displacement 

curve as 
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where the current elastic term is simply given by 

 

k

Ik
e

E

K
J















′
=

2

 (2) 

and the current plastic term follows an incremental formulation which is applicable to CMOD data 

in the form [2,3]  
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In the above expressions, IK  is the elastic stress intensity factor for the cracked configuration,  

pA  is the plastic area under the load-displacement curve, NB  is the net specimen thickness at the 

side groove roots ( BBN =  if the specimen has no side grooves where B is the specimen gross 

thickness), b is the uncracked ligament ( aWb −= , where W is the width of the cracked 

configuration and a is the crack length). In writing Eq. (2), plane-strain conditions are adopted such 

that )1( 2ν−=′ EE  where E and ν  are the (longitudinal) elastic modulus and Poisson's ratio, 
respectively.  Factor Jη  appearing in Eqs. (3) and (4) represents a nondimensional parameter 

which relates the plastic contribution to the strain energy for the cracked body and J. Figure 1 

illustrates the essential features of the estimation procedure for the plastic component pJ . Here, we 

note that pA  (and consequently, Jη ) can be defined in terms of load-load line displacement (LLD 

or ∆ ) data or load-crack mouth opening displacement (CMOD or V ) data. For definiteness, these 

quantities are denoted LLDJ−η  and CMODJ−η . 
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Figure 1. (a) Partial unloading during the evolution of load with crack mouth opening displacement (CMOD 

or V); (b) Definition of the plastic area under the load-displacement curve. 

 

 The incremental expression for pJ  defined by Eq. (3) coupled with Eq. (4) contains two 

contributions: one is from the plastic work in terms of CMOD and, hence, CMODJ −η  and the other 

due to crack growth correction in terms of LLD by means of LLDJ −η . Evaluation of Eqs. (3) and (4) 

is relatively straightforward provided the two geometric factors, CMODJ −η  and LLDJ −η , are known. 

For the clamped SE(T) specimens with 10=WH  and the conventional SE(B) configuration 

utilized in this study, a convenient polynomial fitting of the results given by Cravero and Ruggieri 

[4], Ruggieri [5] and Donato and Ruggieri [6] provide the corresponding η -factor equations in the 
form 
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2.2. Crack Extension Estimation 

 

Current testing protocols to measure the crack growth resistance response using a single-specimen 

test are primarily based on the unloading compliance (UC) technique to obtain accurate estimates of 

the (current) crack length from the specimen compliance measured at periodic unloadings with 

increased deformation. Figure 1 illustrates the essential features of the method. The slope of the 

load-displacement curve during the k-th unloading defines the current specimen compliance, 

denoted kC , which depends on specimen geometry and crack length. For the clamped SE(T) and 

SE(B) crack configurations analyzed here, the specimen compliance is most often defined in terms 

of normalized quantities expressed as [1,4] 
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where SET
CMODµ and SEB

CMODµ define the normalized compliances for the SE(T) and SE(B) specimens. 

In the above expressions, E is the longitudinal elastic modulus, CMODC denotes the specimen 

compliance defined in terms of crack mouth opening displacement ( PVCCMOD =  where V is the 

CMOD and P represents the applied load) and the effective thickness, eB , is defined by 

 
( )

B

BB
BB N

e

2−
−=  (11) 

By measuring the instantaneous compliance during unloading of the specimen (see Fig. 1), the 

current crack length follows directly from solving the functional dependence of crack length and 

specimen compliance in terms of CMODµ . For the clamped SE(T) specimen and SE(B) 

configuration analyzed here, the corresponding compliance expressions follow from Cravero and 

Ruggieri [4] and ASTM E1820 [1] as 
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3. Experimental Details 
 

3.1. Material Description and Welding Procedures 

 

The material utilized in this study was a high strength, low alloy (HSLA), API grade X80 pipeline 

steel produced as a base plate using a control-rolled processing route without accelerated cooling. 

The mechanical properties and strength/toughness combination for this material are mainly obtained 

by both grain size refinement and second-phase strengthening due to the small-size precipitates in 

the matrix. The 20-inch pipe with longitudinal seam weld from which the girth weld SE(T) and 

SE(B) specimens were extracted was fabricated using the UOE process. 

 The tested weld joint was made from the API X80 UOE pipe having thickness, =wt 19 mm. 

Girth welding of the pipe was performed using the FCAW process in the 1G (flat) position with a 

single V-groove configuration in which the root pass was made by GMAW welding. The main weld 

parameters used for preparation of the test weld using the FCAW process are: i) number of passes 

12 (including the root pass made by the GMAW process); ii) welding current 165 A; iii) welding 

voltage 23 V; iv) average heat input 1.5 kJ/mm. Mathias et al. [7] provide the tensile properties for 

the tested pipeline girth weld and base material which include: 715=WM
ysσ MPa, 750=WM

utsσ MPa, 

609=BM
ysσ MPa, 679=BM

utsσ MPa. Here, ysσ  and utsσ  represent the material’s yield stress and 

tensile strength, and WM and BM denote the weld metal and base plate. The degree of weld 

strength overmatch is ~18% so that mismatch effects on the measured crack growth resistance 

curves are very small. 

 

3.2. Specimen Geometries 

 

Unloading compliance (UC) tests at room temperature were performed on weld centerline notched 

SE(T) specimens with fixed-grip loading to measure tearing resistance curves in terms of aJ ∆−  

data. The clamped SE(T) specimens have a fixed overall geometry and crack length to width ratio 

defined by =Wa 0.4, =WH 10 with thickness =B 14.8 mm, width =W 14.8 mm and clamp 

distance =H 148 mm (refer to Fig. 2(a)). Here, a is the crack depth and W is the specimen width 

which is slightly smaller than the pipe thickness, wt . UC tests at room temperature were also 

conducted on weld centerline notched SE(B) specimens with =Wa 0.25 with thickness =B 14.8 

mm, width =W 14.8 mm and span WS 4= (refer to Fig. 2(b)). Conducted as part of a 

collaborative research program conducted at University of São Paulo on structural integrity 

asssessment of marine steel catenary risers (SCRs), testing of these specimens focused on the 
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development of accurate procedures to evaluate crack growth resistance data for pipeline girth 

welds.  

 All specimens, including the SE(T) configuration, were precracked in bending using a 

three-point bend apparatus very similar to a conventional three-point bend test. After fatigue 

precracking, the specimens were side-grooved to a net thickness of ~85% the overall thickness 

(7.5% side-groove on each side) to promote uniform crack growth and tested following some 

general guidelines described in ASTM E1820 standard [1]. Records of load vs. crack mouth 

opening displacements (CMOD) were obtained for the specimens using a clip gauge mounted on 

knife edges attached to the specimen surface. 

 

 

 
 

Figure 2.Geometry of tested fracture specimens with weld centerline notch. (a) Clamped SE(T) specimen 

with a/W = 0.4 and H/W = 10; (b) 3P SE(B) specimen with a/W = 0.25 and S/W = 4. All geometries follow 

(BxB) configuration 

 

 

  

4. Crack Growth Resistance Curves 
 

This section presents the crack growth resistance evaluated for the tested X80 pipeline girth weld 

based on laboratory measurements of load and CMOD for the clamped SE(T) specimens and the 3P 

bend SE(B) specimens with center notched welds. The geometrical features of each specimen type 

and the considered material properties were presented in the previous section. Figure 3 shows the 

measured load-displacement curve (P vs. CMOD) for both test specimens which clearly reveals the 

reduced test load for the SE(B) specimen compared with the SE(T) configuration. 

 Evaluation of the crack growth resistance curve follows from determining J and a∆  at each 

unloading point of the measured load-displacement data. Based upon the previous results for the 

η -factors and compliance functions provided in previous Section 2, the present analysis employs 

CMODJ −η  and LLDJ −η  to estimate the plastic component of the J-integral, pJ . Figures 4-5 present 

the measured crack growth resistance curves for the tested clamped SE(T) and 3P SE(B) specimens. 
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The significant features associated with these plots include: (1) The shallow-crack SE(B) specimen 

provides R-curves which exhibits levels of J-values which are comparable to the J-values 

corresponding to the deeply-cracked SE(T) specimen at a fixed amount of crack growth, a∆ ; (2) 

The value of the J-integral at onset of ductile tearing, IcJ , is fairly independent of specimen 

geometry and loading mode. 

 

 
 

Figure 3. Measured load-CMOD curve for the tested X80 pipeline girth weld using clamped SE(T) 

specimens with =Wa 0.4 and 3P SE(B) specimens with =Wa 0.25. 

 

 

 
 

Figure 4. Experimental R-curves for tested clamped SE(T) specimens with =Wa 0.4 
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Figure 5. Experimental R-curves for tested SE(B) specimen with =Wa 0.25. 

 

 After testing, all specimens were subjected to heat tinting treatment (300°C for 30 min), and 

then air cooled before being broken apart. Table 1 shows a comparison of the predicted and 

estimated crack extension for the tested fracture specimens. For the SE(T) specimens, the deviation 

( measuredmeasuredpredicted aaa )( −=Ψ ) is within 1.5~6.2% while for the SE(B) specimen, the 

accuracy is within 12~17%%. These results indicate that the UC procedure provides reasonable 

estimates of the final crack length for the SE(T) specimen. In contrast, crack length estimates for the 

SE(B) configuration display a somewhat larger deviation compared to the measured crack length; 

such behavior is mainly due to more severe crack front tunneling that occurred in these specimens.  

 

 
Table 1. Crack length estimation based on UC procedure. 

 

ID a0 (mm) 
ap (mm) 

ψψψψ (%) 
Measured Predicted 

SE(B) Specimens 

S1 3.85 7.85 6.68 14.9 

S2 4.15 8.21 7.15 12.9 

S3 3.65 7.55 6.29 16.7 

S4 3.72 7.82 6.53 16.4 

SE(T) Specimens 

S1 5.66 8.84 8.76 0.9 

S2 6.11 8.06 8.56 6.2 

S3 6.29 9.78 9.20 5.9 

S4 6.70 10.75 10.59 1.5 
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5. Concluding Remarks 
 

This work presents an investigation of the ductile tearing properties for a girth weld made of an API 

5L X80 pipeline steel using experimentally measured crack growth resistance curves ( aJ ∆−  

curves).  Testing of the pipeline girth welds utilized side-grooved, clamped SE (T) specimens and 

3P bend SE(B) specimens with a weld centerline notch to determine the crack growth resistance  

curves  based  upon  the  unloading  compliance  (UC) method  using  a  single  

specimen technique. This experimental characterization provides additional toughness data which 

serve to evaluate crack growth resistance properties of pipeline girth welds using SE (T) and SE(B) 

specimens with weld centerline cracks. Additional work is in progress to further validate the use of 

shallow-crack SE(B) specimens as an alternative fracture specimen to measure crack growth 

properties for pipeline girth welds. Ongoing investigation also focuses on establishing robust 

correlations between J and CTOD for stationary and growing cracks in SE(T) and SE(B) fracture 

specimens. 
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In C-Mn and some low alloyed steels, the plastic deformation begins by a macroscopic 
heterogeneous strain which materializes into the propagation of a strain band along a tensile sample 
with a uniform cross-section. This band is named Lüders, or Piobert-Lüders, band and it is 
considered by some authors as a plastic wave. This particular strain localization, which goes 
through the length of the sample, is explained by an avalanche phenomenon which enables step by 
step to unfix the dislocations from their Cottrell’s atmosphere. However, although its effects are 
well enough known, one knows much less its causes. In this paper, the travel of the Lüders band is 
monitored thanks to several techniques based on different physical principles: optical (speckle 
interferometry), thermal (infrared pyrometry) and acoustic (acoustic emission). The position of the 
band, its inclination, its propagation speed and the strain rate inside the band are the main points of 
comparison between each technique. They allow verifying some features about the propagation of 
the bands and giving some new assumptions about their formation and their development. 
 
Keywords  Lüders Band, Strain Localization, Infrared Thermography (IRT), Electronic Speckle 

Pattern Interferometry (ESPI), Acoustic Emission (AE), Tensile Test 
 

1. Introduction 
Plastic strain localization is a major problem in metalworking situations. In ductile metals, 
macroscopic plastic deformation heterogeneities such as Lüders bands [1-3], Portevin-Le Châtelier 
effect [4-6] or necking [7-10] can occur. Lüders bands and Portevin-Le Châtelier bands, in 
particular type A and type B, propagate in some metallic alloys for specific temperatures and strain 
rate conditions. This last localization phenomenon is described in many papers [11-14]. In ductile 
metals, the onset of necking is well referenced in literature and is particularly important for the 
characterization of the forming limit diagram [15-16]. 
Lüders bands propagation often occurs in hot-rolled low-carbon steels deformed or annealed at 
300°C (static ageing). These bands are observed in ferritic phase of steels and form unaesthetic 
patterns on the material surface. They appear when the plastic deformation starts and disappear 
early. In uniaxial tensile test, Lüders bands propagate all along the gauge length of the specimen. 
Indeed, when interaction energy is strong between dislocations and solute atoms which can easily 
diffuse, like carbon and nitrogen atoms in iron, they gather around dislocations to form Cottrell’s 
atmospheres. Dislocations are strongly anchored and a considerable stress is necessary to release 
them. Very often, this stress level is reached first in a point of the metal as the result of local effect 
of stress concentration, notably, in uniaxial tensile test, at the fillet radius with the specimen heads. 
Deformation remains localized in a narrow zone, corresponding to a Lüders band. The stress 
concentrations at the band front enable a gradual unlocking of the dislocations in the non-deformed 
part of the specimen. Thus, this process activates an avalanche that, from grain to grain, goes 
through all the polycrystal; there is band propagation [17-18]. Besides, the band propagates under a 
macroscopic stress, Re

l, lower than the one, Re
u, needed for initiation. 

In order to go further concerning origins and activation modes understanding of this specific 
deformation mechanism, full-field measurements methods: Infrared Thermography (IRT) [19], 



Electronic Speckle Pattern Interferometry (ESPI) and Acoustic Emission (AE) [3] are used, 
sometimes combined, and compared. 
 
2. General experiments description 
Lüders bands were studied during tensile test on two hot-rolled low-carbon steels: one S235 
(0.16%wt Carbon) and one C35 (0.35%wt Carbon) according to the European standard. Both are 
centered cubic (cc) ferritic steels with pearlite. For the first one, propagation of the bands was 
followed by IRT. For the second one, propagation was followed by AE sole and by ESPI and AE 
simultaneously. Note that these two experiments were performed in two different laboratories, on 
two different tensile machines. One knows that the stiffness of the tensile machine can modify the 
Lüders bands generation and propagation. Here, machines are supposed stiff enough to have an 
insignificant influence on the Lüders bands behavior. In the future, coupling of the three 
investigation techniques is foreseen on the same machine. 
Dog-bone like specimens with rectangular cross-section are used for the tests. The planar surfaces 
of the specimens are convenient for 2-D thermal and kinematics full-field measurements techniques 
and to fix acoustic sensors. The dimensions of the specimens are given on the Fig. 1. Although their 
influence was not studied here, curvature of the fillet radius are also reported. 

 

 

  Figure 1. Scheme of the specimens: a) S235 and b) C35. 
 
The initial microstructure of the as received materials is characterised by a grain size ranging 
between 10 and 15 µm for the S235 and 5 and 10 µm for the C35. The roughness of the S235 
specimen is Ra / Rt ≈  2.0 / 15 µm, the C35’s one is Ra / Rt ≈  5.3 / 35 µm. 
 
3. IRT as Lüders bands following technique 
3.1. Experimental procedure 

Tests on the S235 steel were performed at 10 mm.min-1 on a hydraulic tensile machine with a 100 
kN load cell. The stiffness of the machine is 156 kN.mm-1. To characterize temperature increase due 
to the Lüders bands, specimens were placed in front of an infrared CCD camera. The camera model 
is a Cedip Silver Orion MW F/3 with InSb detectors. The size of the camera matrix and the spatial 
resolution are respectively about 320 x 256 pixels and 0.25 mm per pixel. The aperture time is fixed 
at 1000 µs. The refresh frequency of the camera is of 33 Hz, which corresponds to a duration 
between two pictures of 30.3 ms. Others acquisition parameters are given in Table 1. Under these 
conditions, the noise of the camera is about 25 mK. A calibration with a black body allows to 
deduce the links between the specimen surface temperature and the camera signal. In order to 
reduce the effect of the emmittance of the material surface, the samples were covered with black 
paint to get an emissivity close to 1. 
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Table 1. Acquisition parameters of the IRT device used during tensile test on the S235 steel. 

Integration time Frame rate Bandwidth Room temperature 
1000 µs 33.33 Hz 3.7 - 4.8 µm 22.5°C 

 
In most of metallic materials, during quasi-static tests at room temperature, plastic deformation goes 
with thermal energy dissipation, which is the result of dislocations movements inside grains. 
Another part, less important, of the mechanical energy brought to deform the sample is stored in the 
material. Thus, the temperature variation is related to the plastic deformation through the following 
relation [20]: 

TTc pp ∆λεσβρ += && :             (1) 

where ρ is the density, cp the specific heat, T the temperature, the symbol " . " for the time 
derivative, β the Taylor-Quiney coefficient, σ  the stress tensor, pε&  the plastic deformation rate 

tensor, λ the thermal conductivity and the symbol ∆  for the Laplacian. 
More particularly, Tc p

&ρ  represents the calorific power related to the atomic excitement. pεσβ &:  is 

the mechanical-thermal coupling term related to the dissipative thermal energy, which represents 
100 × β % of the energy creation inside the material; the other part corresponding to the stored 
energy. T∆λ  represents the thermal transfers by conduction. 
During the Lüders band propagation and along an increment of plastic deformation, given the weak 
thermal conductivity of the S235 steel, the term T∆λ  in the Eq. 1 can be ignored such as the band 
propagation is adiabatic. Eq. 1 becomes: 

pp ddTc εσβρ :=           (2) 

Consequently, if the constitutive law of the material is known, then the temperature variation is 
fully representative of the plastic deformation. 
 
3.2. Thermal following of the Lüders band 

The beginning of the tensile test (total strain under 10%) of the S235 steel followed by IRT is 
shown on Fig. 2. All the IRT images recorded during tensile test and shown in Fig. 2 were 
subtracted with the first image (0% of total strain) to get the temperature variation during the test. A 
constant scale with boundaries close to the max and the min values met through the 12 images 
sequence is chosen. 
In the beginning of the tensile test, the temperature decreases. The associated homogeneous 
temperature variation is about -0.40°C until the upper yield stress Re

u. Just before the upper yield 
stress (3rd image), a raising of the temperature corresponding to the beginning of the plastic 
deformation localization can be observed simultaneously near the two specimen edges. When stress 
is enough, a plastic deformation band, which makes growth the temperature on its way, leaves one 
side of the specimen to join the other one, deformation localization in the second edge fades; this 
phenomenon is typical of the Lüders band propagation. 
On the 8th image, a second band is forming at the upper end of the specimen. But, this one will be 
rapidly absorbed by the main band. When the Lüders band stops, plastic deformation tends to 
become more and more homogeneous along the specimen. 
The temperature recordings at the points 1, 2 and 3 (Fig. 2) show a sudden increase in the 
temperature when the band goes in front of the measurement point. After the band goes beyond 
each point, it can be remarked that the temperature remains constant, what means that neither elastic 
nor plastic strains take place; the specimen keeps the heat generated during the band passing. 
Moreover, the amplitude of temperature reached after the band passing is observed to increase 
during the propagation, what means the properties of the Lüders band could change. 



 

 
Figure 2. IRT maps obtained while the first 10% of total strain of a S235 steel. The tensile curve (black line) 
and the temperature evolution (red, green and blue lines) for three points placed on the specimen (see inset) 
are also depicted. The tensile forces Fe

u and Fe
l corresponding to the upper and lower yield stresses are 

showed on the tensile curve. 
 
In order to be more sensitive to local variations of temperature on a short period, each image was 
subtracted with another one which arrives 0.6 s before. Fig. 3(a) shows the new type of obtained 
image. According to the IRT pictures, the velocity of the band propagation seems constant and 
approximately 24 times the crossbeam speed vt. The inclination angle of the band varies hardly 
during propagation, it is mostly about 60° with respect to the tensile axis. For a given band position, 
temperature profiles of each line (Fig. 3) show maxima which don't superimpose, what proves the 
band is tilted. 
The shape of the temperature profiles can be fitted by a Lorentz function, like proposed in [21], to 
deduce the maximum and the integral width of the band. It is found that the maximum is 
approximately 0.7°C and the integral width 11 mm. Both values strongly depend on the time 
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elapsed between the two subtracted images. In addition, this value is probably overestimated 
because of the conduction phenomenon which tends to spread the band. 
It is also interesting to note the temperature profile associated to the line 3 on Fig. 3 presents a small 
negative hook to the rear of the band. This negative hook certainly corresponds to a tensile elastic 
stress which is higher in this zone than anywhere else. So, is it a consequence of the band 
propagation or does this tensile state contribute to the successive dislocations unpinning ? In 
addition, the temperature profile associated to the line 1 presents a small positive hook to the rear of 
the band. This one could correspond to an elastic compression state. By following this idea and by 
noticing that the temperature profile associated to the line 2 presents neither a negative nor a 
positive hook to the rear of the band, it can be assumed that the part of the specimen behind the 
band rotates. 

 

 

 
 

(a) (b) 

Figure 3. (a) Typical recomputed image (differences between two original images separated of 0.6 s) 
obtained during Lüders band propagation in a S235 steel. (b) Temperature profiles along three lines 

uniformly distributed through the specimen width (see (a)).  
 
Finally, after the Lüders band passing, when the deformation is homogeneous in the specimen (last 
images on Fig. 2), the temperature is about constant on the whole surface of the gauge length of the 
specimen and raises much slower than during Lüders band propagation. 
 
4. ESPI and AE as Lüders bands following techniques 
4.1. Experimental procedure 

Tests on the C35 steel were performed on a 150 kN capacity tensile machine at different crossbeam 
speeds. The experimental setup, mainly including the speckle interferometer, the acoustic sensors 
and the tensile machine, is presented on Fig. 4. The theoretical principles of ESPI and AE can be 
found respectively in reference books [22, 23] and [24]. At the sample scale, ESPI offers a better 
resolution, one or two orders of magnitude, on material displacements than DIC (Digital Image 
Correlation) or photoelasticity. Nevertheless, after surface coating preparation, DIC gives direct 
access to two sensibility vectors without additional equipment [2]. When sample surface is coated 
with birefringent resin, photoelasticity, as for it, allows to reveal naked-eye Lüders bands [25]. 
In the present case, the speckle interferometer setup is an in-plane sensitive configuration, known as 
a Leendertz set-up, with a sensitivity vector s

r
 parallel to the tensile direction. Speckle patterns are 

recorded on a CCD camera (1280 pixels × 980 pixels, monochromatic, 8 bits) with a 5µm spatial 
resolution. One of the mirrors is mounted on a piezo-electric transducer generating optical path 
differences by translation; it enables to get the phase of the interference pattern at all pixels of the 
image and obtain a better resolution on measured displacements (~25 nm in practice). 

Temperature

scale (°C)

Pixel position

50 100 150 200 250 300



Note that no preparation of the surface of the specimens was performed for ESPI measurements. 
The surfaces were sufficiently rough to generate the speckle patterns and not too much to keep the 
plane surface hypothesis and avoid a premature localization. 
 

 
Figure 4. Experimental setup: in-plane speckle interferometer and micro-tensile machine. The laser beam 

path is schematized as a red line. 
 
For AE measurements, two large-band (50 – 600 kHz) piezo-electric sensors were used. They 
convert acoustic signal into electric signal machine readable. These sensors are elastically 
maintained on the surface specimen with the same tension all along the test, Fig. 5. Because of the 
small size of the specimen heads, sensors are located near the fillet radius. To ensure the crossing of 
the acoustic wave between the specimen and the sensor, a coupling fluid (thixotropic gel) is inserted 
between both of them. The electric signal received by each sensor is amplified by a 40 dB pre-
amplifier with a 1 MHz cut-off frequency, and then the electric signal is sent towards the 
acquisition card of the AEwin system (Euro Physical Acoustics). This latter gives intrinsic 
parameters related to the signals like amplitude, duration, energy, etc... 
Many acoustic events do not come from the material been deforming, but they can come from the 
tensile machine working, slip of the sensors on the sample surface, micro-slips of the sample into 
the jaws, external noise… So, thanks to an acoustic events localization treatment, it is possible not 
to take into account those parasite events in the future analysis. The acoustic events localization 
requires at least two sensors set on the specimen and it enables to know, in our case, the position of 
the event sources along the gauge length of the specimen with an accuracy of about 5 mm. Given 
the small size of the specimens, the recorded signal for one acoustic event is a combination of the 
longitudinal wave, the transversal wave and possibly also some reverberated waves. For 
localization, longitudinal wave speed is considered, especially since the sensors are more sensible to 
this type of wave. 
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Figure 5. Scheme of the AE setup mounted on tensile specimen. 

 
4.2. AE analysis 

The Fig. 6, in a Event Amplitude versus Total Strain representation, shows all the detected events 
all along a tensile test performed at 0.5 mm.min-1, with a signal amplitude higher than an arbitrary 
threshold (30 dB). It can be observed that until the disappearance of the Lüders band, a lot of events 
were detected. About 75% of the total acoustic activity corresponds to only 3% of the total strain, 
knowing that fracture occurs at 31.1% of the total strain. This observation is consistent with the fact 
of the band propagation produces a spectacular increase of the mobile dislocations density [26]. In 
the 5086-0 aluminium alloy [27], Baram also observed that deformation in the Lüders band region 
generated an high acoustic activity. 
 

 
Figure 6. Amplitude versus Total Strain representation of the acoustic events recorded on the two sensors 

during tensile test of a C35 steel. The tensile curve (red line) and the number of events collected on a 5s time 
range (black line) are also depicted. 
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It can be highlighted that the number of events is very variable on a given short duration during the 
Lüders band propagation. AE activity shows important fluctuations and it can be remarked that this 
activity presents some intense local maxima when the tensile load presents local minima. 
Conversely, the AE activity presents some local minima when the tensile load presents maxima. 
Consequently, that means an important dislocation activity appears for each loading drop, as if each 
maximal local stress could unpin a lot of dislocations anchored in a certain neighborhood. This 
unpinning making fall down the stress, then it is necessarily to increase the tensile load again to set 
in motion dislocations fixed in a neighborhood adjacent to the previous one. That's why, during the 
reloading, the AE activity rapidly decreases because many less dislocations can move. 

 
4.3. Localization treatment 

Localization of the acoustic events along the gauge length of the specimen, Fig. 7, shows that the 
Lüders band propagation is followed with a good enough resolution, unlike the necking for 
example. As seen previously thanks to the IRT technique, strain localization occurs near both fillet 
radius at the end of the elasticity and then, a band with a high strain rate (= high density of events) 
propagates along the specimen. 
 

 
Figure 7. AE sources localization during tensile test on C35 steel. 

 
Spatial distribution of the acoustic events is also correlated with their absolute energy. It can be 
observed that the most energetic events are localized at the band front. The reason is certainly due 
to a higher local dislocation activity, what is consistent with the dislocations avalanches which 
occur gradually at the band front. By keeping only events whose the absolute energy is higher than 
500 aJ, a fortiori the most representative of the local strains, the standard deviation obtained on the 
Lüders band localization is less than 2 mm. 
It can be noticed on Fig. 7, the band propagates at constant speed. This speed is about 40 times the 
crossbeam speed of the tensile machine. Others tests with a crossbeam speed varying between 0,02 
and 1 mm.min-1 on similar specimens led to the same result. Plekhov [28], in armco iron, finds also 
a linear dependence between the global deformation speed of the specimen and the propagation 
speed of the wave (Lüders band) where the plastic strains take place. In the SOLDUR 355 steel, 
Wattrisse [2] gets the same result. 
 
4.4. AE – ESPI coupling results 

To obtain good quality fringe patterns, crossbeam speed of the tensile machine was reduced to 0.02 
mm.min-1. All speckle patterns were saved manually, because of absence of automatic acquisition. 
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The Fig. 8 shows the very good correlation between both measurements techniques. As seen 
previously, at the beginning, plastic strains are localized in a fillet radius of the specimen (position 
between 0 and 1 cm). Then, when the stress is enough to activate gradually the slip systems in each 
grain of the gauge length of the specimen, deformation propagates at constant speed (≈ 40 × vt) by 
taking a localization band shape tilted of 58° with respect to the tensile axis. 
It is interesting to note the inversion of the band inclination about half way (between fringe patterns 
4 and 5 Fig. 8). This information can not be obtained with AE by using only two sensors. Thanks to 
the inclination angle measured on fringe patterns and the range of the AE zone along the specimen 
for a given total strain, it is possible to deduce the Lüders band width. This one is estimated to about 
12 mm. Here, this value is not time dependent and about the same value was measured for different 
crossbeam speeds, in particular for the tests Fig. 7 (0.5 mm.min-1) and Fig. 8 (0.02 mm.min-1). Like 
for IRT, it is clear that Lorentz function applies on fringe patterns would give an integral band 
width depending on both the time elapsed to obtain these patterns and the crossbeam speed. 
Fringes parallel to the tensile axis can be observed behind the band on several fringes patterns. 
These fringes, also parallel to the sensibility vector of the interferometer, show that the part of the 
specimen to the rear of the band rotates, as previously deduced by IRT. The same thing is more 
difficult to detect in front of the band, but these rotations can explain the AE activity outside of the 
band during its passing. 
 

 

 
Figure 8. AE – ESPI coupling results collected while Lüders band propagation. The band position obtained 

by ESPI is reported on the AE data. A very good correlation is found between the two techniques.  
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Finally, by observing the evolution of the number of events on Fig. 6, one could think that the 
Lüders band propagates by jerks along the specimen, but according to ESPI results, the band 
propagation appears continuous. Indeed, it always exists a strain rate noticeably higher (presence of 
more close fringes) at the band front than in the rest of the specimen, on all fringe patterns, and it 
can be seen that the band front moves at constant speed from the ESPI pictures. However, jerky 
propagation of the band could not be measured if the break time or the slowing down of the band is 
less than the speckle patterns acquisition frequency. 
 
5. Comparison and conclusion 
The phenomenon of Lüders band propagation was investigated by three full-field measurements 
techniques: Infrared Thermography (IRT), Electronic Speckle Pattern Interferometry (ESPI) and 
Acoustic Emission (AE). Band features such as the ratio crossbeam speed / propagation velocity, 
inclination angle and band width were reported for a S235 steel by IRT and for a C35 steel by AE – 
ESPI coupling. 
For the two materials, band propagation velocity is much higher than the crossbeam speed. 
Moreover, for the S235, the ratio crossbeam speed / propagation speed is more than the C35's one, 
what is consistent with a Lüders plateau greater in the case of the S235. In the two cases, it can be 
seen this ratio is approximately equal to the length of the plateau, i.e. data on S235 and C35 confirm 
the following equation given by Hähner [1]: 

BPLpt vv ×= ε           (4) 

where vt is the crossbeam speed, εp the plastic strain reached at the end of the Lüders plateau and 
vBPL the Lüders band propagation velocity. This equation comes directly from an analysis of the 
propagation of the plastic front by assuming that the plastic strain is constant in the band and null 
outside, like shown in Fig. 9. 

 
Figure 9. Scheme illustrating the propagation of the plastic front of a Lüders band. 

 
So, the specimen elongation Lx would be only due to the propagation of the plastic front. AE 
measurements, Fig 7, confirm this hypothesis: there is only emission at the band front and, on each 
side of this front, there is a very weak acoustic activity, so no significant dislocation activity. When 
the length Lp travelled by the plastic front is equal to L0+Lx (L0: initial length of the specimen 
before the band apparition), the Lüders band crossed all the specimen and disappears. 
The relation (4) was checked for the S235 at 10 mm.min-1 and for all experiments on C35 whatever 
the crossbeam speed between 0,02 mm.min-1 and 1 mm.min-1, and it's found respectively : 

%1,4
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vε , what is close to the length of the experimental 

Lüders plateau on tensile curves (Fig. 2, Fig. 6 and Fig. 8). However, according to the temperature 
evolutions in front of the three points Fig. 2 and the relation Eq. 2, plastic strains inside the Lüders 
band could not be constant along the propagation and the modeling proposed in Fig. 9 would be 
unsuitable. More investigations have to be done. 
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For the two materials, the inclination angle with respect to the tensile axis is almost the same, 60° 
for the S235 and 58° for the C35. Nevertheless, this angle can vary and it was observed at the 
beginning of the test on the S235, the band was close to 90° and at half way of the band travel in the 
C35, the angle inverted, going from 58° to -58°. 
Because of the movement of the band, it is difficult to measure a not time dependent band width. 
Yet, the AE – ESPI coupling allowed to introduce a way to determine a band width independently 
of the time and the crossbeam speed. But, accuracy of this method remains to define. 
Concerning the band propagation, it was shown thanks to IRT, just behind the band, one part, the 
lower part for example, would be under purely elastic tensile stress while the other part, the upper 
part in this case, would be under purely elastic compressive stress. This particular mechanical state 
induces rotation of the part of the specimen located to the rear of the band. This assertion was 
confirmed by ESPI observations and, to a lesser extent, by AE. 
Thanks to AE, important dislocations activity was observed during the Lüders band passing and 
correlation was found between the evolution of the dislocations activity and the tensile curve 
fluctuations. This serrated dislocations activity let think of a jerky propagation which seems in 
contradiction with ESPI and IRT (but on a different steel) measurements at the acquisition 
frequencies used. In fact, the bands determined by IRT and ESPI are obtained on time scales, 
relatively to the crossbeam speed, much smaller than the jerks measured by AE, what could explain 
the continuous aspect of the band get by IRT and ESPI, contrarily to the AE. 
The following table, Table 2, summarizes the features of each technique and the measurements 
performed by. 
 

Table 2. Technique features and possible Lüders band properties measurements. 

Technique 
Type of 

propagation 
detected 

Spatial 
resolution 

Accuracy 
Total 

strain rate 
(s-1) 

Possibility of 
band 

inclination 
measurement 

Possibility 
of band 
position 

estimation 

Band 
velocity/ 

crossbeam 
speed 
ratio 

IRT 
Continuous 

in S235 
at 33Hz 

0.25mm/pix 
25mK on 

temperature 
1.7ä10-1 

Yes, 
60° in S235 

Yes 24 

ESPI 
Continuous 

in C35 
at ~0.1Hz 

5µm/pix 

25nm on 
displacement 

 
10-6 on strain 

3ä10-4 
 

to 
 

1.5ä10-1 

Yes, 
58°/-58° in 

C35 

Yes  
 

40 

AE 

Continuous 
but jerky at 
random time 
acquisition 

with a 
minimum 
interval of 

2.10-5 s 

 
≤5mm on 

event 
localization 

No with only 
2 sensors 

Yes 

 
At last, let's remind the two experiments were performed in two different laboratories, on two 
different tensile machines, with two different steels and at two different crossbeam speeds, what 
makes difficult the comparison between the techniques. Consequently, to refine this study, coupling 
of the three analysis techniques on the same material is being implemented. 
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Abstract The present work is devoted to the study of the anisotropic behavior of an extruded aluminum alloy 
under cyclic loading in axial and shear directions at room temperature. First, we have studied the 
elastoplastic behavior through the evolution of the isotropic and kinematic hardening evaluated considering 
the stress-strain loops in axial and shear directions. Second, we have investigated the fatigue damage of the 
material in both directions. The observed lifetimes seem rather short regarding the elastic shakedown 
obtained at the steady state. 
 
Keywords: Anisotropic behavior, Extruded alloys, isotropic and kinematic hardening, cyclic plasticity. 
 

1. Introduction 
Aluminum alloys are frequently selected for many applications where low density and high 
strength-to-weight ratios are required. Thus, 2XXX series are currently being used as the main 
structure in components which are often subjected to cyclic loading. Therefore, we devote this work 
to the investigation of mechanical anisotropy in the cyclic behavior of aluminum alloy through 
stress controlled tests. 
Many authors focused their work on the influence of microstructural and metallurgical states on the 
behavior of age hardened aluminum alloys during cyclic loading [1-6]. Furthermore, the anisotropy 
of mechanical behavior in metallic alloys during monotonic deformation was investigated by 
several authors [7-9]. Firstly, this anisotropy was discussed only for rolled or extruded alloys, such 
as metal sheets. Achani et al. [10] characterized the plastic anisotropy of extruded aluminum alloys 
7003 and 6063 by uniaxial tensile testing and disc compression tests, showing that the increase of 
flow stress is directional and most significant for orthogonal sequences. On the other hand, some 
authors [11, 12] observed a strong anisotropic flow behavior between the rolling and transverse 
direction of rolled aluminum alloys during uniaxial tests. Recently, other authors have studied the 
effect of plastic anisotropy on the mechanical behavior of a rolled aluminum alloy 7075 [13]. They 
stated that the crystallographic texture and grain morphology gave rise to a strong plastic anisotropy 
in the rolled aluminum plate; they observed that the effect of plastic anisotropy is less for notched 
than for smooth tensile tests. Recently, Saï et al. [14] have focused their work on modeling the 
cyclic behavior of aluminum alloys. They up-dated the multi-mechanism models to be applied to 
anisotropic materials such as 2017 aluminum alloy.  
The fatigue behavior of aluminum alloys under stress control tests has also been investigated for 
many years [3, 15, 16]. It has been shown that a microstructure strengthened by nonshearable and 
hard particles is usually preferable to resist more at fatigue crack initiation [17]. Similarly, 
Malekjani et al. [18] demonstrated the beneficial effect of precipitates at the core of the sample on 
the fatigue life during cyclic loading. Furthermore, according to [19, 20], fatigue evolution is not 
accompanied by any apparent modification of either the form or the aspect of the test specimen. 
Flaceliere et al. [21] studied the effect of shakedown phase on cyclic behavior of polycrystalline 
materials. They stated that the hardening saturation effect at the beginning of the fatigue lifetime 
and damage-induced softening at the end of fatigue lifetime describe all the cyclic behavior during 
loading. Despite all these studies, aluminum alloy anisotropy and its influence on the evolution of 
the cyclic behavior is not yet well investigated. Therefore, we devote the present paper to the 
following investigations performed on a 2017 aluminum alloy at room temperature: 
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 Study of the mechanical anisotropy in cyclic behavior through the stress-strain responses.  
 Investigation of the cyclic hardening using the concept of isotropic and kinematic hardenings 

and their dependence on the loading direction.  
 Correlation between the rate of isotropic hardening, elastic shakedown and fatigue lifetime. 

This article is composed of three parts. The first section is devoted to the description of our 
experimental procedure, while the second section presents the results obtained about the cyclic 
behavior and their discussions. In the last section, the results obtained concerning fatigue damage 
evolution will be discussed. 
 
1. Experimental procedure 
1.1 Material 
All the investigations carried out in this study were performed at room temperature using a 2017 
aluminum alloy. The chemical composition is given in Table 1. 
 

Table 1. Chemical composition of the material used (wt %) 
Cu Mg Mn Fe Si Zn Ni Cr Al 
3.9 – 4.0 1.1 – 1.2 0.7 – 0.8 0.5 – 0.6 0.6 – 0.7 < 0.21 < 0.16 < 0.10 Bal. 

 
It is well-known that the hardening of this alloy arises from Al2Cu and Al2CuMg precipitation, 
provided that particles are finely and densely distributed. However, these precipitations lead to 
heterogeneity phenomena of the material that can generate anisotropy in mechanical behavior. 
 
1.2. Specimens and experimental device 
All the specimens were machined from solid bars extruded in the axial direction and a tubular 
shaped sample with two massive heads is used; its gage length is 46 mm in the central part where an 
extensometer of 25 mm gage length is installed. In this zone, the outer and inner diameters are 20 
mm and 17 mm, respectively (Fig. 1), making it possible to have relatively thin tubes. 
To ensure the same microstructural state of the material all specimens were heat treated according 
to a T3 thermal cycle (Fig. 2). The tests were performed with a MTS axial-torsional servo-hydraulic 
machine, an extensometer was used to measure the axial and torsional displacements in the central 
area of the specimen. The gage length of the extensometer is 25 mm for the shearing tests and 12 
mm in tension/compression tests. 

Figure 1. Geometry of the specimen used in the study 
Figure 2. Sequences of the heat treatment 
applied to specimens 

 
A permanent cooling of the specimen is applied during tests in order to remain close to room 
temperature and minimize the effect of heating due to the dissipation process observed under cyclic 
loading in the plastic domain. 
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1.3. Tests performed 
Two types of stress-controlled tests were performed in this study. First, a cyclic 
tension-compression loading is applied with a zero mean stress (R = -1). In order to ensure a 
‘‘perfect” uniaxial stress state, all the tests were performed under bi-axial controlled conditions, 
where the torque is set at zero (Fig. 3a). The second type is a cyclic shear tests applied with zero 
axial stress on six identical specimens (Fig. 3b). The applied frequency for both tests is 0.5 Hz 
during the first 400 cycles and 1 Hz after. 
 

Figure 3. The two types of stress controlled tests performed in the study. (a) Cyclic 
tension-compression under zero shear stress; (b) Cyclic shearing stress under zero axial stress 
 
The list of the tests performed in this study is shown in Table 2 where:  

 σzz : is the maximum stress applied in tension – compression. 
 σθz : is the maximum stress applied in shearing. 
 σeq

 : is the equivalent maximum shearing stress using Von Mises criterion. 
Note that the equivalent shearing amplitudes were calculated using Von Mises criterion. 

 
Table 2. List of the tests performed in this study 

Tension-compression tests Shearing tests 

σzz (MPa) Reference Torque (N.m) σθz (MPa) σeq (MPa) Reference 

240 ax240 80 98 170 sh80 
260 ax260 90 110 190 sh90 
280 ax280 100 122 211 sh100 
300 ax300 110 136 235 sh110 
320 ax320 120 148 256 sh120 
340 ax340 130 160 277 sh130 
360 ax360     
 
2. Results of the cyclic behavior 
Before the analysis of the cyclic behavior, let us first see the evolution of lifetimes obtained under 
the axial and shear directions in Fig. 4.  
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Figure 4. Wohler curve of a 2017 aluminum alloy for the axial and the shear loadings. 
 
Note that each point of these curves represents the average result of at least two tests. Indeed, we 
have a more or less linear increase in the number of cycles to failure, when the applied maximum 
stress decreases. According to the two curves presented in Fig. 4, we can also remark anisotropy 
between the two directions in fatigue life. In fact, we notice a significant difference between 
lifetimes in axial and shear directions. Indeed, for the same equivalent stress amplitude, lifetime in 
the axial direction is higher compared to that in the shear direction. However, one can expect the 
opposite observation in case of strain control. 
 
2.1. Test results under axial loading 
To better represent the evolution of the stress-strain loops, we plot for each test and in the same 
graph the first and the stabilized loops. The first loop is taken when the maximum set-point stress is 
reached. The stabilized stress-strain loop is chosen at mid-life where the strain hardening does not 
evolve significantly. In Fig 5, we depict six graphs representing axial tests.  
 
2.2. Test results under shear loading 
In Fig. 6a, we depicted the equivalent stress versus the equivalent strain, where the maximum stress 
in Von Mises equivalence is 277 MPa. In this case, we have the plastic flow which remains high 
even in mid-life. However, in Fig. 5a, the maximum axial stress is 360 MPa, the plastic flow 
decreases gradually until it stops before mid-life and the behavior becomes almost elastic. This 
behavior suggests the anisotropy of the material between the axial and shear directions. 
Such anisotropy appears also in the yield stress given in Table 3 where the axial elastic limit is 207 
MPa while the equivalent shearing one is only 142 MPa. This behavior will be discussed in more 
details in the next section. 
 

Table 3 Mechanical properties of the 2017 aluminum alloy determined from monotonic loading 

Axial yield 
stress at 0.01% 

Axial yield 
stress at 0.2% 

Young’s 
modulus E 

Equivalent shear yield  
stress at 0.01% 

Coulomb’s 
modulus G 

207 MPa 284 MPa 72 GPa 142 MPa 23.5 GPa 
 
2.3. Discussion 
To study the cyclic behavior of 2017 aluminum alloy in plasticity, we have to investigate the 
evolution of the elastic domain in the stress space which is usually represented by a translation of its 
center (kinematic hardening) and the expansion (isotropic hardening) of its size. In the case of 
isotropic material, the yield surface expands generally in a homogeneous manner all over the 
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directions. However, this behavior remains debatable for the majority of aluminum alloys under a 
high stress loading. 
As it is not an easy task to identify the linear part of the stress–strain diagram and therefore the 
elastic domain, we have admitted a small equivalent plastic strain offset equal to 0.0001. The 
isotropic and kinematic hardening variables were evaluated in each cycle using the same 
formulation used in [22]. In Fig. 7, we show how the isotropic and kinematic cyclic hardening 
variables are estimated according to: 
 

| | 0

0
	And since 

0
0   Then, 

										
 

 
R and X represent a first approximation of the isotropic and kinematic hardening variables 
respectively; σmax is the maximum equivalent stress reached in the considered cycle while σy is the 
initial elastic limit deduced from the first cycle. σoff is the stress corresponding to 0.0001 of plastic 
strain offset obtained during the unloading (see Fig. 7a). In Fig. 7b, we depicted two experimental 
examples. The obtained results are given in Fig. 8 and Fig.9. 
According to the results obtained under axial loadings, we note that the increase of R is slightly 
high during the first cycles, where the maximum stress set-point is reached (Fig. 8a); this 
progression seems to be less important after the 40 first cycles, which depends strongly on the 
maximum stress of each test. However, the X variable decreases in all the tests (Fig. 8b), especially 
when the maximal applied stress is slightly high. 
 
The same work was done for shear loading; the obtained results are plotted in Fig. 9 which shows 
that shear loading leads to more kinematic hardening than the isotropic one when the maximum 
applied shear stress is relatively small. But when the shear stress is relatively high, we obtained a 
significant hardening for both isotropic and kinematic types. 
Comparing the two types of the tests, we deduce once again a relatively significant anisotropy in 
cyclic behavior. In fact, the isotropic hardening increases cyclically in the two directions of the tests 
but more significantly in the axial one. Furthermore, kinematic hardening decreases in both 
directions but more significantly in the axial one. 
 
The amount of anisotropy obtained in the two directions of loading can be attributed to the nature 
and the size of dispersed precipitates in the alloy. This anisotropy is even larger when the maximum 
stress is high, because of the increase in the resistance of the precipitates to the dislocation 
movements which become more and more dense. 
 
Furthermore, we can notice that the evolution of isotropic hardening may be correlated with the 
evolution of the shakedown limit. In order to understand this relationship, we have to investigate the 
behavior of our material in shakedown phenomenon where the mechanical behavior becomes purely 
elastic. The plastic strain is used to estimate the shakedown occurrence. We assume that: 

 where  and  are respectively the elastic and the plastic strains.  
With this assumption, we estimate the plastic deformation at any point of the stress-strain loops. 
Then, we assume that shakedown state is reached when the plastic strain of a given cycle is less 
than 0.0001. This is a reasonable assumption, since beyond this limit, it becomes very difficult to 
assess both isotropic and kinematic hardening (R and X). The procedures presented in Error! 
Reference source not found. illustrate the method used to determine the occurrence of the 
shakedown phenomenon from the stress-strain loops and from the 	versus number of cycle 
curves. However, when the maximum stress is too high, the behavior may be different. Indeed, the 
plastic strain reaches a periodic stabilized limit state; this phenomenon is referred as plastic 
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shakedown. 
 

Figure 5. Axial stress–strain loops (first and mid-life cycles) 
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Figure 6. Results of the shear tests: Equivalent shearing stress (√3σ ) versus equivalent shearing 
strain (2ε /√3) loops 
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Figure 7. Evaluation of isotropic and kinematic hardenings: (a) Method of determining σoff  and 
σmax (b) Experimental examples responses of the two test types performed in the present work 
 

Figure 8. Evolution of cyclic hardening in axial loadings: (a) evolution of the variable R (pseudo 
isotropic hardening); (b) evolution of the variable X (pseudo kinematic hardening) 
 

Figure 9. Evolution of cyclic hardening in shear loadings: (a) evolution of the variable R; (b) 
evolution of the variable X 
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Figure 10. Evaluation of shakedown limit: (a) from the stress-strain loops; (b) from the plastic strain 
evolution  
 
Following the previous method described in Fig. 10, we can easily evaluate the number of cycles 
corresponding to the elastic shakedown and the obtained results are given in Table 4. According to 
these findings and the results presented in Fig. 8 we deduce that a large increase of isotropic 
hardening leads to an early elastic shakedown despite the application of a high maximum stress. In 
other words, we can assert that a high isotropic hardening rate, found in the axial loadings, 
accelerates the shakedown limits. 
 

Table 4. Evaluation of the number of cycles before the shakedown state 

Test ax240 ax260 ax280 ax300 ax320 ax340 ax360 

Cycles  to  
Shakedown  

1st cycle 95th 77th 170th 320th 430th >1400th

 
Under shear loading, elastic shakedown was also observed in the majority of the performed tests 
except in that of sh130, where the steady state is a closed elastic-plastic loop, but with very small 
accumulation of plastic deformation until final fracture. The obtained results for the shear loadings 
are summarized in Table 5. 
 

Table 5. Evolution of the shakedown limit for the shearing tests 

Test sh80 sh90 sh100 sh110 sh120 sh130 

Shakedown 
limit (Cycle) 

180th cycle 390th 430th 800th 1600th 
Plastic 
shakedown 

 
According to these shakedown findings and the results presented in Fig. 9, we deduce the 
relationship between hardening and elastic shakedown in shear loading. Indeed, in these tests, the 
hardening rate (both isotropic and kinematic) is relatively low, leading to a very late shakedown. 
The results presented in Table 5, confirm once again the anisotropic behavior of our alloy. Therefore, 
we deduce that elastic shakedown is quickly reached under axial loading but later in the shear one. 
These results show that when the maximal stress is too high, the shakedown behavior is obtained 
after having a long time in plastic loading, which contributes largely to microstructural evolution of 
the specimen. Thus, the specimen breaks despite the elastic shakedown state is reached! 
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CONCLUDING REMARKS: 
In the present work, the anisotropic behavior of a 2017 aluminum alloy is investigated through a 
stress controlled cyclic loading where two types of tests were performed. In the first one, seven tests 
using cyclic axial loading were done and in the second we have carried out six tests applying cyclic 
shear loading. The study is focused on the cyclic behavior as well as on the fatigue life: stress-strain 
loops, isotropic and kinematic hardenings and cyclic steady state were discussed. 
The anisotropic behavior of our alloy is firstly deduced from the difference between the equivalent 
stress-strain loops obtained in the axial and shearing directions. The study of the cyclic behavior 
shows that isotropic hardening increases both in axial and shear directions, but more significantly in 
the axial one. On the other hand; isotropic hardening depends largely on the maximum amplitude of 
the loading for the two directions. Indeed, large stress amplitude generates a large amount of 
isotropic hardening which tends to grow during cyclic loading. The kinematic hardening decreases 
cyclically in both directions of loading, but more significantly in the axial tests where it tends to 
disappear very quickly. Furthermore, we can notice that the evolution of the isotropic hardening rate 
may be correlated with the evolution of the shakedown limit, where we can assert that a large 
isotropic hardening rate, found in the axial loadings, accelerates the shakedown limits. The same 
results obtained about shakedown limits allow us to conclude that the increase in maximum stress 
amplitude leads to a late elastic shakedown in the two directions of loading. Indeed, all the cycles 
done before elastic steady state, contribute largely to the nucleation of micro-voids causing 
microstructural evolution of the specimen and continue to grow despite the shakedown steady state. 
The anisotropy is also observed between the two directions in fatigue life as for the same equivalent 
stress amplitude, lifetime in the axial direction is higher compared to that in the shear direction. 
However, one can expect the opposite observation in case of strain control. 
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Abstract  An experimental study was carried out to investigate the cyclic deformation characteristic and 
ratchetting behaviour of a hypereutectoid high strength rail steel subjected to uniaxial and non-proportionally 
compression-torsion cyclic loadings. The cyclic deformation characteristic of the material was investigated 
under uniaxial symmetrical strain cycling. The uniaxial ratchetting was studied under asymmetrical stress 
cycling with different mean stresses and stress amplitudes and the multiaxial ratchetting was investigated 
under stress cycling with different axial stresses, equivalent stress amplitudes and non-proportional loading 
paths. It is shown that the responding stress amplitude decreases with cyclic number, i.e., the steel exhibits 
cyclic softening under uniaxial symmetrical strain cycling. The uniaxial ratchetting strain increases with 
mean stress and stress amplitude, but behaves differently under tension and under compression. The 
multiaxial ratchetting behaviour strongly depends not only on the axial stress and equivalent shear stress 
amplitudes but also on the non-proportional loading path. Additionally, the material reaches cyclic 
stabilization after a certain number of loading cycles under both uniaxial and multiaxial stress cyclings. 
These results can be applied to develop a reliable multiaxial cyclic plasticity model for investigating the 
degradation behaviour of the high strength rail steel under cumulative wheel-rail contact. 
 
Keywords  Ratchetting, high strength rail steel, non-proportionally multiaxial loading, cyclic loading. 
 
 

1. Introduction 
 
In the wheel/rail rolling contact process, the rail is subjected to a cyclic loading and the mechanical 
responses are more complicated than that exhibited under monotonic loading. The rail degradation 
modes, wear and rolling contact fatigue, are the result of the accumulation of plastic deformation, so 
called ratchetting, under severe wheel and rail contact cyclic loading. Generally, the response of an 
elastic-plastic material subjected to cyclic loading can be categorized into four different levels [1]. 
If the external load is high and above the plastic shakedown limit or ratchetting threshold, e.g., the 
contact load in a heavy haul line, new plastic deformation will occur and accumulate, i.e., 
ratchetting, under each cycle of loading. When the ratchetting strain reaches the ductility of the 
material, the material will failure at the local point [2], which corresponds to the initiation of wear 
and rolling contact fatigue, e.g., in the form of head checks in the rail head. Therefore, an 
investigation on plastic ratchetting in the rail head under cyclic loading is of paramount importance 
in the development of new rail steel and development of rail maintenance strategy in order to 
mitigate rail degradation.  
 
To quantify the plastic ratchetting in the rail head accurately, a combined isotropic-kinematic 
hardening model, which reasonably describes the ratchetting behaviour, has to be applied to 
simulate the rolling contact between the wheel and the rail. Such models included that developed by 
Armstrong and Frederick [3] and the one modified by Chaboche [4, 5]. The application of these 
hardening models requires the calibration of some material properties, including basic mechanical 
parameters and nonlinear coefficients for nonlinear isotropic and kinematic hardening rules, from 
monotonic and cyclic tests.  Examples of calibrating such parameters for ratchetting studies can be 
found in recent studies by Fedele et al. [6] and Broggiato et al. [7]. To correlate and calibrate the 



    13th International Conference on Fracture 
    June 16–21, 2013, Beijing, China 

 
material data for the ratchetting models, both uniaxial and multiaxial cyclic loading tests should be 
carried out. These testing methods have been widely applied to investigate the uniaxial and 
multiaxial ratchetting behaviour of materials, such as stainless steels and ordinary carbon steels, see 
[8-15]. It was found that different materials exhibit different ratchetting behaviours. Some 
experimental results of ratchetting behaviour of rail steels under uniaxial and multiaxial strain/stress 
cycling have also been reported in [16-21]. Four rail steels used in their studies exhibit different 
features from each other. Therefore, to accurately model the cyclic stress-strain behaviour of a 
specific material, it is essential to carry out carefully designed uniaxial and multiaxial cyclic loading 
tests in order to reveal its cyclic deformation characteristics. 
 
In the case of wheel/rail contact, the cyclic compression-torsion test is one of the most appropriate 
methods to simulate the loading experienced by rail steel in the rail head due to rolling contact 
between the wheel and the rail. The objective of present study is to experimentally investigate the 
ratchetting behaviour of a high strength rail steel, which is currently used in heavy haul railways in 
Australia, under uniaxial and biaxial compression-torsion cyclic loadings at room temperature. 
 

2. Experimental Setup 
 
The material studied herein is a hypereutectoid rail steel with carbon content of 0.85%, which is 
currently used in heavy haul railways in Australia. Uniaxial cyclic tests were performed on the 
round solid specimens with test section diameter of 5 mm and length of 30mm, see Fig. 1a. Biaxial 
compression-torsion tests were performed on thin-walled tubular specimens with outside diameter 
of 16 mm, inside diameter of 13 mm, and length of 30mm in the test section, see Fig. 1b. All 
specimens were machined from the rail head of a new flat bottom rail which has the mass of 68 
kilogram per metre. The hole in the tubular specimen was made by deep hole drilling operation.  

 
(a) 

 
(b) 

Figure 1. Drawing of (a) round solid specimen for uniaxial cycling tests; (b) thin-walled tubular specimen for 
biaxial compression-torsion stress cycling tests.   

 
All tests were conducted at room temperature by employing a servo-valve controlled elector-
hydraulic testing machine MTS809-250kN, which has the capacity to control axial force and torque 
independently. The testing process was controlled and the data were collected by a Teststar II 
control system. A tension-torsion extensometer with 25 mm gauge length and limit of axial strain of 
±10% and shear angle of ±5o was employed to measure the axial elongation and torsional angle. 
Loading rates of strain cycling and stress cyclic were 0.2% s-1 and 200MPa s-1, respectively. The 
total number of loading cycles in each case was 100. 
 
The specimen was first tested under monotonic tensile test in order to obtain some basic mechanical 
parameters, such as, yield strength and ultimate tensile strength. Following the monotonic tensile 
test, the deformation behaviour of the specimen under symmetrical strain cycling was observed 
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from the relationship between the stress amplitude and the number of loading cycle. The maximum 
and minimum of axial stress σmax and σmin in each cycle was obtained from the collected 
experimental data and so the stress amplitude σa can be determined as,  

  ( )minmax2

1 σ−σ=σ a   (1) 

  
After that, the ratchetting behaviour of the specimen under uniaxial and biaxial compression-torsion 
stress cycling with different mean stresses and stress amplitudes was studied. Under asymmetrical 
stress cycling, the maximum and minimum of axial strain εmax and εmin and the maximum and 
minimum of shear strain γmax and γmin in each cycle were obtained from the collected experimental 
data. Due to the unclosed hysteresis loop produced under asymmetric stress cycling, the axial 
ratchetting strain εr and torsional ratchetting strain γr are defined as: 

  ( )minmax2

1 ε+ε=ε r  (2) 

  ( )minmax2

1 γ+γ=γ r  (3) 

 
Ratchetting strain rates are then defined as dεr/dN and dγr/dN, i.e., the increment of ratchetting 
strains εr and γr per cycle. The ratchetting behaviour of the specimen under different loadings can be 
illustrated by the curve of ratchetting strain versus number of cycles. To investigate the influence of 
multiaxial loading path on the ratchetting behaviour of the material, five loading paths shown in Fig. 

2 were adopted, where σ and τ3  represent the axial stress and the equivalent shear stress, 
respectively. In compression-torsion loading paths, the von Mises equivalent stress and strain can 
be determined as,  

  22 3τ+σ=σeq  (4) 

  
3

2
2 γ+ε=ε eq  (5) 

 
where τ and γ represent the shear stress and shear strain and ε is the axial strain. Therefore, the 

equivalent shear stress and the equivalent shear strain under pure torsion can be defined as τ3  and 
3γ , respectively.  

    
 (a) Linear A (b) Oblique (c) Rectangular  

   
 (d) Butterfly (e) Elliptical  
 

Figure 2. Loading paths for compression-torsion stress cycling. 
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3. Results 
 
The tensile stress-strain curve for round solid specimen is shown in Fig. 3. The experimental results 
of elastic modulus E, nominal yield strength σ0.2, ultimate tensile strength σb and elongation δ are 
212 GPa, 910 MPa, 1384 MPa and about 12%, respectively.  
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 Figure 3. Monotonic tensile stress-strain curve of  Figure 4. Comparison of mechanical responses 
  round solid specimen.   from round solid and tubular specimens 
     under monotonic tensile test. 
 
To understand the effect of the specimen design on the measured mechanical properties, a 
monotonic tensile test was also performed on the tubular specimen. The stress-strain curves from 
the round solid and the tubular specimens are shown in Fig. 4. The comparison clearly shows that 
the measured curve of the tubular specimen agrees well with that of the solid specimen in the plastic 
region and both of them give the same nominal yield strength σ0.2 of 910 MPa. The discrepancy in 
the elastic region is negligibly small. Based on the monotonic tensile stress-strain curves of the 
material, the peak stress applied in the uniaxial stress cycling and the multiaxial stress cycling was 
selected in the range of 910 MPa to 1100 MPa as illustrated by the dotted horizontal line in Fig. 4. 
 
3.1 Uniaxial strain cycling 
 
The specimen was tested under symmetrical strain cycling at room temperature with the strain 
amplitude of 0.8%. The cyclic hysteresis loop under uniaxial symmetrical strain cycling is shown in 
Fig. 5. The results clearly show that the size of the hysteresis loop decreases with the increase of 
number of cycles. To clearly identify the deformation behaviour of the material under uniaxial 
strain cycling, the curve of stress amplitude σa versus number of cycles N is shown in Fig. 6. It 
clearly illustrates that the material features cyclic softening remarkably over the first 10 cycles. The 
decreased rate of stress amplitude in the beginning stage is the largest and reaches a stable value 
after a certain number of cycles. Similar deformation behaviour was also found in ordinary carbon 
rail steel and heat-treated rail steel [19]. However, the cyclic softening of the hypereutectoid rail 
steel in current study is more remarkable.  
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 Figure 5. Cyclic hysteresis loops under uniaxial  Figure 6. Diagram of stress amplitude σa versus 
  symmetrical strain cycling with strain  number of loading cycle N under uniaxial 
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3.2 Uniaxial stress cycling 
 
To observe the ratchetting behaviour of hypereutectoid rail steel under uniaxial asymmetrical stress 
cycling at room temperature, the material was tested with different mean stresses and stress 
amplitudes. Fig. 7a demonstrates the cyclic hysteresis loops of the specimen under an asymmetrical 
stress cycling with load condition of 200 ± 800 MPa. The results clearly show that ratchetting 
occurs under the asymmetrical stress cycling. The hysteresis loop becomes smaller and smaller at 
the beginning of cycling. After certain cycles, it almost keeps unchanged in the remaining cycles. 
Similar ratchetting behaviour can be found in the asymmetrical stress cycling with load condition of 
200 ± 900 MPa and 100 ± 900 MPa as shown in Fig. 7b and 7c, respectively.  
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Figure 7. Cyclic hysteresis loops under asymmetrical stress cycling with load condition of (a) 200 ± 800 
MPa; (b) 200 ± 900 MPa; (c) 100 ± 900 MPa. 
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To clearly illustrate the influence of stress amplitude on the ratchetting behaviour of the material, 
the axial ratchetting strain, which is determined by following Eq. (2), and the ratchetting strain rate 
versus number of cycles with different stress amplitudes are shown in Figs. 8a and 8b, respectively. 
The results clearly demonstrate that both ratchetting strain and ratchetting strain rate increase with 
stress amplitude. Furthermore, the axial ratchetting strain increases but the ratchetting strain rate 
decreases continuously with the increasing number of loading cycles. After about 10 cycles for σa = 
800 MPa and about 15 cycles for σa = 900 MPa, the ratchetting strain rate becomes very small and 
almost remains constant over the remaining cycles.  
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Figure 8. (a) Axial ratchetting strain εr; (b) Axial ratchetting strain rate dεr/dN, versus number of cycles N 
with different stress amplitude σa while the mean stress σm is kept constant in all cases. 
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Figure 9. (a) Axial ratchetting strain εr; (b) Axial ratchetting strain rate dεr/dN, versus number of cycles N 
with different mean stress σm while the stress amplitude σa is kept constant in all cases. 

 
Figs. 9a and 9b show the ratchetting strain εr and the ratchetting strain rate dεr/dN versus number of 
cycles N with different mean stresses. The results show that both ratchetting strain and ratchetting 
strain rate increase with the mean stress. After certain cycles, the ratchetting strain rate dεr/dN 
becomes very small and remains constant over the remaining cycles. It is also found that the 
material requires more cycle to stabilize when the mean stress is higher. Additionally, the results 
indicate that negative mean stress does not provide a perfectly symmetrical result as the positive 
mean stress does. This means that the material has a slight difference in ratchetting behaviour under 
tension and under compression. Furthermore, both Figs 8b and 9b show that the axial ratchetting 
strain rate decreases with increasing number of loading cycles and becomes almost constant in the 
remaining cycles, which indicates that the ratchetting of the material is dominated by kinematic 
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hardening and so a cyclic stabilization is reached after certain number of cycles under uniaxial 
stress cycling.   
 
3.3 Compression-torsion stress cycling 
 
Under the loading paths shown in Figs 3a to 3e, the material was tested under compressive-torsional 
stress cycling with different mean stresses and stress amplitudes. The relation between ratchetting 
behaviour and non-proportionally multiaxial loading path is also discussed. Experimental results of 
two of the loading cases are shown in Fig 10a and 10b. The case shown in Fig. 11a is under 
symmetrical torsional stress cycling and the results clearly show that the axial ratchetting is the 
dominant while the torsional ratchetting is relatively small and can be neglected. The same 
evolution tendency of ratchetting strain can be found in the stress cycling under elliptical path as 
illustrated in Fig 11b, and the other three paths. Comparing Fig. 10a and 10b, it is found that the 
absolute value of ratcheting strain at 100 cycles for elliptical path is smaller than that for linear path 
(1.5% to 3.0%).  
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Figure 10. Experimental results of equivalent shear strain 3γ versus axial strain, ε under (a) linear path; 
and (b) elliptical path with the same loading condition of σeq = 1019.8 MPa. 

 
Figs. 11a and 11b demonstrate the influence of axial stresses on the ratchetting behaviour under 

linear path while the equivalent shear stress τ3  is kept constant as 0 ± 1000 MPa for all cases. 
The results show that ratchetting takes place when axial stress σ is high enough. Both axial 
ratchetting strain εr and axial ratchetting strain rate dεr/dN increases with axial stress σ. Additionally, 
the ratchetting behaviour of the material depends on the equivalent shear stress amplitude under 
linear path, as shown in Figs. 12a and 12b. For all the cases, the axial stress σ and the mean 

equivalent shear stress ( )mτ3  are kept constant as -200 MPa and 0 MPa, respectively. The results 

indicate that both axial ratchetting strain εr and axial ratchetting strain rate dεr/dN increases with the 

equivalent shear stress amplitude ( )aτ3 .  
 
The ratchetting behaviour of the specimen is significantly influenced not only by the axial stress 
and the equivalent shear stress amplitude but also by the non-proportional loading path as illustrated 
in Figs. 13a and 13b. For all cases, the applied equivalent stress σeq is kept constant as 1019.8 MPa. 
The results show that the non-proportional loading path influences not only the axial ratchetting 
strain εr but also the axial ratchetting strain rate dεr/dN. Among all the five loading paths, the 
elliptical path gives the lowest ratchetting strain and rate. When N is less than 65, the linear path 
gives the highest ratchetting strain. When N is larger than 65, the highest ratchetting strain is 
contributed by the rectangular path.  
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Figure 11. (a) Axial ratchetting strain εr; (b) Axial ratchetting strain rate dεr/dN, versus number of cycles N 
under linear path with different axial stress σ while the equivalent shear stress τ3  is kept constant.  
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Figure 12. (a) Axial ratchetting strain εr; (b) Axial ratchetting strain rate dεr/dN, versus number of cycles N 
under linear path with different equivalent shear stress amplitude ( )aτ3  while the axial stress is kept constant. 
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Figure 13. (a) Axial ratchetting strain εr; (b) Axial ratchetting strain rate dεr/dN, versus number of cycles N 
with different non-proportional loading paths while the applied equivalent stress σeq is kept constant.  

 
It is worth noting that Figs 11, 12 and 13 demonstrate that the axial ratchetting strain increases but 
its rate decreases continuously with increasing number of cycles. After a certain number of cycles, 
the axial ratchetting strain rate becomes very small and almost remains constant in the remaining 
cycles. Therefore, it can be concluded that the ratchetting of the material under multiaxial stress 
cycling is dominated by kinematic hardening and so a cyclic stabilization is reached after certain 
number of cycles, i.e. about 45 cycles when σ = -200 MPa in Fig 12b. It is also found that the 
increase of axial stress and equivalent shear stress lead to increase the required cyclic number to 



    13th International Conference on Fracture 
    June 16–21, 2013, Beijing, China 

 
reach cyclic stabilization of the material. Moreover, it is indicated from Fig 13a that the 
nonproportional additional hardening will restrain the ratchetting strain even under compression-
torsion loading, which is consistent with [14] under tension-torsion loading. The elliptical path is 
more relevant to actual wheel/rail contact situations as the contact patch was often found to be 
elliptical in shape which implies that the relative weak ratchetting behaviour will occur in real 
wheel/rail rolling contact process. These features and their effects on ratchetting should be taken 
into account in cyclic constitutive model development in the future. 
 

4. Conclusion 
 
A hypereutectoid grade high strength rail steel, which is currently used in heavy haul operation in 
Australia, has been tested under uniaxial and compression-torsion cyclic loadings. The elastic 
modulus, nominal yield strength and ultimate tensile strength of the material are found as 212 GPa, 
910 MPa and 1384 MPa, respectively. Under symmetrical strain cycling, the material exhibits 
cyclic softening at the start and then stabilizes quickly. Although this material’s behaviour is similar 
to those found in the literature, the cyclic softening of the hypereutectoid rail steel is more 
remarkable.  
 
Under uniaxial stress cycling, ratchetting behaviour strongly depends on mean stress and stress 
amplitude. Both ratchetting strain and ratchetting rate increase with mean stress and stress 
amplitude. The material stabilizes after certain number of loading cycles and the required number of 
cycles to reach cyclic stabilization also depends on mean stress and stress amplitude. It is found that 
the ratchetting of the material behaves slightly different under tension and compression. 
 
Under multiaxial stress cycling, ratchetting is significantly influenced by axial stress, equivalent 
shear stress amplitude and non-proportional loading path. Both ratchetting and ratchetting strain 
rate increases with axial stress and equivalent shear stress amplitude. It is also found that kinematic 
hardening is dominant in the ratchetting of the material. It reaches cyclic stabilization after certain 
number of loading cycles and the required cyclic number is also influenced by the axial stress and 
equivalent shear stress amplitude. Among all the five studied loading paths, the elliptical loading 
path is more relevant to actual wheel/rail contact situations and it gives the lowest ratchetting strain 
and ratchetting strain rate. 
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Abstract A popular cyclic plasticity model at small deformations is extended to finite deformations for 

describing the Bauschinger effect and ratchetting behaviour by considering the combined isotropic and 

kinematic hardening rules. The model is based on the multiplicative decomposition of deformation gradient 

into elastic and inelastic parts. Following, a further multiplicative decomposition of inelastic part of 

deformation gradient into energetic and dissipative parts is adopted to extend the popular Ohno-Karim 

nonlinear kinematic hardening rule. Finally, numerical examples are carried out to validate the proposed 

model under strain controlled and stress controlled cyclic loadings.  

   

Keywords Finite deformation, cyclic plasticity, ratchetting; kinematic hardening, Bauschinger effect 

 

1. Introduction 
 
In engineering applications, engineering components are usually subjected to complex cyclic 
loading. For instance, metal forming, mechanical cutting, wheel/rail contact in high speed railway 
and aero fasteners connection, etc. Cyclic plasticity models for describing Bauschinger effect and 
ratchetting behaviour of metals associated with cyclic loading have been one of the most popular 
research topic for solid mechanics in recent years. At small deformation regime, cyclic constitutive 
model research has reaped great achievements under the effort of numerous scholars [1-9]. The 
most popular model, which can describe Bauschinger effect and ratchetting behaviour, is 
Armstrong-Frederick kinematic model (shorted as A-F model) [1]. Even though the prediction of 
ratchetting behaviour by A-F model is too high relative to the actual situation, it is still widely 
applied in engineering analysis due to its solid physical background and concise theory system. And 
after then, there have been a lot of attempts to modify A-F model to improve predicting in 
ratcheting [2-9]. Ohno-Karim model, owing to the convenience of material parameters 
determination and the reasonable prediction in ratchetting, was widely adopted to simulate cyclic 
plastic behaviour of metal materials at present. The models were mostly constructed in the frame of 
small deformation. 
 
It is must be noted that the deformation of structural components is finite and associated with finite 
rotation in practical modelling situations.. Cyclic constitutive models established at small 
deformation regime are no longer suitable for these circumstances due to without considering 
rotation effect. Recently, some constitutive models were extended from small deformation to finite 
deformation [10-24]. Among these models, two main strategies are followed. One class is 
hypo-elasticity theory which is developed by introducing a stress-like internal variable to model 
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kinematic hardening with the assumption that the stretching tensor is additively decomposed into 
the elastic part and plastic part. This theory requires adopting appropriate objective stress rate to 
establish the frame-indifference evolution equations. Alternatively, the other one is hyper-elasticity 
theory, in which the inelastic part is based on the standard Kröner multiplicative decomposition [25] 
and can be further multiplicatively decomposed into energetic and dissipative parts [15]. In 
hyper-elasticity theory, a strain-like internal variable is introduced to model kinematic hardening. 
The requirement of this strategy is to establish all evolution equations in the same configuration. 
For the first strategy, it has been shown that the rate form model for elastic response is integrable 
[18, 26] only in form of the logarithmic rate. Therefore, some unreasonable responses in elastic 
behaviour, such as shear oscillatory phenomenon and the nonzero work in a hysteretic loop, may 
appear. To avoid the nonzero work in elastic response, a continuum mechanical extension of A-F 
type kinematic hardening rule can be achieved naturally motivated by a typical rheological model 
description. However, as so far only A-F model is extended in both of the two strategies.  
 
In the present work, the Ohno-Karim model is firstly extended from small deformations to finite 
deformations based on the hyper-elasticity theory. Some numerical examples were provided to 
display the prediction in Bauschinger effect and ratchetting behaviour under strain controlled and 
stress controlled cyclic loadings, respectively. 

 

2. Continuum extension of Ohno-Karim model at finite deformations 
 
2.1. Kinematic 
 
In order to model the inelastic response of materials, the deformation gradient F may be classically 
multiplicatively decomposed as  

peFFF                                 (1) 
where, pF represents the local inelastic distortion of material due to “plastic mechanism”, and this 

local deformation carries the material from reference space ( ~ ) to structure space ( ̂ ); 
eF represents the subsequent stretching and rotation, and it maps material element from structure 

space ( ̂ ) to current space ( ) (see Fig. 1) [25]. 
 
Following, pF can be further multiplicatively decomposed into energetic part peF and dissipative 
part piF [15]. 

pipep FFF                               (2) 
where, piF maps material element from reference space into intermediate configuration of kinematic 
hardening(


); and peF maps material element from intermediate configuration(


) into structure 

space( ) (see Fig. 4) [15, 24]. 
Three right Cauchy-Green tensors are given by 

FFC T ,  
1

 pTpeTee CFFFFC ,  
1

 pipTpipeTpepe FCFFFC   (3) 
with 

pTpp FFC                              (4) 
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Figure 1. Elastic-inelastic decomposition of the kinematics deformation 

 

2.2. Helmholtz free energy 
 
Similar to the small deformation regime and based on the requirement of material objectivity, the 
Helmholtz free energy is additively decomposed into three parts 

     pisopekinee   CC                    (5) 

where e represents the standard energy associated with intermolecular interactions; kin is a 

defect-energy associated with plastic deformation; and  piso  represents the additional amount of 
stored energy related to isotropic hardening, where p is accumulated plastic strain. 
 
2.3. Clausius-Duhem inequality 
 
Inspired by the existing work [21, 23], we derive the constitutive equations of Ohno-Karim model 
in a continuum method in this paper. The derivation is based on the requirement of the 
Clausius-Duhem inequality. 
 
For isothermal process, the reduced Clausius-Duhem inequality is 

0
2

1
: CS                              (6) 

whereS is the second Piola-Kirchhoff stress tensor;  : represents the inner product of tensors. 
 
For Ohno-Karim kinematic hardening rule, the kinematic free energy term is given by 

  1 N
N

i

pe
i

kin
i

kin C                      (7) 

with 
pe

i

Tpe
i

pe
i FFC                              (8) 

and 
1

 pi
i

ppe
i FFF                             (9) 

Eq. (9) indicates that the form of multiplicative decomposition for pF is not exclusive. 
 
Combing Eq. (7) and Eq. (5), yields  

     piso
N

i

pe
i

kin
i

ee    CC                      (10) 
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Substituting Eq. (10) into Eq. (6), the Clausius-Duhem inequality can be rewritten as 

0::
2

1
: 
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C
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According Eq. (3),   
111 

 pTppTppTpe FCFFCFCFFC                 (12) 
Furthermore, by adopting the two identities, gives 

111 
 pppp FFFF  ,  

TppTpTp 
 FFFF               (13) 

Combing Eq. (12) and Eq. (13), eC is derived as  
pepTpeTpe LCFCFCLC 

 1                   (14) 

where 
1

 ppp FFL  is the plastic velocity gradient. 
 
In the same process,  

pi
i

pe
i

pi
i

pTpi
i

pe
i

Tpi
i

pe
i LCFCFCLC 

 1                (15) 

where 
1

 pi
i

pi
i

pi
i FFL  is the so called “inelastic” plastic velocity gradient. 

 
Considering the symmetric property of tensor functions e and kin

i [23] 
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where pD and pi
iD are symmetric part of pL and pi

iL , respectively. 

Moreover 
1

2

1 
 pTpp FCFD  ,  

1
 pi

i
pTpi

i
pi
i FCFD                   (17) 

By Eqs. (14)- (17), the Clausius-Duhem inequality (11) yields the final form 
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According to the Coleman-Noll procedure, the second Piola-Kirchhoff stress tensor can be defined 
as 

Tp
e

e
p 




 F
C

FS
1

2                          (19) 

Furthermore, the so-called Mandel stress M , kinematic Mandel stress kinM , back stress χ and 
isotropic deformation resistance R are defined as follows: 

e

e
e

C
CM







2                             (20) 

and 


N

i

kin
i

kin MM                             (21) 

with 
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and 
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iχχ                              (23) 
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and 

p
R

iso







                              (25) 

In general, R can be written in the Voce’s exponential form 
 )exp(1 bpQR                              (26) 

where Q and b are nonnegative material parameters. 
Finally, the Clausius-Duhem inequality reduces to the form 

  0::   pR
N

i

pi
i

kin
i

p DMDχM                   (27) 

The evolution equations of Ohno-Karim model can be given by 

χM
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3

2
p                                (28c) 

with the yield function 

 RF y
D

y  
3

2
χM                         (29) 

where the superscript D denotes the deviator of a tensor, i.e.  1AAA trD

3

1
 . 

and the plastic multiplier is determined by the Kuhn-Tucker conditions  
0 ,  0yF ,   00  yy FifF                     (30) 

In Eq. (28b), ib and ic are nonnegative kinematic parameters; H and are Heaviside function and 

Macauley operator, respectively; if represents the critical surface for i-th back stress which is 

defined by 
2

2
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And forther more 
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χ
K                                (32) 

By the foregoing equations 
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   (33) 

Based on the foregoing statement, Eq. (33) is nonnegative can be obtained directly. Thus, the 
Clausius-Duhem inequality is satisfied. 
 
However, it should be noted that the constitutive equations (19), (28) and (29) are not defined in the 
same configuration. The second Piola-Kirchhoff stress (Eq. (19)) is defined in the reference 
configuration; Eqs. (28a) and (28b) act in the structure configuration and the intermediate 
configuration of kinematic hardening, respectively; Eqs. (28c) and (29) are scalar equations [23]. In 
order to satisfy the basic requirement of constitutive model, the evolution equations (28a) and (28b) 
are transformed to the reference configuration, in the following. Obviously, the yield function is 
also rewritten in term of quantities defined in the reference configuration.  
 
2.4. Representation in the reference configuration 
 
It has been proved that the second Piola-Kirchhoff stress tensor is only the function of C and pC  
[23], namely 

 pCCSS ,
~

                            (34) 

A new back stress tensor iΧ defined as a pullback of iχ by p
iF , i.e. 
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also is the function of pC and pi
iC only [23], namely 

 pi
i

p
ii CCΧΧ ,

~                          (36) 

It means that the back stress tensor iΧ is defined in the reference configuration. Then, the total back 

stress is 


N

i
iΧΧ                            (37) 

Further, according to Eq. (17), it can be obtained that 
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 Thus, the evolution of pC and pi
iC  have the form 

DD

pD
p

D

D
Tpp

YY

CY
F

χM

χM
FC

:
22   




                   (39a) 

 

  pi
i

kin
iii

p

i

i
iii

pi
iii

pkin
i

i

i
i

kin
iii

Tpi
i

pi
i

u
c

b
fHbu

u
c

b
fHbu

CYKD

FKDMMFC





























:2

:2

           (39b) 

with 
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~             (40) 

and 
2
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i

i
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c
f χ ,  

i

i
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χ
K                      (41) 

Clearly, all constitutive equations are represented in terms of the symmetric tensorC , pC  and pi
iC  

and the plastic multiplier . And the yield function is 

 RF y
DD

y  
3

2
: YY                        (42) 

Kuhn-Tucker conditions are as following 
                         0 ,  0yF ,   00  yy FifF                      (43) 

For numerical examples to be discussed in the follow section, the specific form of the second 
Piola-Kirchhoff stress and back stress can be given by the well-known neo-Hookean form [23], i.e. 

      eeeee tr CCCC detln21det
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                 (44b) 
where and are the Lamé constants, and ic is the kinematic hardening parameter. 

Thus, the corresponding constitutive relations for S and iΧ are derived 

     1111
1detdet
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 CCCCCS pp            (45a) 
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c
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It should be noted that Ohno-Kairm model reduces to A-F model when 1iu , and reduces to 

Ohno-Wang model when 0iu  in Eq. (39b), respectively. 

 

3. Numerical examples 
 
The prediction ability and stability of A-F model at finite deformations had been investigated 
[21-23]. In this section, some numerical examples were carried out under strain controlled and 
stress controlled cyclic loadings, respectively.  
The material parameters adopted is shown as table 1(parameters of Q and b are set to be zero as 
without considering isotropic hardening). 
 

Table 1. Material parameters used in the proposed model 

N=11, E=202GPa, v=0.33, σy=240MPa, Q=200, b=2.5, ui=0.2; 
(1)=4000,　(2)=1052.6,　(3)=396.8,　(4)=200.4,　(5)=93.5,　(6)=50.1,　(7)=32.7,　(8)=22.9,
(9)=16.8,　(10)=12.6,　(11)=1.0; 
r(1)=1.29, r(2)=4.83, r(3)=6.39, r(4)=5.42, r(5)=25.3, r(6)=30.8, r(7)=67.7, r(8)=66.7, r(9)=65.6, 
r(10)=111.4, r(11)=5.0 (MPa). 

 

It should be noted here 
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iii rc 
3

2
 ， iib                            (46) 

The strain and stress at finite deformation modeling is logarithmic strain (true strain) and Cauchy 
stress, i.e. 

Vε ln ,  TFSF
F

σ
det

1
                       (47) 

with 
TFFV                                 (48) 

 

3.1. Cyclic straining  
 
3.1.1. Uniaxial tension-compression 
 
In the section, Capacity of the proposed model describing Bauschinger effect is investigated. For 
finite deformation modeling, it can be controlled by 

e

e

00
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001 
F ,  03322  SS                       (49) 

where   is the applied load, and the unknown e can be determined through Eq. (49).  
 
The stress-strain curves (1 cycle, with 03935.006487.00:  ) are shown as follows: 
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  (a)                                    (b) 
Figure 2. Uniaxial tension-compression under cyclic straining: (a) without isotropic hardening, (b) with 

isotropic hardening. 
 

Figure 2 shows the stress-strain curves in one loading cycle under strain controlled. It is found that 
Bauschinger effect in loading-unloading cycle is reasonably reproduced even though in a relative 
large strain regime (maximum strain is up to 64.87%). Comparing figure 2(a) and 2(b), it is shown 
that if isotropic hardening is considered, the strain hardening process can be well simulated.  
 
3.1.2. Simple shear 
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When shear deformation is very large, shear oscillatory phenomenon will appear if the unreasonable 
finite deformation frame is adopted. It is very important to validate the prediction in shear 
deformation case for a developed model at finite deformations.   
 
For simple shear case, deformation gradient can be expressed as 

e

F

00

010

01 
 ,  033 S                          (50) 

where   is the load, and the unknown e can be determined through Eq. (50).  
 
The stress-strain curves (1 cycle, with 05.005.00:  ) are shown as follows: 
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  (a)                                   (b) 
Figure 3. Simple shear under cyclic straining: (a) without isotropic hardening, (b) with isotropic hardening. 

 
It is shown from Figure 3 that no shear oscillatory phenomenon appears in simple shear case in a 
relative large strain regime, including with and without consider isotropic hardening cases. 

 

3.2. Cyclic stressing  
 
The prediction ability of ratchetting behaviour is investigated in this section. The loading cases 

are  350150  MPa and  200100  MPa for uniaxial tension-compression and simple shear cases, 

respectively. The stress-strain curves (10 cycles) are shown as follows: 
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  (a)                                   (b) 
Figure 4. Uniaxial tension-compression under cyclic stressing: (a) without isotropic hardening, (b) with 

isotropic hardening. 
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  (a)                                   (b) 
Figure 5. Simple shear under cyclic stressing : (a) without isotropic hardening, (b) with isotropic hardening. 

 
It is shown from Figure 4 that the presented model can reproduce ratchetting behaviour, regardless 
of uniaxial tension-compression or simple shear case. Moreover, the ratchetting strain exhibits a 
constant evolution rate without isotropic hardening; however, the evolution rate of ratchetting strain 
decreases as isotropic hardening is considered, which is a good agreement with constitutive models 
at small deformation [7]. 
 

4. Conclusions 
 
Cyclic models at finite deformations were derived based on hyper-elastic theory. The deformation 
gradient is first additional multiplicatively decomposed into elastic and inelastic parts; inelastic part 
of deformation gradient is further decomposed into energetic and dissipative parts. Based on the 
frame of finite deformation, the cyclic constitutive model, combining isotropic hardening and 
Ohno-Karim nonlinear kinematic hardening rules, was proposed to describe Bauschinger effect and 
ratchetting behaviour. The proposed constitutive equations had been proven to satisfy 
Clausius-Duhem inequality. Tension-compression and simple shear simulations under cyclic 
stressing and straining were performed to validate the proposed model. 
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Abstract  The time dependent ratcheting behavior and fatigue failure, as well as their interaction were 
investigated by uniaxial cyclic stressing tests for tempered 42CrMo steel at room temperature. The effects of 
stress rates and peak stress hold on the ratcheting strain and final failure life were discussed. Then based on 
the experimental observations, a damage-coupled constitutive model was developed to simulate the 
whole-life ratcheting by employing a static recovery term in the nonlinear kinematic hardening rule. 
Comparing with the corresponding experimental results, it is shown that the developed model can describe 
the whole-life ratcheting behavior of the tempered 42CrMo steel reasonably. 
 
Keywords  Ratcheting, Low-cycle fatigue, Visco-plastic constitutive model, Damage, Tempered 42CrMo 
steel 
 

1. Introduction 
 
When the materials and structures are subjected to a stress-controlled cyclic loading with non-zero 
mean stress, ratcheting, a cyclic accumulation of inelastic deformation, will occur.  Since 
ratcheting is a secondary deformation superposed on the primary cyclic stress–strain response and 
develops progressively during the cyclic loading, it is very important and should be addressed in the 
safety assessment and fatigue life estimation of the materials and structure components. Therefore, 
the ratcheting has been extensively studied in the last twenty years and many cyclic constitutive 
models were established to describe the ratcheting[1-8]. However, the referable literature focused 
mainly on the ratcheting deformation and its constitutive modeling, and the whole-life ratcheting 
and fatigue failure life were not addressed, since the number of applied cycles was relatively small 
there. The models do not consider any effect of fatigue damage on the ratcheting, and fail to 
simulate the whole-life ratcheting of the materials. It is necessary to discuss the ratcheting–fatigue 
interaction and simulate the whole-life ratcheting and fatigue failure life of the materials. 
 
The low-cycle fatigue involving the ratcheting, i.e., ratcheting–fatigue interaction[9-11] has been 
investigated recently by some researchers due to its significance in the design and assessment of 
structure components. And a damage-coupled cyclic constitutive model was constructed by Kang et 
al.[12] to describe the whole-life ratcheting and predicting the failure life of the materials. It is 
proved that the simulated whole-life ratcheting behavior and predicted failure life of tempered 
42CrMo steel are in a fairly good agreement with the experimental ones. However, the effects of 
some time-related factors, such as stress rate, hold-time, and so on, on the ratcheting behavior and 
fatigue failure are not involved in the referable literature. So in this work, the time dependent 
ratcheting behavior and fatigue failure, as well as their interaction were investigated. Firstly, the 
ratcheting behavior and low-cycle fatigue for tempered 42CrMo steel were investigated by uniaxial 
cyclic stressing tests at room temperature. The effects of stress rates and peak stress hold on the 
ratcheting strain and final failure life were discussed. Then based on the experimental observations, 
a damage-coupled constitutive model was developed to simulate the whole-life ratcheting by 
employing a static recovery term in the nonlinear kinematic hardening rule. 
 
2. Experimental results and discussions 
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The material used in this work is 42CrMo steel. Its chemical composition is: C, 0.43%; Mn, 0.68%; 
Si, 0.27%; P, 0.014%; Cr, 1.11%; Ni, 0.05%; W, 0.01%; Mo, 0.17%; V, 0.01%; Ti, 0.004%; Cu, 
0.03%; Fe, remained. The as-forged 42CrMo steel bars were tempered (tempering at 560℃ after 
heating at 850℃ for 1h and quenching in oil), and then were machined to be round, solid bar fatigue 
specimens with test section diameter of 10mm and gauge length of 30mm for uniaxial tests. The test 
machine was MTS809-250KN; the loading process was controlled and the experimental data were 
collected by Teststar control system attached to the machine. The axial strain was measured by a 
tensile extensometer, whose limited axial nominal strain was 50%. The specimens were tested 
under monotonic tension, uniaxial cyclic straining and uniaxial cyclic stressing at room temperature. 
To illustrate the ratcheting behavior more clearly, the variation of ratcheting strain rε (defined by 
Eq. (1)) with the number of cycles for each loading case of cyclic stressing, was obtained from the 
experimental data and is shown in the figures in this section. In this work, the ratcheting strain rε  
is defined as 

                            ( )minmaxr 2

1 εεε +=                                  (1) 

where maxε is the maximum axial nominal strain in each cycle measured by the extensometer, and 

minε is the minimum. Meanwhile, in this work, the ratcheting true strain rate is defined as the 

increment of ratcheting strain after each cycle and denoted as Nd/d rε , where N means the number 
of cycles. 
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Figure 1. Monotonic tensile stress-strain curves with different straining rates 

 
Monotonic tensile results of tempered 42CrMo steel at different straining rates are shown in Fig. 1. 
It is shown that the material exhibits rate-dependence at room temperature, and the responded stress 
at smaller strain rate is much lower than that at higher one. 
 
2.1. Time-dependent strain cyclic features 
 
The cyclic softening/hardening features of the material were investigated under the symmetrical 
axial cyclic straining (±0.6%) at different straining rates (0.2%/s and 0.04%/s). It can be seen from 
Fig. 2 that: (1) the material presents significant cyclic at two straining rates, (2) the cyclic softening 
behavior of the material is rate-dependent even at room temperature, i.e., responded stress 
amplitude at smaller straining rate is lower than that at higher one. 
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Figure 2. Results of symmetrical axial cyclic straining at different straining rates: (a) stress–strain curve at 

straining rate of 0.2%/s; (b) curves of stress amplitude vs. cyclic number at two straining rates 

 
2.2. Time-dependent ratcheting-fatigue interactions 
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Figure 3. Experimental and simulated whole life ratcheting with different stress amplitude 

 
Firstly, the specimens were tested by cyclic stressing with various nominal stress amplitudes, mean 
nominal stresses at the same stress rate till the failure occurred. The experimental results of 
ratcheting behavior of tempered 42CrMo steel at room temperature (shown in Fig.3 and Fig.4) is 
the same as that was observed in previous work[11]: (1) The evolution of ratcheting strain can be 
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divided as three stages regarding to the different ratcheting strain rates due to the cyclic softening 
feature of tempered 42CrMo steel, i.e., the first stage with decreasing ratcheting strain rate, the 
second stage with an almost constant rate and the third stage with quickly increasing rate. (2)When 
the stress amplitude or mean stress increases, the ratcheting strain rε  increases correspondingly, 
and the first and second stages are ended and the third stage appears more quickly, causing the 
failure of the material within fewer cycles. 
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Figure 4. Experimental and simulated whole life ratcheting with different mean stress 
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Figure 5. Experimental and simulated whole life ratcheting at different stress rate 
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Figure 6. Experimental and simulated whole life ratcheting with and without peak stress holding time 
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Then the axial cyclic stressing tests were done with constant mean stress and stress amplitude (50 ± 
760MPa) but at different stress rates (500 and 100MPa/s). The experimental result is shown in Fig.5. 
It can be seen that the effect of stressing rate on the ratcheting and fatigue life is remarkable. The 
evolution of ratcheting strain also can be divided as three stages at different stress rates, but the 
ratcheting strain rε  increases with the increasing of stress rate, and the first and second stages are 
ended and the third stage appears more quickly at lower stress rate, causing the failure of the 
material within fewer cycles. 
 
The effect of the peak stress hold in each cycle on ratcheting and fatigue life also was discussed 
under uni-stepped axial cyclic stressing test (50 ± 760MPa) at stressing rate of 500MPa/s. It is 
concluded from Fig. 6 that non-zero hold-time influences apparently the ratcheting and the fatigue 
life of the material. The ratcheting strain rε  with peak stress holding is larger than that without peak stress 

holding. When the stress holds 20s at peak, the first and second stages of ratcheting are ended and the 
third stage appears more quickly, so the material fails within fewer cycles 
 
3. Constitutive model and simulation 
 
To describe the ratcheting–fatigue interaction of the tempered 42CrMo steel, Kang et al.[12] 
proposed a damage-coupled visco-plastic cyclic constitutive model. It has been verified their model 
could simulate the whole-life ratcheting and predict the fatigue failure life of the material 
reasonably. So in this work，the damage-coupled visco-plastic cyclic constitutive model proposed 
by Kang was used to describe the whole-life ratcheting of the material, except that a new nonlinear 
kinematic hardening rule was introduced to improve the description of time-dependent ratcheting 
behavior. 
 
3.1. Damage-coupled constitutive model 
 
The governing equations of the damage-coupled constitutive model are outlined as follows: 
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In previous work[13], a new kinematic hardening rule with a static recovery term (based on the 
Ohno–Abdel-Karim equation[5]) provide a reasonable simulation to the time-dependent ratcheting 
of SS304 stainless steel. So in this work, the damage was introduced in the kinematic hardening 
rule with a static recovery term to describe the whole-life time-dependent ratcheting of tempered 
42CrMo steel. The evolution law of nonlinear kinematic hardening rule is 

( )

1
ij

M
k

ij
k

α α
=

= ∑                 （8） 

( ) ( )( )
( ) 1
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3

kmk kk k k vp k k k k
ij ij ij ij ijr D H fα ξ ε μα λ μ α λ χ α α
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& && &

      
（9） 

 
The evolution law of isotropic hardening is 

                        ( )( ) ( ) 1Q Q Q Q Q p Dγ λ γ∞ ∞= − = − −& & &                     （10） 

 
In above equations, D is the damage variable. From the evolution feature of the damage during the 
stress cycling, it is concluded that the total damage presented in the stress cycling can be divided as 
two parts, i.e., elastic damage and plastic damage[12]: 

D=De+Dp                                                （11） 
 
The evolution rules of De and Dp are 
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                      （13） 

 
It can be seen that they have the same original form but different constants. When the plastic strain 
is very small, the macroscopic elastic damage is a main cause of the fatigue damage; however, 
when the plastic strain develops significantly due to the cyclic softening of the material, the plastic 
damage dominates the damage after certain cycles[12]. 
 
3.2. Simulations to whole life ratcheting 
 
In the constitutive model, the material parameters relative to the evolution of elastic and plastic 
damages can be determined from the experimental results by the method mentioned in reference 
[12]. For simplicity, other material parameters are determined from the experiments without any 
fatigue damage considered. In this case, the procedure to determine the parameters is similar to that 
used by Kang[8]. The values of all material parameters used in the proposed damage-coupled 
constitutive model are listed in Table 1. 
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Table 1. Material parameters used in the constitutive model 

M=10, E0=213GPa, v=0.3, K=90MPa, n=10, Q0=709.5MPa;  

6.6060)1( =ζ , 2.2020)2( =ζ , 4.673)3( =ζ , 3.303)4( =ζ , 5.151)5( =ζ , 7.75)6( =ζ , 2.43)7( =ζ  

8.28)8( =ζ , 6.21)9( =ζ , 3.17)10( =ζ ; 5.203)1( =r , 4.26)2( =r , 6.13)3( =r , 8.1)4( =r , 1.2)5( =r , 

4.1)6( =r , 9.7)7( =r , 1.20)8( =r , 8.42)9( =r , 2.19)10( =r (MPa); 

2.0=γ , 15.0=μ , 600=∞Q MPa; 

6.4191 =−
fσ MPa, 5

1 104.7 −×=A , 6
2 102.2 −×=A , 16.83 =A , 569.04 −=A , 29=pS MPa. 
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Figure 7. Experimental and simulated whole-life ratcheting by the model coupled with damage or not 
 
The uniaxial whole-life time-dependent ratcheting behavior of tempered 42CrMo steel is simulated 
by the damage-coupled constitutive model. Fig. 7 shows the experimental and simulated results 
(50±780MPa, 500MPa/s) obtained by the damage-coupled model and the model with no damage, 
respectively. It is seen from Fig.7 that the constitutive model introducing damage gives a reasonable 
simulation for the whole-life ratcheting, especially for the accelerated increase of ratcheting strain at 
the end stage of cycling. 
 
Figs. 3 and 4 provide some simulated results obtained by the model for some loading cases with 
various nominal stress amplitudes, mean nominal stresses at the same stress rate. It is shown that 
the simulated results are in fairly good agreement with the experimental ones and cyclic softening 
feature of the material on the ratcheting behavior are reasonably considered because of the 
introducing of damage. 
 
Fig. 5 shows the simulated results of whole life ratcheting behavior at different stress rate, which 
loading condition is 50±760MPa. It is shown that the constitutive model proved good simulation to 
the effect of stress rate, and the ratcheting strain and ratcheting strain rate were increase with the 
decline of stress rate. Fig. 6 shows the simulated results of whole life ratcheting behavior with and 
without peak stress hold. It is shown that the simulated results are in fairly good agreement with the 
experimental ones. In one word, the developed constitutive model can describe the time dependent 
ratcheting reasonably since a static recovery term is introduced to the kinematic hardening rule. 
 
4. Conclusions 
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(1) The tempered 42CrMo steel presents a rate-dependence under monotonic tension and uniaxial 
cyclic straining at room temperature. The variations of stress rate and peak stress hold-time have 
remarkable effect on the ratcheting behavior and low-cycle fatigue life. 
 
(2) Based on the experimental results, a damage-coupled cyclic constitutive model is develops in 
the framework of continuum damage mechanics and unified visco-plasticity. In the model, the 
effects of cyclic softening feature and fatigue damage on the ratcheting are addressed by 
introducing the damage variable D. And the effects of stress rate and peak stress hold are simulated 
by employing a static recovery term in the nonlinear kinematic hardening rule. The model describes 
the whole-life ratcheting behavior of the material reasonably. The model describes the whole-life 
time dependent ratcheting behavior of the material reasonably. 
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Abstract   
Micro mechanisms of plastic deformation and the defect structure evolution are sufficiently changing with 
the strain rate increase. It leads to non-monotonic relations between the macroscopic characteristics of metal 
strength or ductility and the structure parameters such as a grain size. Our simulations predict an inverse 
Hall-Petch relation for ultrafine-grained metals at extremely high strain rate (above 107s-1). Mechanisms of 
the homogeneous nucleation of dislocations and the mechanical twining can effectively decrease the stresses 
at strain rates up to 109s-1.  
 
Keywords  High strain rates plasticity, Ultrafine-grained materials, Inverse Hall-Petch relation, Grain 
boundary sliding 
 

1. Introduction 

Materials with ultrafine-grained structure (with the grain diameters of several tenth parts of 
micrometer), as well as nanocrystalline materials, are widely investigated both theoretically and 
experimentally for the last twenty years [1,2]. This goes in parallel with the development of 
experimental technic [3], and leads to discover and investigation of some new effects specific for 
these materials. One of them is an inverse Hall-Petch relation – the decrease of the yield stress at 
the grain size decrease. All observations of this effect can be divided on two parts: deformation at 
low strain rates - usually less than 10-1s-1 [4-6], and the molecular dynamics simulation at extremely 
high strain rates - usually greater than 108s-1 [7]. Preparation and experimental investigation of the 
nanocrystalline materials is very difficult. On the other hand, the molecular dynamics is very 
limited in application to macroscopic volumes of microcrystalline and coarse grained materials. It 
does not allow one to define directly the macroscopic characteristics of the material and to carry out 
simulations of deformation of the macroscopic volumes of substance with realistic strain rates.  
 
For investigation of the internal defect structure influence on the macroscopic strength and ductility 
one can take some microscopic mechanisms proposed by theoretical investigations or molecular 
dynamics simulations and to include it in the modeling in the framework of continuum mechanics. 
Simulation results could be verified by comparison with experimental data. This way, supplemented 
by the procedure of averaging over the micro-volumes of substance, allows us to monitor the 
change of the defect structure and its influence on the strength parameters of different metals. 
 
2. Yield strength at low strain rate 
 
The yield strength y  is one of the key macroscopic parameters, which determines the strength of 

the material. It grows with the dislocation density D  increase and the grain size d  decrease, which 

are well-known effects in most polycrystalline metals and alloys. This dependences are expressed 
by the Taylor [8,9] and the Hall-Petch relations [10,11] for the barrier of dislocations gliding:  

 0y D HPGb k d        (1) 
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Here 0  includes an influence of impurities and of the Pierls relief resistance for dislocation gliding; 

G is the shear modulus, b is the Burgers vector, HPk  is the Hall-Petch constant, which is a 

characteristic of the metal. This relation is exactly satisfied until the grain size in polycrystalline 
material is higher than 1 m and at the low strain rates. Influence of the mechanical twinning on the 
resistance for dislocations gliding can be accounted in the form of the Hall-Petch relation with an 
average distance between the twins   instead of the grain size and with other constant TWk  [9].  

 
If we introduce the volume fractions of the dislocations 2

DR b  , the grain boundaries 

 3
1 1 3d d       and the twins [12]   1

1 2F e
    then the Eq. (1) takes the next form: 

 0 1 2 3y

R F
k k k

b e


 


    ,  (2) 

were   and e are the grain width and the twin width correspondently, which are almost constant for 

the material as well as the Burgers vector. Constants: 1k Gb , 2 ~ 3 HPk k , 3 ~ 2TWk k . As the 

volume fractions are less than unity, the yield stress is limited. Introduction of impurities apparently 
is the only way to the increase yield stress to the theoretical tensile strength value [13]. 
 

 
Figure 1 The grain size dependence of the yield strength for copper. Experimental data: 1 – [1], 2 – [17], 3 – 

[18], 4 – [19],  5 – [4], 6 – [20], 7 – [5], 8 – [6]. 
 
In microcrystalline metals ( 1μmd  ), it is often observed the abnormal Hall-Petch relation with 

HPk  different from that in the coarse-grained crystal; as a result, slope of the Hall-Petch curve is 

changing [14]. Therefore, the yield stress does not achieve the value predicted from the Eq. (2). In 
many nanocrystalline materials with d  lesser than 12 nm-15 nm an inverse Hall-Petch relation is 
observed: the yield strength decreases with the decrease of the grain size [4-6,15]. This effect is 
often related with the grain boundary sliding as an alternative mechanism of plasticity. As it was 
shown in [16], there is a barrier resistance stress by ; it is equal to the doubled external stresses, 

which must be exceeded for initiating of the grain boundary sliding. It depends on the grain size.  

 
2

0.01 1
1b

G
y

d



      

,  (3) 

where   is the Poisson ratio of the material, which is slightly varied for different metals.  For 
activation of the grain boundary sliding one need to apply the stress exceeding 2y by  ; for copper 

and iron it is about 1GPa. Therefore, in ultrafine-grained and nanocrystalline materials the plastic 
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flow occurs only at high internal stresses. This model give a good fit with experimental results for 
different metals [16]. Fig. 1 presents the experimental observation points and the theoretical curve 
for copper in the Hall-Petch coordinates. One can see an existing of the maximum of the yield 
strength for grain size of about 12nm. Yield strength here is less than 1 GPa. 
 
3. Yield strength at high strain rates 
  
Micro mechanisms of plastic deformation and defect structure evolution are sufficiently changing 
with the strain rate increase. The high stain rate experiments demonstrate a deviation from the Hall-
Petch relation even for ultrafine grained metals. At these deformation conditions we will define 
dynamical yield strength of the material through the maximal shear stresses, which is reached 
during the high-rate deformation. Dynamical yield stress not fully determined by the internal 
stresses from different obstacles as in the quasistatic deformation conditions. At extremely high 
strain rate (above 106 s-1) it has a sufficiently dynamical nature and defined by dynamics properties 
of the dislocation and grains gliding, by the kinetics of the dislocation generation and annihilation. 
For the yield stress definition one must solve a full system of equation which describes the material 
plasticity as it was done in [21]. This system includes the equations for dislocation and grain 
boundary plasticity and the continuum mechanics equations.  

 
3.1 Dislocation plasticity model 
 
Theoretical description of the dislocation plasticity one can get using the model proposed in [22]. In 
monocrystalline metals, dislocations can glide along the limited numbers of slip planes; we shall 
numerate it by index  . Equation for plastic deformation caused by the dislocation glide [23] can be 
written as: 

  1

2

D
ik

i k k i D D

dw
b n n b V

dt
     



   .  (4) 

Here b  is the Burgers vector of dislocations, D
  is the scalar density of dislocation (their number 

per unit square) in glide plane with index  , DV   – velocity of dislocations. These parameters fully 

determine the plastic deformation of the coarse-grained crystals. Velocity of dislocation can be 
defined from the movement equation [22]: 
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, (5) 

Here D ik i kF S b n   is the Pitch-Keller force (it acts on the unit length of dislocation line from the 

external stresses), Y  is the static yield stress of the material, which depends on the dislocation 
density, the grain size and the presence of different impurities [24]. 0m  is the field mass of 

dislocation, tc  is transverse sound velocity. The terms with sound velocity allows one to take into 

account an experimental fact that dislocation velocity is always limited above by the sound velocity. 
Coefficient of viscous friction B(T) is temperature dependent [25,26]. Eq. (5) had demonstrated a 
good fit with experimental data for over barrier dislocation gliding at the high rate deformation [22].  
 
For determination of the dislocation density one can write a kinetics equation in the next form [22]: 
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Here the dislocation source (the first term in the Eq. (5)) has been recorded from the energy-wise 
consideration; 0.1   is a portion of dissipated power, which is spent on generation of new defects; 

the energy 8 /L эВ b   [25] is required for generation of new dislocations (per unit of length). 

Annihilation term (the second term in the Eq. (5)) was written similar to [27]. 
 
For nanocrystalline materials one has to take into account an additional term in the kinetic equation 
(5). Dislocation core are being delocalized in the disordered grain boundary material [28], when it 
reaches any grain boundary [29]. Therefore, dislocation in nanocristalline material has a lifetime, 
which is equal to the traveling time of dislocation through the grain / Dd V  , where d is an average 

grain size. Corresponding additional term in the right-hand part of the kinetics equation (5) is the 
next: D DV d  . The proposed model was verified on the experiments at various high strain rate 

deformation conditions, including the shock wave propagation in metals [22,30]. Its application 
demonstrates a good fit with experimental data at minimum adjustable parameters. 

 
3.2 Model for grain boundary sliding 
 
The plastic deformation related with the grain boundary plasticity one can describe similar to the 
Maxwell model for a highly viscous liquid [31] with the exception of the barrier resistance stress 

by . It means that grain boundaries are elastically deformed during short intervals of time. But when 

the deformation ceases, shear stresses remain in them, although they are dumped in the course of 
time, so that after sufficiently long time almost no inertial stress remains in the boundaries, 
exception of by . Viscous force appears in the grain boundaries due to diffusion, which counteracts 

the sliding of the grains layers relative to each other; it can be characterized by a relaxation time  . 
As a result, the plastic deformation caused by the grain boundary sliding can be written in the next 
form [16]: 

 
 1

2
bgb

ik i k

y
w n

G


 








 
  ,  (7) 

where  x  is a Heaviside function, index   numerates the possible shifting planes of the grains; 

normal vectors to these planes can be written as in . Stresses applied to corresponding plane are 

ik kn  and the stress component, which acts in the tangent direction i  to the plane, is equal to the 

convolution product ik k in  . We will denote i
 as the direction of the tangent vector corresponding 

to the maximum shear stresses applied to this plane. Then the maximal shear stress acting on the 
layer of grains can be represented as ik i ks n  

  , where iks  is a deviator of stresses. Using a linear 

approximation, one can obtain the following expression for the relaxation time of grain boundary 
sliding [16] from data of the molecular dynamics simulation [32]: 

 exp
12

b s

D s b

dk T U

Gb V k T



 

  
 

 (8) 

Activation volume sV  can be estimated as 3~sV b . Activation energy sU  has the same order as the 

activation energy of viscous flow in molten state of the metal [28]. 
Tensor of the full plastic deformation can be written as 
 D gb

ik ik ikw w w    (9) 

 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

4. Simulation results 
 

4.1 Dislocation starvation 
 

At increasing of the strain rate an over-barrier dislocation gliding occurs and the domination 
resistant force becomes a phonon drag to the gliding dislocations [23]. At the further increasing of 
the strain rate the main mechanism of strain hardening becomes the dislocation starvation - it is well 
known phenomena in the field of nanopillars and thin film modeling [33] at rapid deformation 
condition. A distinction between the bulk material and these nano-crystals is in the cause of the 
starvation. In nano-crystals there are no ordinary dislocation sources, and the plasticity is usually 
provided by several entered dislocations and by surface instabilities [33]. In the bulk materials there 
is relatively large dislocation density and active dislocation sources exist. But the maximal 
dislocation density can be estimated through critical stress for the Frank-Read sources activation: 
 FRGb L  . (10) 

Here b  ~ 1FR DL   – a base of the Frank-Read source which has the same order as an inverse 

square root of the total dislocation density D . Then, for reasonable stresses ~ 2 GPa , the total 

dislocation density is limited by the value 16 2~ 10D m  . On the other hand, the Orowan equation 

[24] gives: 
 D DbV  .  (11) 

The dislocation velocity DV  can not exceeded the transverse sound velocity 3000 m/stc  . As a 

result, we obtain the maximal strain rate at which dislocations can theoretically provide the full 
relaxation of shear stresses: 10 110 s  . In real metals sufficient part of dislocations consists of 
immobile dislocations, which is not contributing to plastic relaxation. Our calculations demonstrate 
that the dislocation starvation takes place already at 7 110 s  . Therefore, even in ultrafine crystals 
with the grain size of about hundreds of nanometers a sufficient deviation from the Hall-Petch 
relation takes place at high strain rates, and it is erroneously to extrapolate the molecular dynamics 
simulation results on microcrystalline material by experimental data obtained at low strain rate.  
 
The dislocation mechanism of stress relaxation is very limited for the strain rates exceeding 109s-1 
because of a dislocation starvation. Figure 2 demonstrates the dislocation starvation in ultrafine-
grained copper at the strain rate from 107s-1 to 109s-1. 
 

 
Figure 2 The dependence of the maximal shear stress on the origin dislocation density for copper at 

extremely high strain rates: 107-109 s-1.    
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For origin dislocation densities below 1012m-2 (an undeformed material) the yield stress is high and 
it is almost unchanged with the dislocation density decrease. One can see that there is an “optimal” 
dislocation density which corresponds to the lowest shear stress. It is proportional to the strain rate 
according to Orowan equation (11). Further increasing of the origin dislocation density results in 
the increase of the yield strength according to the Taylor hardening low (1). Increasing of the 
dislocation density during the deformation is almost absent if the origin dislocation density exceeds 
1014m-2, as it was demonstrated by our calculations with use of the Eq.(6) for dislocations kinetics. 
 
4.2 An inverse Hall-Petch relation in ultrafine crystalline copper 
 

Figure 3 presents dependence of the dynamical yield stress on the grain size (in the Hall-Petch 
coordinates) at strain rates from 2.4·108s-1 to 3.5·108s-1 with «not optimal» origin dislocation 
densities. In the coarse grained materials (grain size above 300m) the Hall-Petch relation is 
observed.  
 

(a) (b)  
Figure 3 The dependence of the dynamic yield stress on the grain size at different strain rate (a) and on the 

strain rate at different grain size (b) for copper at extremely high strain rate. 
 
The well-known inverse Hall-Petch relation is also observed for the grain size range <12 nm          
(d-1/2~0.3). But the second maximum of the dynamic yield strength corresponding to the grain sizes 
of about of hundreds of nanometers appears in this situation. Our calculations demonstrate that at 
the strain rate above 107s-1, the ultrafine-grained copper is stronger to shifting than the 
nanocrystalline copper. Existence of additional maximum in the ultrafine-grain material is 
explained by the beginning of the grain boundary sliding and by its contribution into the plastic 
deformation rate. Figure 3(b) demonstrates a linear growth of the yield strength with increasing of 
the strain rate. Growth rate is maximal for the ultrafine crystalline metals. 
 
4.3 Yield strength limitations 
 
For all high strain rates the yield strength increases with the strain rate increase. But there are 
several mechanisms limiting this growth. The homogeneous nucleation dislocation must solve the 
problem of the dislocation starvation. It can be included as an additional dislocation source in the 
dislocation kinetics equation (6): 

 2 ,
G
D

t GD

s D

d N
c N N J
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   ,  (12) 
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where N  is a number of homogeneously nucleated dislocation per unit volume. We supposed here 
that the homogeneously nucleated dislocation loop becomes an ordinary dislocation if its diameter 
grows up to the mean distance between the dislocations. The nucleation rate of the dislocations per 
unit volume is equal to [34]: 

 0 exp GD GD
GD GD

U V
J J

kT
   

 
  (13) 

For copper activation volume 28 32.7 10 mGDV   , activation energy 4.67 eVGDU   and the 

constant 0 14 -110 sGDJ  [34]. Figure 4 demonstrates the dependence of the dynamic yield stress on 

the strain rate for different dislocation densities. One can see that homogeneously nucleation of 
dislocation effective for strain rate 108s-1-109s-1. After that efficiency of dislocation gliding 
mechanism achieve its theoretical limit.  
 

 
Figure 4 the dependence of the dynamic yield stress on the strain rate for different dislocation densities. 

 
The twinning, as an additional mechanism of plasticity, has to limit the yield strength at extremely 
high-rate deformations. But our estimates show that efficiency of twinning mechanism is only a few 
times more than the efficiency of the dislocation plasticity. Therefore, it also decreases stresses in 
only limited range of the strain rates – less than 1010s-1. 

 

4. Summary 
 
The yield strength at low strain rate is limited and can be sufficiently increasing to theoretical 
tensile strength only by the way of impurities introduction. At the strain rates above 106s-1, the 
ultrafine-grained metals have the maximum dynamical yield strength (instead of the nanocrystalline 
metals at the low strain rates). Abnormal and inverse Hall-Patch relations in the ultrafine grained 
copper were demonstrated by numerical simulations; dislocation starvation effect is related for its 
explanation. Analogous effect was detected experimentally in tantalum [35] and copper [36]. 
Mechanisms of the homogeneous nucleation of dislocation and the mechanical twinning effectively 
decrease the dynamical yield strength at the strain rates 108s-1-109s-1.  
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Abstract  We have investigated numerically an evolution of initial perturbations of temperature or 
dislocation density in metals at high-rate deformation and its influence on the localization of plastic flow. A 
high-rate simple shear of micro-samples of pure metals and alloys, coarse-grained as well as 
nano-crystalline, has been simulated in two-dimensional geometry with use of the continuum mechanics 
supplemented by the dislocation plasticity and the grain-boundary sliding models. Perturbations of the 
temperature or dislocation density lead to restricted localization of the plastic deformation, but they can not 
initiate instability of the plastic flow as a self-sustained and increasing process. A more effective reason of 
the localization is the stress concentration, caused, for example, by boundary conditions. Rate of the plastic 
deformation is maximal in areas of the shear stress localization and it can be close to zero outside these areas. 
Heterogeneity of the grain sizes distribution through the sample can also lead to substantial localization of 
the plastic flow due to the grain size dependence of the dynamic yield strength. 
 
Keywords  High-rate plasticity, Localization, Temperature perturbation, Dislocations, Metals 
 
1. Introduction 
 
Localization of macroscopic plastic deformation is a widespread phenomenon in metals. It can be 
provoked by decrease of the material temperature, by increase of deformation rate or by decrease of 
grain size in polycrystalline metals. Localization of the plastic flow manifests themselves as an 
appearance of local areas with high plastic deformation values - up to several tens. This 
phenomenon is being researched intensively [1-6]. Heterogeneities in form of narrow bands arising 
at the high rate deformation are known as adiabatic shear bands. They are two-dimensional and 
almost flat formations, which boundaries are displaced, one relative to another, like in cracks of the 
2nd or 3rd type, but material between the boundaries remains continuous. Thickness of the bands 
usually varies from ten to several hundreds of micrometers, while an extent of the bands varies from 
several millimeters up to several centimeters. Up to 90% of the whole plastic deformation of the 
material can be concentrated in the shear bands, as well as high shear deformation is observed in the 
neighborhood of the bands [3]. Shear bands have a complex structure of highly deformed material 
and can contain dislocation arrangements and nanocrystalline grains inside themselves [7]. Such 
bands were observed in metallurgical processes for a long time and were described first by 
H. Tresca [8]. A hard striker breaking through the metallic barrier is another example of practically 
important process, in which localization is well defined and it was observed rather long ago [9,10]. 
Localization substantially effects on the material strength as a whole relative to shear deformation. 
 
First important point in explanation of the shear bands formation was made by C. Zener and 
J.H. Hollomon [11], which had proposed that a local temperature rise during the deformation leads 
to softening of the material, and that competition between the temperature softening and a strain 
hardening results in instability of the plastic flow (thermoplastic instability) and in the localization 
[1,3]. This viewpoint had been supported by many authors and until recently it often was seen as 
only one possible. But in a large number of materials revealing the localization, the plastic 
deformation results in inessential temperature increase, which is not enough for a substantial 
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softening of a uniformly deformed material [12,13]. High-speed infrared photography have shown, 
that even in the areas of the plastic flow localization the temperature rise does not exceed 10 K in 
iron [14], while in titanium it is about 100 K [15]. Therefore, the thermoplastic instability could not 
be a universal mechanism of the localization. 
 
At high-rate deformation of pure metals (at the strain rates about 105-106 s-1 or higher) a 
temperature hardening came in the stead of the temperature softening [16,17]. It is caused by an 
increase with temperature of friction force, which acts on moving dislocation [17,18]. Dislocations 
move in an over-barrier mode in the pure metals at such strain rates, and the dynamic yield stress is 
determined by the friction force and by the dislocation density. The transition to the over-barrier 
mode, revealing in the temperature hardening, can by expected in alloys as well but at the even 
more high strain rates. In conditions of the temperature hardening the thermoplastic instability 
scenario can not be truth. It also puts a question about place of the temperature perturbations and 
other factors in initiation of the localization. 
 
Localization is often attended by a substantial change of defects substructure [7]. While the 
thermoplastic instability is theoretically well described, an influence of the defect substructure on 
the localization process is investigated on the level of estimations only. Objective of the present 
work was to investigate possible instabilities of plastic flow with respect to initial perturbations of 
temperature or dislocations density or the grain size in polycrystalline metals. We numerically 
studded a simple shear of pure monocrystalline aluminum, nanocrystalline aluminum and aluminum 
alloy. It is known that the pure aluminum is not inclined to the localization [19], while the 
aluminum alloys reveal it [20,21]. The obtained results, at first, seemed to be strange, but, in truth, 
fully explainable. 
 
2. Model and formulation of problem 
 
Total plastic deformation of the polycrystalline metals is supposed to be a result of the combined 
action of two competing effects, namely, the dislocation motion and the sliding along the grain 
boundaries. According to this viewpoint, the plastic deformation tensor ikw  is represented by the 
sum D gb

ik ik ikw w w= + , where D
ikw  is the part of plastic deformation caused by the dislocation motion, 

and gb
ikw  is the part caused by the grain boundary sliding. The dislocation plasticity [22,23] and the 

grain boundary sliding [24-26] models are generalized on the two-dimensional Cartesian case (2D) 
and used here for determination of D

ikw  and gb
ikw  correspondently. Full model consists of 

continuum mechanics equations supplemented by the equations for dynamics and kinetics of 
dislocations and by the equations for time derivatives of D

ikw  and gb
ikw . 

 
2.1. Equations system 
 
Here we write down the equations system to be solved numerically below: 

 1 k

k

vd
dt x
ρ
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∂

= −
∂
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where Eq. (1) is the continuity equation [27], Eq. (2) is the equation of motion, Eq. (3) is the energy 
conservation law, Eq. (4) is the generalized Hooke law [28] with accounting of the plastic strains 

ikw , Eq. (5) is the equation for geometrical deformation iku , induced by a macroscopic motion of 
substance, Eq. (6) is the generalized Orowan equation [29] for the plastic strain D

ikw , Eq. (7) and  
Eq. (8) are equations of dynamics and kinetics of dislocations [22]. Eq. (9) describes the grain 
boundary sliding [24-26], where Τ  - relaxation time and by  - threshold stress for sliding. 
 
In the Eq. (1) – Eq. (9): ρ  is substance density; { }, ,0i x yv v v=  is velocity vector; { }, ,0ix x y=  
are the Cartesian coordinates; P  is the pressure, which is determined from a wide-range equation 
of state ( ),P P Uρ=  [30,31]; ikS  is the tensor of stress deviators, which characterizes the shear 
stresses; U  is the part of internal energy, which corresponds to the state with zero stress deviators 

0ikS =  and with zero dislocation density D 0ρ = ; T  is the substance temperature, which also can 
be found from the wide-range equation of state ( ),T T Uρ= ; G  is the shear modulus; κ  is the 
heat conductivity coefficient; D 8 eV / bε ≈  is the dislocation formation energy per unit length, 
where b  is modulus of the Burgers vector of dislocation. 
 
Tensors ikΩ , D

ikω  and gb
ikω  take into account the change of iku , D

ikw  and gb
ikw  correspondently 

due to substance rotation [32]. Indexes , , ,i k l m  numerate the space directions and run from 1 to 3; 
the summation rule is valid for dummy indexes; ikδ  is the bivalent mixed tensor. Index β  
numerates possible slip systems of dislocations, which is characterized by the Burgers vector ibβ  
and by the normal to the slip plane inβ . Dislocation density in the corresponding slip system is 
designated as D

βρ , velocity of these dislocations - DV β . Total density of dislocations can be 

obtained by summation D D
β

β
ρ ρ=∑ . In the Eq. (7), Eq. (8): t /c G ρ=  is the transverse sound 

speed of the material; 16
0 10 kg/mm −≈  is the rest mass of the dislocations; Y  is the static yield 

stress; ak  is the annihilation factor; B  is the coefficient of phonon friction, it describes the 
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resistance to the dislocation motion. Index α  numerates possible planes of grains sliding, which 
are characterized by the normal inα ; i

ατ  is the direction of maximal shear stresses in the α -plane. 
 
Eqs (1)-(8) were solved numerically with use of the computer program CRS, written by A.E. Mayer. 
Sub-problem of the substance dynamics (Eqs (1)-(3)) were solved by a modification of the 
numerical method proposed by A.P. Yalovets [33]. All other equations were solved by Euler method 
with a varied time step. 
 
2.2. Problem statement 
 
Simple shear of 2D metallic sample with square cross-section is simulated (Fig. 1). One face of the 
sample (“lower” face, 0y = ) is at rest ( )0 0v y = =

r , while the opposite face (“upper” face, y L= ) 

moves along the “lower” face with constant velocity ( )xv y L L ε= = ⋅ & and ( ) 0yv y L= = , where 
L  is a lateral length of the square, ε& is a shear deformation rate. The length L  must be chosen 
small enough to provide disturbance propagation through the sample during a characteristic time of 
deformation (an inverse value to ε&), therefore, inequality 2

t10 /L c ε−≤ ⋅ & was required. 
 

 
Figure 1. Initial state of the investigated 2D sample (initial velocity field is shown by little arrows). 

 
Initial velocity was set linearly increasing from the “lower” face to the “upper” face: 
( ) ( ), , , 0x yv x y y v x yε= ⋅ =& , which corresponds to a uniform simple shear, thus, an initial shear 

rate was uniform along the sample. Two different problems were determined by boundary 
conditions on the “side” faces: constrained shear – at the forced movement of the “side” faces with 
velocity , 0x yv y vε= ⋅ =& ; and free shear – at free surface condition on it. 
 
Pure aluminum, aluminum-copper alloy and ultra-fine-grained aluminum were studied. The pure 
aluminum was characterized by the next expression for the static yield stress 

7
Al D2.2 10 0.4Y Gb ρ= ⋅ + . This expression takes into account the strain hardening (second term in 

the right-hand part) in a Taylor relation form [34]. The aluminum-copper alloy was characterized by 
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another expression for the static yield stress 7 5
Al+Cu D28.625 10 2.425 10 0.4Y T Gb ρ= ⋅ − ⋅ ⋅ + . First 

and second terms of the last expression represent a critical stress, which is necessary for dislocation 
detachment from inclusion. This critical stress depends on temperature; presented expression was 
obtained from molecular-dynamics simulations by A. Kuksin and A. Yanilkin [34]. The main 
differences between the pure aluminum and the aluminum-copper alloy in our study were the higher 
value of Al+CuY  in comparison with AlY , and the decrease of Al+CuY  with temperature. All other 
parameters (equation of state, friction coefficient of dislocation movement) were supposed to be the 
same for both materials. For the ultra-fine-grained and nanocrystalline aluminum the yield stress 
was chosen in the next form: 7

Al D2.2 10 0.4 /Y Gb H dρ= ⋅ + + , where d  is the grain size, 
1/24.2 GPa nmH ≈ ⋅  is the Hall-Petch coefficient for aluminum. 

 
Plastic strain intensity W  was used as indicator of the state of plastic strain. In the 2D case it can 

be written as, ( ) ( )2 2 24 / 3 xx yy xx yy xyW w w w w w= ⋅ + + ⋅ + . Average value is determined as 
1

A

W A W dA−= ⋅∫ , where A  is a cross-section of the sample (approximately 2A L≈  during the 

shear). Deviation of the plastic deformation from its average value is numerically characterized by 

the root-mean-square deviation ( )21

A
W A W W dA−Δ = − ⋅∫ . 

 
The considered strain rate was equal to 5 -110 sε =& , which value is typical for the high-speed impact 
experiments [17]. The sample size L  was chosen equal to 100 μmL = ; the computational grid 
was 50x50 nodes. Initial perturbations were set in form of a narrow stripe ( 4 μm width-way) 
parallel to Ox axis, which crosses the sample in its middle. In this stripe, either the initial 
temperature of substance was raised on TΔ , or the initial dislocation density was multiplied on 
factor ( )D D1 /ρ ρ+ Δ , where Dρ  is an unperturbed value of the dislocation density, DρΔ  is its 

perturbation; the value 7 -2
D 10 cmρ =  was used in calculations below. In nanocrystalline aluminum 

perturbation of the grain size was also investigated – grain size inside the stripe was set equal to 1d , 
which value is different from the grain size outside the stripe d . 
 
3. Results and discussion 
 
It was supposed, that if the specified perturbation is appropriate and enough for localization of 
plastic flow, then the upper half of the sample will plastically displace relative to the lower half at 
the free shear. But numerical experiments have shown that the initial perturbations of temperature 
or dislocation density influence on the localization of plastic flow only at the constrained shear 
mode. Therefore, we will consider results of the constrained shear at first. 
 
Fig. 2 shows typical distributions of the plastic strain intensity for alloy and pure aluminum with 
initially perturbed temperature field. Raise of temperature in the alloy leads to decrease of the yield 
stress, and plastic deformation tends to be localized in the hot stripe (Fig. 2(a)). Constrained 
movement of the “side” faces suppresses total plastic shear along this stripe, therefore, the plastic 
deformation redistributes around the stripe, which, particularly, cause formation of arrowhead-like 
structures. Plastic deformation in vicinity of the hot stripe (aside from the arrowhead-like areas) is 
lower then the plastic deformation near the “upper” and “lower” faces. An inverse situation takes 
place for the pure aluminum (Fig. 2(b)). Rise of temperature increases the resistance to dislocations 
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motion and suppresses the plastic deformation inside of the hot stripe. For compensation of this 
effect, a more intensive plastic flow occurs in its vicinity. It can be treated as localization as well, 
not in the hot stripe, but around the stripe (around the perturbed area). 
 

 
Figure 2. Distributions of the plastic strain intensity w  in the aluminum-copper alloy (a) and in the pure 

aluminum (b) samples at the total deformation 0.05ε = . Initial temperature field was perturbed by narrow 
( 4 μm ) stripe with temperature raised on 100 KTΔ = ; constrained shear. 

 

 
Figure 3. Distribution of the plastic strain intensity w  in the aluminum-copper alloy (a) and in the pure 
aluminum (b) at the free shear are presented at the shear deformation 0.05ε = . Both in alloy and in the 

pure metal, localization begins along diagonals of the square. 
 
Calculations show that substantial localization takes place only at TΔ  above several tens or 
hundreds of K, while the plastic flow causes an increase of temperature on only about several K. 
These facts indicate that any random disturbance in temperature can not of itself lead to a 
self-sustained process of the connected temperature rise and temperature softening of the material. 
In other words, temperature perturbation can not initiate instability of plastic flow even in alloys. 
But pre-existing areas with substantially different temperature can in some degree localize the 
plastic flow around themselves both in alloys and in pure metals. The degree of localization in the 
pure metal is on an order of magnitude less than that in the alloy. 
 
Increase of the initial dislocation density leads to a temporary softening of pure metal at dynamic 
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deformation, therefore, plastic deformation is higher in the perturbed stripe with the higher initial 
dislocation density and it is lower in the attached areas. This is a temporary effect, and it becomes 
lower with the increase of total deformation. It is explained by the fact that the dislocation density 
grows up, and the softening (a dynamical effect) is replaced by an increase of the yield stress with 
dislocation density (a strain hardening). In the case of alloy, the higher value of the yield strength 
causes an earlier transition to the strain hardening. As opposed to the temperature, the dislocation 
density changes substantially during the plastic flow. But it seems that the plastic flow instability 
can not be provoked by the dislocation density perturbation as well as in the temperature 
perturbation case. At the dislocation-induced softening the dislocation density growth diminishes 
the softening effect. At the strain hardening the “inverse” localization takes place, but more 
intensive plastic deformation around the perturbed area increases the dislocation density in this 
surroundings. It leads to an equalizing of the dislocation density and to a broadening of the involved 
area, it means, to delocalization. Meanwhile, an irregularity in the dislocations distribution leads to 
some localization of the plastic deformation, but this localization is restricted. 
 
Much more localization takes place at the free shear (Fig. 3). Both in alloy and in the pure metal, 
localization begins along diagonals of the square. Region at rest near the “lower” face, region 
moving with constant velocity Lε ⋅&  near the “upper” face and a flowing central region appear as a 
result of development and intersection of the localization bands. In the alloy localization is stronger 
than in the pure metal. It must be emphasized, that the localization at free shear arises without any 
initial perturbation of the initial parameters. Moreover, any perturbation of temperature or 
dislocation density does not effect in this case. 
 

 
Figure 4. Comparison of the plastic flow localization degree in different situations. Aluminum-copper alloy 

(a) and pure aluminum (b), total strain is 0.05ε = . At the free shear the value of WΔ  is constant. 
 
Fig. 4 presents a comparison of the plastic flow localization degree produced by various initial 
perturbations of dislocation density or temperature at the constrained shear and the localization at 
the free shear. In the alloy, the temperature perturbations with 10 KTΔ >  are substantially more 
effective than the dislocation density perturbation (Fig. 4(a)). At the temperature increase on 

300 KTΔ ≈  the degree of localization tents from bellow to the localization degree at the free shear. 
But it seems hardly probable that such high temperature drop can initially exist in the material. In 
the pure aluminum, the dislocation density perturbation is more effective from the viewpoint of the 
localization excitation than the temperature increase with 100 KTΔ <  (Fig. 4(b)); but the free 
shear is much more effective than the both types of perturbations. 
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Perturbation of the grain size in ultra-fine-grained or nano-crystalline aluminum leads to substantial 
localization of the plastic flow at the “constrained” shear due to difference in the dynamical yield 
strength. Localization degree in nano-materials with the grain size 100 nmd <  depends weakly on 
the perturbation value 1 /d d , therefore, localization in such materials has to arise at any arbitrary 
size distribution of the grains. But the localization degree is all the same less than it at the “free” 
shear; they become comparable only at the grain size 10 nmd < . 
 
4. Conclusions 
 
Summarizing, one can conclude that perturbation of both the temperature and the dislocation 
distribution, as well as of the grain size, can lead to restricted localization of the plastic flow. But 
they can not initiate the self-sustained process of the joint increase of corresponding parameter and 
of the localization degree, it means, they can not initiate the instability of plastic flow. 
Nonuniformity of acting stresses is the dominant factor of the localization of the plastic deformation. 
Therefore, the process of localization must substantially depend on the loading conditions and on 
the internal structure of the material (on the presence of inhomogeneities, pores, inclusions). 
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Abstract 
The application of Mg alloys is greatly restricted because of their poor plasticity, which is 
closely related with the texture formed during hot forming. In this paper, the texture 
evolutions in Mg-Al and Mg-RE alloy during extrusion have been investigated. The 
results suggested that the texture of Mg alloy extrusion bar and tubes could be weakened 
by Ce addition with small content, but it does not work when Al is also exists. Thus, the 
Mg-RE alloys exhibit much higher tensile elongation and good yield symmetry. The 
mechanism of texture weakening by RE addition is due to the solute effect, which could 
surpass the twinning and activated non-basal slip. 
 
Keywords: Texture, Mg-Al alloy, Mg-RE alloy, extrusion     

1. Introduction 

Deformation structures produced during high temperature extrusion of Mg rods recrystallize to 
produce a ring fiber texture with the c-axes of the grains perpendicular to the extrusion direction (ED) 
[1-2]. Such extrusions exhibit poor ductility and strong anisotropy [3] in their mechanical properties. 
Texture weakening or randomization is a desirable approach to get high ductility Mg alloys and a 
number of cases of weak or non-basal textures have been reported recently for Mg alloy sheets and 
extrusions [3-7]. Various authors have suggested that texture could be weakened via dynamical 
recrystallization during the processing with addition of Y, Ce and other rare earth elements. Mishra et. 
al [5] have shown that tensile ductility of extruded Mg-0.2wt% Ce is significantly enhanced due to 
texture randomization where the basal planes get oriented  at 40~50° to the extrusion direction (ED) in 
the recrystallized microstructure.  

Texture weakening in Mg alloy have been associated with various phenomena, including 
abnormal grain growth [8-9], particle-stimulated nucleation (PSN) [3, 6], particle pinning [10], solute 
drag [4],  dynamic strain aging [11] and heterogeneous deformation leading to ease of shear band 
formation [6-7]. To clarify the effect of RE-element addition on the recrystallization texture after 
extrusion and to optimize the processing conditions for producing random texture in the Mg alloy 
extrusions, the microstructures of Mg-Ce and Mg-Al-Ce alloy tubes or rods have been investigated in 
this study. The approach for developing wrought Mg alloys with texture randomization and 
strengthening via alloying is discussed on the basis of the results. 



 

2 
 

2. Experimental 

The materials studied in this work include nominally pure Mg (baseline), Mg-Ce, Mg-Al, and 
Mg-Al-Ce alloys. Unalloyed Mg and Mg alloy melts of about 100kg were prepared using 
commercially pure Mg ingots, pure aluminum and Mg-20%Ce master alloy in a steel crucible with 
SF6/CO2 protective cover gas. Billets of 75mm diameter and 230mm length were cast at about 700ºC 
into a permanent mold. The billets were preheated to 400 ºC for two hours and extruded in a Wellman 
Enefco™ 500-ton multipurpose vertical hydraulic press fitted with a circular die. Solid rods, 
approximately 15mm in diameter corresponding to an extrusion ratio (ER) of 25 were extruded using 
boron nitride lubricant at a billet speed of 10mm s-1 and air cooled.  

Metallographic samples were prepared by standard methods, and the polished samples were 
etched in a solution containing 20ml glacial acetic acid, 50ml picric acid, 10ml methanol and 10ml 
deionized water. The polished samples were examined by the scanning electron microscope (SEM) 
and electron backscattered diffraction (EBSD) in a LEO™ 1450 SEM operating at 20kV fitted with a 
TSL™ EBSD camera [5]. The compositions of the particles in the Mg alloys were analyzed by 
electron probe microanalysis (EPMA). EBSD scans were obtained using beam step size of 2mm and a 
camera length of 18cm from an area approximately 1mm x 1mm and at least three different scans 
from the same sample were collected to ascertain the repeatability of the results. The inverse pole 
figure (IPF) map, image quality map with the twin boundaries outlined, and the (0001), (10-10), and 
(1-210) pole figures were processed with TSL OIM commercial software.  

3. Results 

The original microstructure including of AZ31 and AM30 alloy tubes are showed in Fig. 1, the 
IPF map in Fig. 1a and 1b show crystallization occurred during extrusion and the grain boundaries 
among majority grains are high angle grain boundaries with their misorientation higher than 15°, and 
average grain size is 50mm for AZ31 and 30mm for AM30. Pole figure shows ring basal texture with 
their c-axes perpendicular to extrusion direction(ED) in the two samples, but the majority grain 
orientations can be divided into two groups: one with their c-axes approximately parallel to the radial 
direction (Called the RD component) and the other with their c-axes approximately parallel to the 
tangential direction (Called the TD component), which is the typical extruded tube texture. And the 
max texture intensity is 5.704 and 5.051 for AZ31 and AM30, respectively.  

The EBSD inverse pole figure (IPF) maps and corresponding (0001), (10-10), and (11-20) texture 
plots from as-extruded tubes of Mg-0.2Ce are shown in Figures 2(a) and (b). The differences in the 
texture between Mg-0.2Ce and AZ31, AM30 are evident from these figures. In the case of the Mg-
0.2Ce tubes, the c-axes of the grains are not normal to the extrusion axis but make an angle about 45° 
to the extrusion axis, as is evident from the texture plot in Figure 2(b). This is similar to what has been 
reported in Mg-0.2Ce rods [10]. As the RD component shows clearly, the TD component seems to be 
very weak. Besides, the tensile curve of as-extruded tubes of Mg-0.2Ce tube is shown in Fig.2(c) 
compared with that of pure-Mg. It can be seen clearly that with the addition of 0.2%Ce the ductility 
enhances a lot.  

With the addition of Ce and Al, the formability of the tubes and the macroscope of the tube are 
enhanced as showed in Fig. 3a. However, the deflection of the main texture seen in Mg-0.2Ce alloy 
did not occur in the case of Mg-3Al-0.5Ce alloy tube which can be seen in Fig.3 (b). The texture of 
Mg-3Al-0.5Ce is similar to that of AZ31. The tension and compression mechanical property are 
shown in Fig.3 (c). It can be seen that the strength of alloy increased a lot compared with Mg-0.2Ce 
but also exhibited the obvious yield asymmetry which can be seen widely in textured Mg alloys. And 
the elongation of Mg-3Al-0.5Ce alloy is about 20% which is lower than that of Mg-0.2Ce alloy. 

The effects of RE addition on the texture of extrusion rod were also investigated in this study. 
The texture of pure-Mg, Mg-0.2Ce and Mg-3Al-0.2Ce alloy rods are shown in Fig.4 in a same 
reference frame to get a flagrant contrast. For the Mg-0.2%Ce alloy, the texture altered from typical 
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ring basal texture as showed in Fig. 4a, but for the Mg-3%Al-0.2%Ce alloy rod, the texture is similar 
with that in AZ31 or pure Mg rod. 

Fig. 5 shows the backscattered electron micrographs along with the electron probe composition 
maps. The samples were taken from the longitudinal section (extrusion axis parallel to the sample 
plane). The results show that some particles in Mg-3%Al-0.2%Ce alloy have a composition close to 
Mg17Al12 phase an others with a composition close to Al11Ce3 are seen aligned along the ED [13]. By 
contrast, small intermetallic Mg12Ce phase particles [12] are distributed homogeneously in the Mg-
0.2Ce alloy. In addition, the electron probe maps of individual element compositions in Fig. 5 suggest 
that, in the Mg-0.2Ce, the solute Ce is distributed in the matrix while there is no measurable solute Ce 
present in the matrix of the Mg-3%Al-0.2%Ce sample.  

4．Discussion 

Deformed Mg acquires a preferred orientation or texture because deformation occurs on the most 
favorably orientated slip or twinning systems that reorient the grains [14]. The ring basal texture and 
rolling basal texture are almost universal in extruded Mg rod [2, 4, 15] and rolled Mg sheet [15-17], 
respectively, because of the basal slip and {10-12}extension twinning [18-19] dominating the 
deformation process. Fig. 6 shows IPF and PF maps of AZ31 tube compressed at room temperature to 
true strain of: (a) 0.01 (b)0.09 (C) 0.18. The figure shows that the {10-12} extension twinning resulted 
in the orientation altered during compression, in which the [0001] of twins is parallel to compression 
axis. That is the reason why the textures in AZ31 and AM30 tubes show TD and RD component as 
showed in Fig. 1. These textures are retained through the recrystallization stage. In this study, the Mg-
0.2 wt.% Ce alloy tube and rod exhibited non-basal texture after hot extrusion, e.g. the basal poles 
were rotated ~45° towards the extrusion direction (ED). A postulate is an idea that the deformation 
mechanism in Mg-0.2 wt.% Ce is different from that in pure Mg and AZ31, e.g. there is few twinning 
and more non-basal slip in Mg-Ce alloy system. 

In earlier studies of relationship between particle simulated nucleation (PSN) and 
recrystallization texture in Mg alloys, the weakening of the texture of WE54 alloy[3, 6] with 4wt% RE 
was ascribed to particle simulated nucleation or PSN. More recent studies [4] of Mg-1 wt.% Y alloy 
have showed significant texture-randomization even though this alloy is expected to contain very few 
particles [20]. Increasing the Mn content (i.e. particle) in AZ31 does not lead to changes in the sheet 
texture [21]. PSN alone cannot explain the different texture in AZ31 and ME10 alloy although both 
alloys contain particles [22]. In this study, weak or non-basal texture in the Mg alloy with 0.2 wt.% Ce, 
addition, and typical ring basal texture in the Mg-3 wt.%-0.2 wt.% Ce alloys are observed. 
Microprobe analysis for those samples (Fig. 5) indicated that there are many particles in Mg-0.2 wt.% 
Ce and Mg-3 wt.%Al-0.2 wt.% Ce alloys. The results suggest that particles are not necessary for the 
texture randomization in magnesium. 

Comparing the solute (Ce and Al) distribution in the Mg-0.2 wt.% Ce and Mg-3 wt.% Al-0.2 wt.% 
Ce (Fig. 5), Solute Ce is distributed in the magnesium matrix in Mg-0.2 wt.% Ce alloy, but Ce is 
exhausted by the Al11Ce3 particles and no solute Ce is found in the matrix in Mg-3 wt.%-0.2 wt.% Ce 
alloy. The difference suggests that Ce solute in the magnesium may be necessary for the texture 
randomization for the Mg-Ce alloys. Al solute does not affect the texture according to the 
microstructure in AZ31 alloy presented in Fig.1. The above results point to the fact that Mg alloys, 
which are solute-strengthened by Al addition will not benefit from texture modification for ductility 
enhancement but such addition can influence grain refinement in lean Al alloys when Al content is 
below solubility limit. Concurrent strengthening and texture modification in Mg alloys have been 
reported in Mg-Zn-Ce alloys where Zn-Ce intermetallics have not been reported [7, 24]. 

Solute drag is known to influence both the grain boundary mobility of different grain boundary or
ientations [14] and the recrystallization kinetics [23]. In this study, the grain structures in Fig.2 show 
more equiaxed grains and higher grain aspect ratio in the alloys with Ce in solution. This is consistent 
with Ce solutes influencing the boundary mobility due to solute drag to influence texture. Al solutes in
 magnesium do not affect the texture evolution during the hot extrusion as solute drag effect could be 
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absent at the temperature/strain rate combination present during extrusion. In Mg-3 wt.%-0.2 wt.% Ce
 alloy, the Ce and Al are tied up in Al11Ce3 phase and no Ce solute is present in the alloy, leading to th
e ring basal texture. The solute drag effect in Mg-RE alloy is discussed broadly however how the solut
e RE works on the deformation modes or recrystallization behavior is still confusion.  

5. Summary 

The texture evolutions in Mg-Al and Mg-RE alloy during extrusion have been 
investigated. The results suggested that the texture of Mg alloy extrusion bar and tubes 
could be weakened by Ce addition with small content, but it does not work when Al also 
exists. Thus, the Mg-RE alloys exhibit much higher tensile elongation and good yield 
symmetry. The mechanism of texture weakening by RE addition is due to the solute 
effect, which could surpass the twinning and activated non-basal slip. 
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Fig.1 The microstructure and texture of the as-received AZ31and AM30 alloy tube. (a) PF map of 
AZ31, (b) IPF map AM30 (c) Pole figure of AZ31 (d) Pole figure of AM30. 
 

 

 
Fig.2 (a) IPF maps, (b) corresponding (0001), (10-10), and (11-20) texture plots, and (c) tensile curve 

of as-extruded tubes of Mg-0.2Ce tubes 
 

(a) (b)

(c) (d)
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Fig. 3 Macroscope, texture and mechanical properties of Mg-Al and Mg-RE alloy tubes: (a) extruded 
tubes, (b) (0001) pole figure of Mg-3Al-0.5Ce alloy tube, (c) tensile and compression curve of Mg-

3Al-0.5Ce alloy tube 
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Fig. 4 (0001), (10-10) and (1-210) pole figures of Mg and alloys from the longitudinal section. TD 
refers to the tangential direction and ED to the extrusion direction. The sample surface normal is 
parallel to the radial direction: (a) unalloyed Mg, (b) Mg-0.2 wt.% Ce, (c) Mg-3 wt.% Al-0.2 wt.% Ce. 

 

 
 

 
Fig. 5 Microprobe analysis showing the backscattered images and the element distribution maps for 

Mg-3Al-0.2Ce alloy and Mg-0.2 Ce alloy. 
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Fig.6 IPF and PF maps illustrating the microstructure and texture evolution of AZ31 tube 
compressed at room temperature to true strain of: (a) 0.01 (b)0.09 (C) 0.18 and the max 

intensity of texture is 9.8, 8.4 and 13.9 respectively.  
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Abstract In the process of inelastic deformation, cyclic accumulation of heat flux transferred from 
plastic work under cyclic loading results in an increased work temperature. The heat softening 
effects of material properties and external heat source will produce more plastic work. The fraction 
between plastic work and heat generation per unit volume can be introduced as a coupled source for 
thermal-mechanical analysis. Such coupling might be important in a simulation in which extensive 
inelastic deformation is accumulated fairly rapidly under cyclic loading and the mechanical 
properties are temperature dependent. To investigate the couple effect among temperature, stress 
and deformation under cyclic loading, a coupled thermo-mechanically cyclic plasticity model 
combined nonlinear isotropic hardening and kinematic hardening was established firstly in 
thermodynamics frame at large deformations. And then, the proposed model was implemented into 
finite element code ABAQUS by combining the user subroutine UMAT and UMATHT. Finally, 
some numerical results show the proposed model can capture thermal-induced necking in tensile 
loading, and the isotropic and kinematic hardening and thermal softening under cyclic loadings.  
 
Keywords Inelastic heat generation, ratchetting, thermal softening, cyclic loading 

 

 

1. Introduction 
 
Elastic-plastic deformation behavior under cyclic loading has been investigated for some decades. 
Material models which describing macroscopic ratcheting response can be obtained within the 
framework of plasticity by combining the von Mises yield criterion with nonlinear kinematic 
hardening rules, e.g., the Armstrong-Frederick rule [1]. Some extended constitutive models of 
cyclic plasticity have been proposed to reasonably predict cyclic deformation behaviours of metal 
materials [2-6]. As a matter of fact, in the process of inelastic deformation, cyclic accumulation of 
heat flux transferred from plastic work under cyclic loading results in an increased work 
temperature. The thermal softening effect of material properties and external heat source will 
produce more plastic work The fraction between plastic work and heat generation per unit volume 
can be introduced as a source of coupling for thermal-mechanical analysis. However, the thermal 
effect induced by inelastic heat generation and its coupling with deformation were neglected in 
most ratcheting models. It is a reason that all the above-mentioned ratcheting models concern 
ratcheting in the context of small strains, the inelastic heat generation is neglectful small.  
 
Recent experimental observation found that the ratchetting strain is up to 50% in the low-cycle 
fatigue [7], and thermo-elastic-plasticity coupling analysis in actual engineering application has 
attract attention [8]. So ratcheting problem without shakedown needs to be addressed on a 
consistent thermodynamic and large deformation frame. The thermo-mechanically coupled effect 
only in monotonic loading case has been modeled by the thermo-mechanically coupling constitutive 
models [9-16]. Therefore, a thermo-mechanically coupling cyclic plasticity constitutive model 
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needs to be established and make it available in commercial finite element packages, such as 
Abaqus for structural analysis.  
 
In this work, a thermo-mechanically coupled cyclic plasticity model combined nonlinear isotropic 
hardening and kinematic hardening was established firstly in thermodynamics frame at large 
deformations. Further, the proposed model was implemented into finite element code ABAQUS by 
combining the user subroutine UMAT and UMATHT. Some numerical results were provided to 
validate the proposed model by simulating coupling thermo-mechanically behaviours under 
monotonic and cyclic loadings. 
 

 
2. Thermo-elastic-plastic constitutive model  
 
2.1. Deformation gradients 
 
If the total deformation of materials is enough small, the thermal effect deriving from inelastic 
thermal generation is not significant. Therefore, the proposed model is derived at large deformation 
based on the hypoelastic-plastic theory. To separate recoverable and plastic contributions of the 
deformation gradient, the multiplicative decomposition of the deformation gradient is used [17]  

pr FFF  , Ter FFF                               (1) 
 
where rF and pF represents the thermo-elastic recoverable contribution and the plastic contribution 
of the total deformation gradient, respectively [18]. For metal materials, rF describes the reversible 
distortion of the crystal, pF describes irrecoverable deformation, for instance dislocation 
movements. Moreover, eF and TF are the elastic and thermal parts of the deformation gradient, 
respectively. For most metal materials, the elastic and thermal strains are small, and the 
multiplicative decomposition may be approximated by an additive decomposition of velocity 
gradient tensor L [16] 
                               pTe LLLL                                   (2) 
 
The rate of deformation tensor is the symmetrical part of velocity gradient tensor L  

                 )(
2

1 TLLD                                   (3) 

2.2. Constitutive equations 
 
Using the symmetric part of velocity gradient tensor in Eq. (2), the additive decomposition of the 
total rate of deformation tensor is expressed as  

Tpe DDDD                                  (4) 
 
When we use the symmetric part of the velocity gradient with respect to current position and when 
the total elastic strain is always small compared to one. The rate of deformation decomposition is 
used in the form in almost all the inelastic constitutive models in finite element codes. 
 
If only isotropic materials are considered, the elastic part of deformation rate can be given as  

Itr
E

v

G
e )(

2

1 

 D                               (5) 

 
The thermal part of the rate of deformation tensor for isotropic materials can be expressed as 
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ID TT                                    (6) 
where is thermal expansion coefficient and I is unit second order tensor. 
 
At large deformation, an objective rate must be provided to state the objectivity of constitutive 
equations. The elastic stress-strain relation based on Jaumann objective rate can be written as 

: : ( )e e e p T   σ C D C D D D


                      (7) 
 

whereσ


is Jaumann rate of Cauchy stress, eC is four order elastic tensor. Considering von Mises 
plasticity combined isotropic hardening and kinematic hardening and temperature dependent 
material properties, the yield function is expressed as a function of stress, temperature and 
equivalent plastic strain:  

),( Tf p
y                               (8) 

The equivalent stress can be defined as 
1.5( ) : ( )   s α s α                              (9) 

 
whereα is deviatoric back stress and the deviatoric part of stress tensor s is defined as 

1
( )

3
tr s σ σ I                                    (10) 

 
Associated plastic flow is used to derive the plastic part of deformation rate: 

( )p p pf   
 


s α

D N
σ

                                 (11) 

 
where N is flow tensor of plastic strain and pε is the equivalent plastic rate defined as 

2
:

3
p p p  D D                                (12) 

 
The isotropic hardening can be regarded as an increasing size in yield surface. In general, an 
exponential hardening is adopted to describe isotropic hardening with a threshold value as follows 

0( ) ( ) ( )(1 exp( ( ) ))p
y y saT T Q T b T                              (13) 

 
where 0y is initial yield stress in the uniaxial loading at a reference temperature. The isotropic 

hardening parameters b and saQ are temperature dependent and can easily be calibrated by the 

uniaxial strain cycling at different temperatures. 
 
A successful and popular approach is to introduce several back-stresses, where each back-stress is 
governed by the Armstrong-Frederick type of hardening rule. These models can be united in the 
following form:  

1 2

2
( ) ( )

3
p

i i i ik T k T p α D α  , 
1

M

i
i

 α α                             (14) 

 
where 1ik and 2ik are linear kinematic hardening coefficient and dynamics recovery coefficient for 

superposed M back stress components, respectively. Difference in Armstrong-Frederick typed 
models causes by different expressions in 1ik and 2ik . The accumulated plastic strain rate p is 
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equal to the equivalent plastic rate pε according to J2 plasticity. 
 
According to the consistency condition, the differential form of Eq. (8) gives:  

: :
( ) ( )

f f f
f T

T

  
  
    

σ α
s α s α

                                                  (15) 

 
Combining Eqs. (7), (11) and (15), the accumulated plastic strain rate can be obtained as: 

( )2 1
: (2 : )

( ) ( )
y TG

p G T
H T H T T





  


N D N I                        (15) 

 
whereG is shear modulus, H is defined as  

3 iso kinH G k k                               (16) 

 
where isok and kink represent isotropic hardening and kinematic hardening behaviours, respectively, 

and can be given as 
( )y

iso p

T
k








                                     (17a) 

 1 2( ) ( ) :kin i ik k T k T  N α                                                                         (17b) 

 
Substituting Eq. (15) into Eq. (7) yields 

o ( )
: ( ) :

( )
yep e T

T T
H T T





  


σ C D I C N                      (18) 

 
where epC is elasto-plastic modulus of continuum solids and defined as follows 

24ep e G

H
  C C N N                          (19) 

 
2.3. Equation of energy balance 
 
The material system must be in thermodynamic equilibrium. The local form of the first law of 
thermodynamics can be expressed as 

( )pd
pc T W r J div     q                             (20) 

 
where detJ  F , pc is specific heat and it is temperature dependent material parameter. q  is 

thermal flux tensor, r is the internal thermal source, T is temperature. pdW  is the plastic 
dissipation term.  
 
The latent stored energy for cold worked mild steel and copper was measured [18], which was 
assumed that the stored energy was a constant fraction of plastic work. However, subsequent 
experiment [19, 20] show it is dependent on the accumulated strain. Therefore, the heat generation 
is assumed as the rate of the plastic work multiplied by a function  ( )p related to calculated plastic 
strain: 

( ) :pd pW p σ D                                 (21) 
 
According to Fourier’s law, the heat conduction in the isotropic material can be expressed as 
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xT  q k                                  (22) 

 
The conductivity tensor k is assumed to be an isotropic tensor, that is related to a scalar material 
parameter K  and Kk I .  
 
Combining Eqs. (20), (21) and (22), the energy balance equation can be rewritten as 

( ) : ( )p
pc T p r J div      τ D q                           (23) 

 
The general form of three-type thermal boundary conditions are expressed as 

01 2
: ( )s ss s

q h T T   q n                           (24) 

ss
TT 

3
                                  (25) 

 
These boundary conditions represent specified flux, convection and specified temperature on the 
respective parts of boundary, s1-s3. Here, h is the convection coefficient and n is the surface normal 
tensor. 
 

2.4. Solution method 
 
To solve thermo-mechanically coupling problem, coupled method and staggered method can be 
selected. The coupled method is more realistic even though it is computationally expensive due to 
involving handling of a large system of equations at every increment, which is necessary when a 
very large temperature gradient appears in an increment step. The staggered method have been 
improved to solve thermo-elasto-plastic problem [21], it is numerically convenient because it 
reduces the computational efforts significantly. In the work, the numerical treatment of coupled 
finite element analysis is based on the staggered solution scheme. The temperate fields are solved 
and as a known deformation field to apply in the deformation field, the temperature is updated as a 
common variable after iterating the two solutions until convergence. Moreover, a finite element 
implementation into finite element code, i.e., Abaqus, is also necessary for considering the thermal 
exchange with the around environment in thermo-mechanically coupled structural analysis. Based 
this purpose, the proposed model is implemented into Abaqus by combining user subroutine UMAT 
and UMATHT. The heat generation from plastic work is given by the heat generation rate RPL, 
which is related to plastic work and heat exchange factor . The deformation and temperature fields 
are solved simultaneously at a reference temperature.  
 
It is well known that the work done in a close loop is not exactly zero based on the 
hypoelastic-plastic frame. The stabilization with dissipated energy fraction option in the transient 
coupled temp-displacement analysis should be used to improve the convergence.  
 

 

3. Numerical examples 
 
3.1. Uniaxial tension 
 
In this section, a numerical example was provided to simulate typical thermo-mechanically 
coupling effect. Thermally triggered necking of solid bar has been studied in literature [22], which 
is considered as a consequence of thermo-mechanically coupling. A 4-node axisymmetric thermally 
coupled quadrilateral element CAX4HT is used for coupled temperature-displacement analysis, the 
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finite element mesh is shown in Figure 1(a). To capture the necking process more accurately, a 
dense mesh is used nearby central section the specimen and ALE mesh technique is applied in the 
same place. The total length of the bar is 60mm, the length of work segment is 30mm, the radius of 
transition circular arc is 4mm and the radius of work segment is 4mm. Convection is applied on all 
free surfaces for a physically realistic simulation, the h is chosen to be 20000Wm2/oC, which is a 
generally used value [16]. For rail steel used here [24], the heat exchange factor  and its relation 
with accumulated plastic strain is not known. And then the factor  is simplified to be a constant 

value 0.9. For isotropic hardening, b and saQ  are set to 0.25 and 100MPa. The upper end is fixed 

all freedoms and tensile velocity of 1mm/s is applied in the symmetrical plane. The surrounding 
temperature is assumed as room temperature 20oC. The maximum allowable temperature change 
per increment is set to 10oC. Total time 0.4s is used in the simulation and the automatic 
incrementation is used, the whole solution consist of 314 increment steps. Thermal-mechanical 
properties of the rail steel for the simulated specimen are given in Table 1. In the most quasi-static 
tension simulations, the increased temperature generated from plastic work is less than 100oC, and 
then only part parameters are present here.  
 
The equivalent stress, equivalent plastic strain and temperature were shown in Figure 1 (b), (c) and 
(d), respectively. It is found that necking can be reproduced successfully without any initial 
geometrical defect. Moreover, the temperature distribution is consistent with the equivalent plastic 
strain one, which shows that the temperature change causes by the plastic work. It must be noted 
that the isothermal analysis gives rise to a classical bifurcation problem, an initial defect must be 
introduced to trigger necking. However, the thermo-mechanically coupled problem is not a 
bifurcation problem, since inelastic heat generation gives rise to an increased temperature in the 
specimen and convection results in the non-homogeneous temperature distribution, which in 
combination with the thermal softening, triggers necking [23].  
 

Table 1. Thermo-mechanical properties used in simulations [24] 

T 

(℃) 

E 

(GPa) 

σy 

(MPa) 
v 

k1 

(GPa)
k2 

T 

(℃)

Cp 

(W/m-℃)

K 

(J/(Kg.C)) 
T(℃) 

α 

(1e-6)

24 213 483 0.295 22.7 200 0 59.71 420 0 9.89 

230 201 465.1 0.307 21.9 200 350 40.88 630 90 11.3 

 

 

(a)             (b)                   (c)                       (d) 

Figure 1. Finite element simulations for necking of a circular bar with kinematic hardening model at time 

0.4s: (a) the axisymmetrical finite element model with a symmetry plane (dot line); (b) the distribution of 
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equivalent von Mises stress; (c) the distribution of equivalent plastic strain; (d) the distribution of 

temperature    

 

The thermo-mechanical coupling effect results in a significant thermal softening effect as shown in 
Figure 2. The load decreases with an increasing displacement when thermal-induced necking occurs. 
It is noted from Table 1 that the rail steel used in the simulation has a relative hardening parameter, 
which results in a flat plastic flow when applied displacement is less than 2mm. 
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Figure 2. Force-displacement curve 

3.2. Cyclic loading 
 

In this example, thermo-mechanically coupling effect is investigated under cyclic stressing. An 
unsymmetrical stress cycling is applied in the symmetrical plane shown in Figure 1(a) and a total of 
30 cycles were calculated. Figures 3(a) and (b) show the stress-strain curves located inside and 
outside nodes of central section of specimen, respectively. S22 and LE22 are Cauchy stress and 
logarithmic strain along Y direction, respectively. It is shown that the strain inside node of central 
section is much more than strain in outside node, which results in a large hysteresis loop in inside 
node of central section, i.e., more plastic work is done. 
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Figure 3. Stress-strain curves along loading direction: (a) inside node in central section; (b) outside node in central 

section. 

 

Figures 4(a) and (b) show the accumulated plastic strain and temperature for inside and outside 
nodes in central section, respectively. It is found that more accumulated plastic strain appears in 
inside than outside nodes of central section. Corresponding, the temperature is higher for inside 
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node in central section due to conduction and convection. More accumulated plastic strain results in 
more inelastic heat generation; higher temperature result in more plastic strain due to thermal 
softening. It is the result the coupling among stress, deformation and temperature.  
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Figure 4. (a) accumulated plastic strain versus time and (b) temperature versus time located in different points. 

 

For rail steel used here [24], the heat exchange factor  and its relation with accumulated plastic 
strain are not known. However, the influence of the heat exchange factor on temperature field can 
be discussed by change the constant value of , as shown in Figure 5. The total simulated time is 

limited within 0.1s. It is shown that isotropic hardening contributes more large thermal effect than 
isotropic hardening when the heat exchange factor  is fixed as 0.9. If only kinematic hardening is 
considered, the more temperature change occurs with the increased the heat exchange factor  at a 

fixed time. More important is that the temperature is accumulated with the increased loading cycle. 
It implies that the inelastic thermal generation can be neglected at a large cyclic number, e.g., 
low-cycle fatigue, even though the plastic strain is not significantly large. 
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Figure 5. The curves of temperature versus time for isotropic hardening and kinematic hardening with 

different factors η 

 

4. Conclusions 
 
In the work, a thermo-mechanically coupling cyclic plasticity model with nonlinear isotropic and 
kinematic hardening was established at large deformations based on hypoelastic-plastic theory. The 
contribution of plastic dissipation to internal heat generation of materials was also addressed. The 
temperature dependent mechanical properties are employed. And then, the proposed model is 
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implemented into Abaqus by combining user subroutine UMAT and UMATHT. Transient coupled 
temperature-displacement finite element analysis was carried out to investigate 
thermo-mechanically coupled behaviours under monotonic and cyclic loadings. The thermally 
induced necking was reproduced without introducing any initial geometrical defect. The inelastic 
heat generation and, consequently, temperature are accumulated with an increased cyclic number, 
the interaction between deformation and thermal softening can be neglected, which should be 
addressed to constructing a more accurate model for predicting ratchetting at large cycles.  
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Abstract The metal foils indicate low level fracture strain compared with metal sheet. In this study, the free 
surface roughening is focused on to clarify the mechanism of ductile fracture for metal foils, since the ratio 
of surface roughness to thickness becomes larger compared with metal sheets. Materials used are pure copper 
and pure titanium foils and sheets with thickness of 0.05, 0.1, 0.3 and 0.5mm respectively. Free surface 
roughening and ductile fracture behavior are measured and observed under uni-axial tensile state. As a result, 
the surface roughening to thickness of metal foils with thickness of 0.05 and 0.1mm was larger than that of 
metal sheets with thickness of 0.3 and 0.5mm. To investigate the fracture behavior of metal foils, the fracture 
surface is observed by scanning electron microscope. For pure copper foils with thickness of 0.05 and 0.1mm, 
dimple pattern cannot be observed, while some dimples for metal sheets such as pure copper and pure 
titanium sheets with thickness of 0.3, 0.5mm and pure titanium foils with 0.05 and 0.1mm can be observed. 
As a result, the fracture type of metal foils divides broadly into two categories: existence dimple type for 
pure titanium and non-existence dimple for pure copper on fracture surface. In addition, the magnitude 
relation between the increase in ratio of surface roughness to thickness and strain hardening exponent n value 
would affect fracture strain level and existence or non-existence of dimple pattern on fracture surface. 
 
Keywords  Metal foil, Free surface roughening, Ductile fracture, Thickness 
 

1. Introduction 
 
Recently, micro metal forming process using metal foils is one of the promising approaches to 
fabricate micro stamping products such as micro shim, micro gasket, ultra thin valve for micro 
pump and parts for electric and medical devices. However, it is well known that the micro metal 
forming for metal foil with ultra thin thickness has problems on size effect. For example of the size 
effect, Fu reported that fracture strain decreases with decreasing thickness of specimen in uni-axial 
tensile test [1]. Thus, the metal foils in micro scale indicate different fracture behavior from metal 
sheet in macro scale. To clarify the fracture mechanism and to predict forming limit of metal foils 
are absolutely imperative for further development of micro metal forming. 
 
In our previous report, we focused on free surface roughening phenomenon as one of factors related 
to fracture mechanism of metal foils. It is well known that surface roughness on free surface with 
non-contact tool situation increases with plastic deformation during metal forming process. An 
inhomogeneous model has been suggested for prediction of free surface roughening [2, 3]. Our 
experimental works reported that the ratio of surface roughness to thickness of copper foils with 
ultra thin thickness becomes large compared with that of conventional sheets [4]. Thus, the free 
surface roughening of copper foils may affect not only local problem such as accuracy of products 
and frictional condition but also global deformation behavior such as necking behavior which is 
onset of fracture. Furthermore, we reported that the forming limit of copper foils in stretching 
forming cannot be predicted by conventional ductile fracture criterion [5]. Moreover, unlike general 
metal sheets, dimple pattern on fracture surface cannot be observed of the copper foil. However, the 
previous reports dealt with limited materials such as copper alloy. The discussion about fracture 
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mechanism of metal foils was not insufficient.  
 
In this study, we investigated the ductile fracture behavior and free surface roughening for not only 
pure copper foils but also various metal foils such as pure titanium foils. Influence of free surface 
roughening on ductile fracture behavior under uni-axial tensile state for metal foils was discussed 
experimentally.  
 
2. Materials and experiment 
 
Pure copper C1020-O and pure titanium TR270C-O foils and sheets with thickness t0 of 0.05, 0.1, 
0.3 and 0.5mm were used. The tensile test specimens were cut along the 0° to the rolling direction. 
In uni-axial tensile test, gage length was 10mm. A commercial tensile test machine was used for the 
tensile tests. Since a contact extensometer cannot be pasted for the metal foil, elongation was 
measured optically by using a video type non-contact extensometer. Tensile tests were conducted at 
room temperature and a strain rate of 1.6 × 10 -3 /s. To get repeatability of experimental result, 
tensile tests were performed 3 times. After tensile test, fracture surface was observed by scanning 
electron microscope (SEM). To investigate effect of free surface roughening on ductile fracture 
behavior, the surface roughness was measured by confocal laser microscope. Until material 
fractures, surface roughness is measured at same area in five stages. 
 
3. Results and discussion 
 
3.1. Effect of thickness on fracture strain and free surface roughening behavior 
 
Fig. 1 shows the effect of thickness on fracture strain obtained from uni-axial tensile test. Fracture 
strain decreases with decreasing thickness for all materials used as is the case in previous report [1]. 
In particular, the fracture strain of pure copper and pure titanium dramatically decrease from 
thickness of 0.3mm to 0.1mm. Thus, it is found that the thickness strongly affects fracture strain.  
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Figure 1. Effect of thickness on fracture strain in uni-axial tensile test 

 
 

To clarify why the fracture strain significantly decrease with decreasing thickness, the free surface 
roughening on specimen surface during uni-axial tensile test was investigated. Here, we used ratio 
of maximum surface roughness to thickness Rz/t, because it is not always true that the surface 
roughness similarly decreases with decreasing thickness. The thickness t during deformation is 
calculated by assumption of volume constancy law and isotropic material. Fig. 2 shows the ratio of 
surface roughness to thickness Rz/t during uni-axial tensile test. The ratio of surface roughness to 
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thickness for each material linearly increases with increasing plastic strain. In addition, most 
important part is that the slope of ratio of surface roughness to thickness Rz/t is completely different 
between sheets (t=0.3 and 0.5mm) and foil (t=0.05 and 0.1mm). Particularly, the slope of evolution 
of Rz/t is changing significantly from thickness 0.3 to 0.1mm. As a result, it is supposed that the 
decrease in fracture strain has some connections with slope of relative free surface roughening Rz/t. 
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Figure 2. Evolution of ratio of surface roughness to thickness during uni-axial tensile deformation 

 
 
3.2. Fracture surface observation 
 
To clarify the reason why the fracture strain changes significantly between thicknesses of 0.1 and 
0.3mm, the difference in fracture mode was investigated by observing fracture surface by SEM. 
Figs. 3 and 4 show the SEM images of fracture surface for pure copper and pure titanium foils and 
sheets.  
 

10μm 10μm 10μm 10μm

(a) t=0.5mm (b) t=0.3mm (c) t=0.1mm (d) t=0.05mm  
Figure 3. SEM photographs of fracture surface for pure copper 
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20μm 20μm 20μm 20μm

(a) t=0.5mm (b) t=0.3mm (c) t=0.1mm (d) t=0.05mm  
Figure 4. SEM photographs of fracture surface for pure titanium 

 
In Fig. 3, some dimples on the fracture surface can be observed for pure copper sheets with 
thicknesses of 0.3 and 0.5mm. Meanwhile, non-dimples were on fracture surface of copper foils 
with thicknesses of 0.05 and 0.1mm. Generally, it is known that nucleation and growth of voids 
during plastic deformation causes dimple pattern on the fracture surface. Therefore, for metal sheets 
with relatively thicker thickness of 0.3 and 0.5mm, ductile fracture is caused by nucleation and 
growth of voids. On the contrary, it can be guessed that the metal foils with relatively thinner 
thickness of 0.05 and 0.1mm were fractured by other mechanism except nucleation and growth of 
voids because of non-dimple pattern on the fracture surface. These results about the existence or 
non-existence of dimple pattern on fracture surface between metal foils and metal sheets had some 
connections with significantly change in fracture strain in Fig. 1 and free surface roughening in Fig. 
2. In the previous study, it was confirmed that the deep depth of surface defect purposely fabricated 
on the tensile specimen causes fracture at early tensile deformation stage [6]. Therefore, it would be 
considered that the evolution of free surface roughness causes similar effect of surface defect on the 
specimen. Thus, the fracture would be due to free surface roughening rather than nucleation and 
growth of voids inside the material. 
 
Meanwhile, the dimple pattern can be observed for pure titanium foils and sheets with thickness of 
0.05, 0.1, 0.3 and 0.5mm as shown in Fig. 4. The difference in fracture surface for pure titanium 
between foil and sheet cannot be confirmed seen in pure copper. Thus, it is guessed that origination 
of ductile fracture is not generated by free surface roughening but void nucleation and growth cause 
ductile fracture for pure titanium foils similar to general metal sheet, regardless the slope of relative 
free surface roughening is large for pure titanium foils as shown in Fig. 2. From these results, there 
are two fracture type of metal foils: pure titanium type with dimple pattern and pure copper type 
with non-dimple pattern on fracture surface. 
 
3.3. Discussion on ductile fracture mechanism of metal foils 
 
As described in section 3.1 and 3.2, it is found that the fracture type of metal foils divides broadly 
into two categories: existence dimple type for pure titanium and non-existence dimple for pure 
copper on fracture surface. To consider difference between both fracture types occurs for metal foils, 
we are focusing on not only the relative free surface roughening behavior and fracture surface 
observation described above but also basic material properties obtained from uni-axial tensile test as 
shown in Table 1. Material properties such as strain hardening n, K, ε0 for each material were 
obtained from swift type flow stress curve as shown in Eq. (1). 
       nK )( 0 εεσ +=   (1) 

In addition, we discuss necking behavior near fracture area as shown in Fig. 5. Generally, the 
occurrence of necking behavior is strongly related to strain hardening exponent n [7]. it is well 
known that the larger n value, the larger necking strain. 
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Table 1. Material properties obtained from uni-axial tensile test 

Material 
Thickness
 t [mm] 

n K [MPa] ε0 

0.05 0.56 671.2 0.022
0.1 0.54 602.6 0.026
0.3 0.46 524 0.014

Pure copper 

0.5 0.44 509.6 0.012
0.05 0.085 533 0.015
0.1 0.16 521.7 0.0063 
0.3 0.38 616.8 0.07 

Pure titanium 

0.5 0.33 604.1 0.05
 

1mm

Diffused Necking

(a) Pure copper (b) Pure titanium  
Figure 5. Photographs of necking area after uni-axial tensile test 

 
The strain hardening exponent n value of pure copper foil with thickness of 0.05mm in Table 1 was 
0.56, respectively, but n value of pure titanium foil with thickness of 0.05mm was 0.085. Thus, n 
value of pure titanium foil is smaller than that of pure copper foil. The fracture strain of pure copper 
foil with thickness of 0.05mm indicates very low value as shown in Fig. 1 in spite of large n value 
0.56. Additionally, it can be observed that the tensile test specimen of pure copper foil was fractured 
vertically to the tensile direction without diffused necking as shown in Fig. 5 (a). From these result, 
it is considered that the increase in the ratio of surface roughness to thickness causes 
inhomogeneous thickness distribution, which would lead to origination of fracture as a fracture 
mechanism of metal foil with non-dimple type such as pure copper. Originally, the pure copper foil 
with thickness of 0.05mm is supposed to indicate large fracture strain due to large n value, but 
fracture occurred before diffused necking because of increasing the ratio of surface roughness to 
thickness during deformation. Thus, it is considered that the void nucleated by occurrence of 
diffused necking is not growing in the specimen, and then the dimple pattern on fracture surface of 
pure copper foils with thickness of 0.05 and 0.1mm cannot be observed. 
 
Meanwhile, n value of pure titanium foil with thickness of 0.05mm is extremely low value of 0.085 
as shown in Table 1. Thus, it is confirmed that the necking strain indicates low level and the fracture 
occurs obliquely to the tensile direction as shown in Fig. 5 (b) after diffused necking. As shown in 
Fig. 2, the relative free surface roughening of pure titanium foils with thickness of 0.05 and 0.1mm 
is large as well as that of pure copper foils. However, in case of pure titanium foils with lower n 
value, it is supposed that the fracture occurs by necking along with metal sheet before effect of free 
surface roughening becomes marked. As a fracture mechanism of pure titanium foil, the occurrence 
of necking with lower n value is initiative of fracture of foils compared with relative free surface 
roughening. Therefore, the dimple pattern on fracture surface which is generated by nucleation and 
growing of voids after necking of pure titanium foil can be observed. 
 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-6- 
 

From these results, fracture mechanism of metal foil can divide broadly into two categories by the 
magnitude relation between the increase in ratio of surface roughness to thickness and strain 
hardening exponent n value, which would affect fracture strain level and existence or non-existence 
of dimple pattern on fracture surface. 
 
4. Conclusion 
 
In this study, the ductile fracture behavior and free surface roughening for various metal foils such 
as pure copper and pure titanium foils was investigated experimentally to clarify the general 
fracture mechanism of metal foils. As a result, the fracture type of metal foils divides broadly into 
two categories: existence dimple type for pure titanium and non-existence dimple type for pure 
copper on fracture surface. In addition, the magnitude relation between the increase in ratio of 
surface roughness to thickness and strain hardening exponent n value would affect fracture strain 
level and existence or non-existence of dimple pattern on fracture surface. 
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Abstract  Engineering a bimodal grain size distribution in nanostructured materials has been proved to 
effectively achieve both higher strength and higher ductility. In these materials, large grains provide 
hardening ability and small grains provide larger yield stress. Accounting for the contributions of 
microcracks which nucleate in the nano/ultrafine grained phase and stop at the boundary of large grains 
during the plastic deformation, a mechanism-based plastic model is developed to describe the strength and 
ductility of the bimodal metals. The strain-based Weibull probability distribution function is utilized to 
predict the failure behavior of the bimodal metals. With the aid of the modified mean field approach, the 
stress–strain relationship can be derived by combining the constitutive relations of the nano/ultrafine grained 
phase and the coarse grained phase. Numerical results show that the proposed model can completely describe 
the mechanical properties of the bimodal metals, including yield strength, strain hardening and uniform 
elongation. The predictions are in good agreement with the experimental results. These results will benefit 
the optimization of both strength and ductility by controlling constituent fractions and the size of the 
microstructures in materials. 
 
Keywords  Bimodal grain size distribution, Strength, Strain hardening; Ductility, Weibull distribution 
 
1. Introduction 
 
Nanostructured and ultrafine-grained metallic materials have been observed to perform outstanding 
physical and mechanical properties. One of the most remarkable improvement is the superior 
mechanical strength compared to those of corresponding coarse-grained counterparts [1]. Therefore, 
these materials have been of significant interest and the key importance in designing lighter and 
stronger structures. So far, there have been several strategies to obtain the higher strengthening 
materials, including refining grain size, solid solution alloying and plastic straining [2], but these 
materials perform the disappointingly low tensile ductility. Due to this fact, the simultaneously 
higher strength and ductility in metals and alloys are expected and have emerged as the essentially 
challenging issue in the application of the nanostructured metals. In the past ten years, several 
alternative approaches are addressed to achieve the higher strength with keeping the high ductility, 
such as by generating the internal boundaries such as nanotwins in polycrystalline metals [3], or 
mixing the various sizes of microstructures in nanostructured materials [4-5].  
 
The bimodal grain size distributions in nanostructured metals/alloys, which is considered as an 
effective approach to obtain the higher strength with good ductility, were first studied 
experimentally by Wang et al [4] and Tellkamp et al. [6] respectively. Their observations showed 
that such kind of nanostructured metals/alloys have higher strength and high ductility 
simultaneously. After these pioneering works, the subsequent various experiments and theoretical 
studies are carried out to investigate the mechanical performance in bimodal nanostructured metals 
and alloys [7-9]. These experiments demonstrated that the nanograins or ultrafine grains contribute 
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to the higher strength and the higher ductility is attributed to the coarse grains. For the fracture in 
bimodal metals/alloys, there exist some explanations to shed some lights into the possible 
mechanism of failure. The cavitations in nanograin/ultrafine phase, necking in coarse grains and 
shear localization are responsible for the fracture in bimodal metals [10-12]. Besides of that, the 
cavitations and microcracks play an important role in the improved ductility of the bimodal 
metals/alloys, which have been indentified further by the recent experiments [13]. The predictions 
of mechanical behaviors in bimodal metals/alloys have become a key issue to optimize the grain 
size distribution and the volume fraction of continents in bimodal metals/alloys for desiring the high 
strength and high ductility. So far, there are several works to develop the theoretical model for 
predicting the constitutive behavior and the failure properties of bimodal metals/alloys [14-15]. 
 
It has been demonstrated in experimental observations of tensile deformation in bimodal materials 
that the nanoscale voids or nano/microcracks lead to the modification of stress and strain for the 
plastic deformation. The objective of the present paper is to introduce the mechanism-based plastic 
model for bimodal metals in which the impacts of the microcracks generated during plastic 
deformation in bimodal materials on the mechanical properties are accounted for [16]. The bimodal 
copper is selected as an example to predict the corresponding mechanical behavior of bimodal 
metals. The weibull probability distribution of nan/microcracks is analyzed in the simulations. 
Numerical results show that the developed plastic model of bimodal metals can describe the 
mechanical properties of bimodal copper completely.  
 
2. A Set Up of Model 
 
The nanostructured metal with bimodal grain size distribution is considered as the composite metals 
consisting of the nanograined matrix phase and the course grained phase, as shown in Fig. 1. Since 
the grain boundaries have great contribution on the mechanical properties of nanocrystalline 
materials, the strain gradient in GBDPZs are involved in the proposed model to capture the effects 
of grain boundaries on the plastic deformation. Therefore, the mechanism-based strain gradient 
plasticity [17] is adopted here to describe the stress-strain response in each constituent of bimodal 
metals. A summary of the formulation is provided in the following. The strain rate ε can be 
decomposed into its elastic and plastic parts, 

e pε = ε + ε                           (1) 
The elastic strain rate is obtained from the stress rate in the linear elastic relation as 

:eε M σ                         (2) 
where M  is the elastic compliance tensor.  The plastic strain rate is proportional to the deviatoric 
stress 'σ  based on the conventional J2-flow theory of plasticity, given as 

p
p

e

3ε '
2

ε σ
                           (3) 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-3- 
 

 

Bimodal metals Nano/ultrafine grains Coarse grains

       Matrix phase
(nano/ultrafine grains)

Coarse grain phase  
Fig. 1 Schematic drawings of bimodal grain size distributions in polycrystalline materials with 
assumption of the composite mixture model. 
 
Here, ' / 3ij ij kk ij      and 3 ' ' / 2e ij ij    is the von Mises equivalent stress. pε is the 
equivalent plastic strain rate which is determined by 

0mp e

flow

σε =ε[ ]
σ

                           (4) 

in which ε 2ε ' ε ' / 3ij ij    is the equivalent strain rate and ε ' ε ε / 3ij ij kk ij    . 0m  is the 
rate-sensitivity exponent and flowσ  is the flow stress which will be addressed in the coming 
subsections for coarse grain and nano/ultrafine grains respectively. Eqs. (2)-(4) then establish the 
triaxial constitutive relation for the constituents in bimodal metals. 
 
In the coarse grains, the surface-to-volume ratio of the grain boundaries is low enough to neglect its 
contribution on the plastic deformation. The primate deformation mechanism is dominated by the 
intragrain dislocation-mediated interaction which can be described by the Taylor evolution law. 
Thus the flow stress of the coarse grain can be expressed as    

0flow bM b                                               (5) 

Here,  , and M are the empirical constant, the shear modulus and the Taylor factor, respectively. 
0 is the lattice friction stress and b  represents the back stress .  denotes the density of 

dislocations in grains which can be determined by the Kocks-Mecking’s model [40]. According to 
Kocks and Mecking’s model, the density of dislocations in the crystal interior obeys the evolution 
law with plastic strain, which allows for competition between accumulation and annihilation by 
dynamic recovery [18].  
 
For the flow stress in the nano/ultrafined grains phase, the isotropic strain hardening is involved in 
the flow stress that is in consistency with the one in coarse grains described by Kocks-Mecking 
model, while the back stress with respect to the kinematic strain hardening is excluded in the 
nano/ultrafine grains phase. Then, the flow stress of the matrix phase can be expressed by 

 0flow I GBM b                                   (6) 
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in which the Taylor term in the flow stress is relevant to the dislocation densities in crystal interior 
and the GBDPZ. The density of dislocations in the GBDPZ can be expressed by 

GB GB GB
GB

GB
Cell

n k
V b
                              (7) 

Here, 6 /GB GB
GBDPZ Gk d d . 

 
2.1. Impact of nano/microcracks 
 
As the appearance of microcracks indicates, the number of dislocations stopped at the grain 
boundaries or around the cracks is increased. These dislocations pile up along the grain boundaries, 
impeding the movement of dislocations and ultimately resulting in back stress effects that must be 
taken into account during the plastic deformation in the nano/ultrafine-grained phase. Thus, the 
constitutive relation of the nano-grained phase will involve the back stress term in the flow stress 
expression. The flow stress in this phase is rewritten as  

             *
0flow I GB bM b         ,                                 (8) 

where *
b  is the microcrack-induced back stress. The microcrack-matrix-effective-medium 

approach is utilized here to model the overall stress and strain in the nano/ultrafine-grained phase of 
the bimodal metals. The representative volume element (RVE) is often applied to account for the 
crack orientation statistics in the composite mechanics. The RVE boundary is subjected to tractions 
in equilibrium with a uniform overall stress of   and the average strain in a solid with 
microcracks is consistent with regular and singular parts as 

m cε = ε + ε ,                                        (9) 
where mε and cε denote the matrix strain averaged over the RVE and the microcrack-induced 
variations in the overall average strain, respectively. If the matrix satisfies to be linear elastic, the 
matrix strain can be written as : m mε M σ . Because the microcracks generated during the plastic 
deformation of the bimodal metals are supposed to be parallel, the corresponding effective moduli 
are as follows:   

2
1 10 0

1 0 12 0
0

16(1 ) 8(1 )[1 ] ; [1 ]
3 3(1 / 2)

v vE E G G
v

   
   


.         (10) 

Please note from Eq.(15) that the effective moduli of the bimodal metals are associated with the 
density of microcracks in the materials. Experiments have revealed that the number of microcracks 
in the bimodal metals increased during the plastic deformation, suggesting that the density of 
microcracks in the bimodal metals is sensitive to the applied stress or strain. From this perspective, 
the strain-based Weibull distribution function with respect to the plastic strain is adopted here to 
character the number of microcracks. Thus the density of microcracks can be expressed as 
following 

0 0( ) (1 ( ))W W pP f f                              (11) 

Here, 0 is a constant; 0( ) exp( ( / ) )m
W p pf     is the strain-based Weibull distribution function in 

which 0  is the reference strain and m  is the Weibull modulus. 
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2.2. Composite model 
The composite model derived from the modified mean-field approach involves the Hill’s 
recognition of a weakening constraint power for plastic deformation [19]. However, the flow stress 
in the following derivation is substituted by those in the nano/ultrafine-grained phase and the 
coarse-grained phase, respectively, both of which will be derived in the next section. Thus, the 
secant Young’s modulus and secant Poisson ratio of the ith phase can be expressed by  

0

( ) ( )
( ) ( ) ( )

( )( ) ( ) ( )
m 111

( ) ( )

1 1, ( )
2 21 ( )

i S i
S i S i i

ii i i

i i
flow flow

E EE v v
E E
 



   


 ,                          (12) 

Throughout this paper the matrix will be indicated as phase 0 and coarse grains as phase 1. ( )iE and 
( )iv denote the Young’s modulus and the Poisson’s ratio of the ith phase, respectively. The 

corresponding secant bulk and shear moduli of the ith phase are taken to satisfy the isotropic 
relations as ( ) ( ) ( ) ( ) ( ) ( )/[3(1 2 )], /[2(1 )]S i S i S i S i S i S ik E v E v    , respectively. Suppose that the 
composite is subjected to a boundary-displacement with a uniform strain ε , the relationship 
between the hydrostatic and deviatoric strains of the constituent phases and those of the composite 
are as follows [19]:  

(0) (0) (1)0 1 0 0 0 1 0 1 0 1

0 0 1 0 0 0 0 1 0 0 0 0 1 0 0

(1) (1)0 0 0 0 1

0 0 1 0 0 0 0 1 0 0 0 0 1 0 0

( ) ( ),
( ) ( ) ( )

,
( ) ( ) ( )

s s s s
p

kk kk ij ij ijs s s s s s s

s s
p

kk kk ij ij ijs s s s s s s

c
c c c

c
c c c

            
           

       
           

     
     

   
     

(1)

 ,       (13) 

where the mean stress components of the matrix phase and inclusions are given by 
(1)

0 1 0 0(1) (1)1
0

0 0 1 0 0 0 0 1 0 0

(1)
0 0 1 0 0 1 0 1(0) (0)0 1 0 0

0
0 0 1 0 0 0 0 1 0 0
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s s s s s ps
ij ij

kk kk ijs s s s

c
c c

c
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.         (14) 

Here, if is the volume fraction of the ith phase and  and are the components of Eshelby’s tensor 
for spherical inclusions, as follows:  

0 0
0 0 0 0 0

0 0

1 2(4 5 )( , ), ,
3(1 ) 15(1 )

s s
s s s s s

s s

v vS with
v v

    
   

 
.                      (15) 

Therefore, the dilatational and deviatoric stresses and strains of the composite are connected by 

1 1 0
0

0 0 1 0 0

(1)1 1 0 1 1
0
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.                (16) 

To get an accurate description of the grain size-dependent local interaction and behavior in each 
phase, the grain size statistical distribution is frequently used to characterize the grain size 
distribution. Here, the grain size distribution in each phase is supposed to follow a Rayleigh 
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distribution with one parameter, instead of the log-normal distribution, for simplicity [20]. 
 
3. Numerical results and discussion 
 
We now apply the developed models to predict the mechanical and failure behaviors of bimodal 
coppers, and then make comparisons with experimental results of bimodal coppers [4]. In the 
proposed composite mixture model, the matrix phase and coarse grain phase have equal elastic 
properties. These and other material parameters used in calculation are adopted in Ref [21]. For the 
sake of predicting the stress-strain relation of bimodal copper, the constitutive behavior in the 
matrix phase and coarse grain phase must be captured firstly. With the aid of the proposed 
constitutive relations, the stress-strain curves of matrix phase with average grain size as 300nm and 
coarse grain phase with mean grain size as 2μm are given in Fig.2a and Fig.2b respectively, by 
adopting the corresponding parameters. The corresponding experimental results are also plotted in 
Fig.2. Due to that the strain gradient is involved in the ultrafine or nanograins phase to describe the 
contribution of grain boundaries on the deformation mechanism, a reasonable value of strain 
gradient is provided to fit the experimental data. Note that the prediction can be in good accord with 
the measurements shown as in Fig.2a. For the coarse grain phase, the isotropic and kinetic strain 
hardening are both taken into account in the proposed constitutive relation and the calculated results 
can be agreeable very well with the experimental results (Seen in Fig.2b). After indentifying the 
constitutive relation in matrix phase and coarse grain phase, we then can simulate the stress-strain 
response in the framework of the proposed composite model involving the contributions of the 
microcracks. Fig.3 plots the predicted results based on the proposed model and the experimental 
data for bimodal copper are also reproduced in the figure. Here, the initial crack density 0 is given 
as 0.04 and the Weibull modulus m as 10. It can be clearly noticed that the proposed model can 
capture very well the mechanical behavior in bimodal copper, the agreement between the 
simulations and the experiments is quite good not only in the yield stress but also in the strain 
hardening and the elongation at the ultimate strength.  
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Fig. 2 Comparison of the stress-strain relationship between the experiments and theoretical results 
of coppers for the ultrafine/nanograins and the coarse grains 
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Fig. 3 Comparison of the stress-strain relationship between theoretical results and experiments for 
the bimodal Cu[8] 
 
Owing to that the matrix grain dominates the high strength of the bimodal coppers and the 
inhomogeneous microstructures induces various mechanisms of strain hardening, we then further 
examined the dependence of the volume fraction of coarse grains on the mechanical response in 
bimodal copper. we plot the strength vs. uniform elongation with dependence of the volume fraction 
of coarse grains for the Weibull modulus as 3, 6 and 12 in Fig.4. It is worth to note from the figure 
that the strengths, including yield strength and ultimate strength, is weakened while the ductility is 
improved with the increment of the volume fraction of coarse grains. For the various Weibull 
modulus, the ductility increases with the increment of the Weibull modulus, and the slope of the 
curves for three different Weibull modulus are quite different with each other. It is also interesting to 
find from Fig.8 that the yield strength is independent on the Weibull modulus while the ultimate 
strength becomes smaller with decreasing the Weibull modulus.  
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Fig. 4 Relationship between the strength and uniform elongation with different Weibull modulus for 
bimodal copper (dulf= 300nm, dcg= 2000nm) 
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We further plot the curves of failure probability varied with the failure strain from the strain-based 
Weibull distribution function for the nanograined copper, coarse grained copper as well as bimodal 
coppers in Fig.5a. Inspired by the experimental observations, the characteristic strain 0  is adopted 
approximately as the measured uniform elongation. The Weibull modulus for the coarse grains and 
nano grains are determined by fitting the experimental results and the ones for bimodal cases are 
obtained by comparing with experiments. It can be found from the figure that the curves of bimodal 
cases are all located in the region surrounded by the curves of nanograins and coarse grains. The 
curves of bimodal copper with volume fraction of coarse grain as 45% and 83% in Li’s 
measurements [9] are close to the one of the nano grains. It means that the failure properties of 
these two cases perform in an obvious brittleness comparable with nanocrystalline metals. The 
curve of the bimodal copper achieved by Wang et al [4], however, approaches the one of the coarse 
grains as well as the one with coarse grain fractions as 98% [9]. Under the same reference strain, the 
variability of the failure strain with a large Weibull modulus is less than the one with a small 
Weibull modulus, as shown in Fig. 9b. It means that, suppose the reference strain in the bimodal 
metal of 0.45cf  to be 30%, the limited measurements of corresponding case in Ref.[9] can be 
included in the reasonable failure probability which is determined by the sufficient data of measured 
samples. 

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

(a)

 nanograins A[7]



m=1)

 nanograins A[4]
         (


 m=1)

 coarse grains A[7]
         (


m=12)

 coarse grains B[4]
         (


 m=12)

 Bimodal A[4]
         (


 m=10,f

cg
=25%)

 Bimodal B[7]
         (


 m=1.8,f

cg
=45%)

 Bimodal C[7]
         (


 m=2.5,f

cg
=83%)

 Bimodal D[7]
         (


 m=3.5,fcg=98%)

 

 

Fa
ilu

re
 P

ro
ba

bi
lit

y 
P

Failure strain
0.01 0.1 1

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

(b)

 nanograins A
m=1)

 coarse grains B
         ( m=12)

 Bimodal A
         (m=10)

 Bimodal B
         (m=3) 

 Bimodal A
         ( m=10)

 Bimodal B
         ( m=3)

 

 

Fa
ilu

re
 P

ro
ba

bi
lit

y 
P

Failure strain

 
Fig. 5 The failure probability varied with failure strain with different Weibull modulus and a given 
volume fraction of coarse grain in bimodal copper. 
 
4. Conclusion 
 
In this paper, a micromechanics-based model, which has been developed in the previous authors’ 
work, is introduced to investigate the mechanical behaviors of polycrystalline coppers with bimodal 
grain size distribution, accounting for the microcracks generated during plastic deformation.. 
Because of the appearance of the microcracks in the bimodal metals, the local mechanical 
properties are modified completely. After indentifying the related parameters in the developed 
model, the stress-strain response of the bimodal copper are predicted to make a comparison with the 
corresponding experimental results. The present numerical results reveal that the proposed 
micromechanical model can be utilized to describe the mechanical behavior of bimodal metals 
completely and successfully and to be expected to predict the mechanical properties such as the 
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yield stress and ductility. The predictions based on the proposed model are agreeable very well with 
the experimental data of bimodal copper. The results with respect to the Weibull modulus of 
microcrack density suggest that the bimodal metals will have good ductility with higher Weibull 
modulus which can be considered to be associated with the microstructures in the materials. The 
results in this paper will shed some lights on optimizing the distribution of microstructures and the 
grain size in polycrystalline materials to promise the achievement of higher strength and higher 
ductility in polycrstal metals or alloys. 
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Abstract  Suppose the particles in with volume fraction c in an RVE of a particulate composite are 
separated into two groups, with volume fractions (1--1)c and c/ over the RVE, respectively, a combined 
self-consistent and Mori-Tanaka approach is proposed for the evaluation of the effective elastoplastic 
property of particulate composites. The particles in Group I and the original matrix form a fictitious matrix, 
and its mechanical property is determined with the self-consistent scheme. The RVE of the composite 
consists of the fictitious matrix and Group of particles, and its mechanical property is determined with the 
Mori-Tanaka scheme. The conventional Mori-Tanaka scheme and self-consistent scheme can be obtained as 

the two limit cases as  =1 and  =∞, respectively. The constitutive behavior of the particles in Group I is 

identical with that in Group II. The effective elastoplastic behavior of some typical particulate composites is 
evaluated, and the comparison with the experimental results demonstrates the validity of the proposed 
approach. The induced λ can serve as a parameter related to the actual property of composites and identified 
by experiment, for a more accurate evaluation of the effective elastoplastic property of particulate 
composites. 
 
Keywords  Particulate composite, Elastoplasticity, Effective property, Mean-field approach 
 

1. Introduction 
 
The overall property of a composite is governed by the properties of their constituents and the 
microstructures. In order to achieve the desired property of a composite, an appropriate approach 
for the evaluation of the overall property of the composites is essential. Many micromechanics 
approaches have been developed [1-8] and extensively used to evaluate the effective properties of 
composites. The homogenization approaches have also been developed for the evaluation of the 
elastoplastic or elastoviscoplastic properties of composites [9-11]. 
 
It has been shown that there might be a big gap between the effective properties of a composite 
obtained respectively with the conventional Mori-Tanaka scheme and the conventional 
self-consistent scheme [12]. Since both schemes are extensively used in the evaluation of the 
effective property of composites, a question one may ask is whether one can evaluate more 
accurately the effective property of a composite with the combination of these two schemes. A 
combined self-consistent and Mori-Tanaka approach was proposed by Peng et al [13] for the 
evaluation of the effective elastic property of particulate composites. It was shown that the 
conventional Mori-Tanaka scheme and self-consistent scheme can be obtained as the two limit 
cases of the approach. The effective elastic properties of some typical particulate composites were 
evaluated and compared with experimental results, and the satisfactory agreement between the 
computed and the experimental results demonstrates the validity of the proposed approach. 
 
In this article, the combined self-consistent and Mori-Tanaka approach [13] is extended to the 
evaluation of elastoplastic properties of particulate composites. The effective elastoplastic responses 
of some typical particulate composites are analyzed and compared with experimental results. 
 
2. Extension of Combined Self-consistent and Mori-Tanaka Approach 
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An RVE of a particulate composite consists of the matrix of mechanical property Lm and particles 
of mechanical property Lc with total volume fraction c. The particles are separated into two groups 
by introducing a parameter λ (λ ≥ 1): Group I contains particles with total volume fraction 

1(1 )c  over the RVE, and Group II contains particles with total volume fraction c/λ over the 
RVE. The effective elastoplastic property of the composite can be determined by two steps: in the 
first step, the particles in Group I are embedded in the original matrix to form the fictitious matrix 
(with equivalent particle volume fraction ĉ ), and the elastoplastic property of the fictitious matrix, 
ˆmL , is determined with the self-consistent scheme; and in the second step, the particles in Group II 

are further distributed randomly in the fictitious matrix to form the RVE, and the effective 
elastoplastic property of the composite, L , is determined with the Mori-Tanaka scheme, the 
particle inclusions in Group II should be necessarily sufficient to meet the requirement of the 
application of the Mori-Tanaka scheme. 
 
Suppose the volume of the RVE is V, the volume of the original matrix is (1 )mV c V   and the 

volume of the particle inclusions in Group I is 1(1 )cV , the volume of the fictitious matrix is 
1

(1ˆ ) (1 )m m

c
V cV VV

 
    , and the equivalent volume fraction of the particles in the fictitious 

matrix is 
11 1

ˆ (1 ) (1 ) (1 )c cV cV c V c
c


  

         
. (1) 

 
In the first step, making use of the Hill’s self-consistent scheme, the elastoplastic tensor of the 
fictitious matrix can be determined as follows by averaging the stress rate field over m̂V , i.e.,  

ˆ ˆ ˆ(1 )m m m c cc c    L L A L A , (2) 

where           * 1 * * 1 *ˆ ˆ[ ] [ ] [ ] [ ]c c m m m m      A L L : L L A L L : L L, , (3) 

and                              * 1
4

ˆm  L L : S I . (4) 

ˆmL relates the stress rate ˆ mσ and the strain rate ˆmε of the fictitious matrix by 

ˆ ˆˆ :m m mσ L ε  , (5) 

and the stress rate and the strain rate in the original matrix and the particles are determined with 

ˆ: , : ,

ˆ: , : .

c c m c c c

m m m m m m

 

 

ε A ε σ L ε

ε A ε σ L ε

   

   
, (6) 

In the second step, making use of the Mori-Tanaka scheme and keeping in mind that the RVE of the 
material is composed of the fictitious matrix and the particle inclusions in Group II (with total 

volume fraction c/λ) and the domain for averaging strain (or stress) is ˆ m c
V V V


  , the 
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corresponding expression can easily be obtained as 

                     ˆ ,c c m c c c ε A : ε σ L : ε    ,  (7) 

where             * 1 * ˆ] :[ ]c c m  A [L L L L   ,  with   * 1
4

ˆ ( )m  L L : S I , (8) 

                  
1

ˆ ˆ : : 1m c m c cc c c

  


          

L L L L A I A  , (9) 

:σ L ε  , (10) 

1

ˆ 1 : .m cc c

 


        

ε I A ε   (11) 

It can be seen easily by comparing Eq. (8) with Eqs. (3) and (4) that * *L L  so that c cA A , 
indicating that the response of the particles in Group I given by Eq. (6) is identical with that of the 
particles in Group II given by Eq. (7). This fact, on one hand, implies the consistency of the 
constitutive behavior of the two parts of the particles in the extended approach, and on the other 
hand, brings convenience to the corresponding analysis. 
 
Eqs. (9) and (11) can be reduced to the results of the conventional Mori-Tanaka scheme if λ =1 

(noticing that if λ=1, there would be no particles in the fictitious matrix), ˆm mL L . If λ is 
sufficiently large so that c/λ→0 (implying that there would be no particles in Group II), one obtains 

ˆmL L  (Eq. (9)), ˆm ε ε  (Eq. (11)), so that ˆ m σ σ   (Eqs. (10) and (5), noticing that 0σ σ   in 
the Mori-Tanaka scheme), the extended approach is reduced to the conventional self-consistent 
scheme. 

 
Thus, it is known that the conventional Mori-Tanaka scheme and the conventional self-consistent 
scheme can be obtained as the two limit cases of the proposed approach as λ=1 and λ=∞, and the 
variation of λ may provide the evaluation of the elastoplastic property varying between the result 
given by the Mori-Tanaka scheme and that given by the self-consistent scheme. In practical 
application, the introduced λ may serve reasonably as an adjustable parameter that can be associated 
with the actual properties of composites and determined by experiment. This is important because 
the mechanical properties of composites are affected by many factors such as compositions, 
microstructures, internal constraints, etc., and the fabrication of composites may inevitably involve 
various unexpected factors that also strongly affect the overall property of the composites. The 
effects of these factors could be comprehensively considered with λ. 
 
3. Constitutive Model and Numerical Algorithm 
 
3.1. Elastoplastic constitutive equation 
 
Assuming both constituents of a composite are initially isotropic and plastically incompressible, in 
the case of isothermal and small deformation, the following incremental form of the elastoplastic 
relationship can be obtained [14] 
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                                               ( ) ( )p
nz A z z   s e B  (12) 

where s and ep are deviatoric stress and plastic strain, respectively,  

                         
3

1
r r
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1
，  nz z z  ,  (14) 

z is generalized time that is non-negative and increases monotonically during any plastic 
deformation in terms of the following definition 

                     
)(zf

z


  ,         2 p p   e e: ,          (15) 

f(z) is a hardening function, Cr and αr (r =1,2,3) are material constants. The deviatoric elastic 
relation is 

                           
G

p

2

s
ee


    (16) 

where e is deviatoric strain tensor and G is shear modulus. The volumetric constitutive relation can 
be expressed as 

( ) 3 ( )tr Ktrσ ε      or     ( ) 3 ( )tr Ktr  σ ε ,  (17) 

where and are stress and strain tensors, respectively, and K is bulk modulus. Rewriting Eq. (15) 
as  

                           p
p

zf
z e

e





 :
2

   (18) 

and making use of the following relationships 

   
2)(

3

1
Iσσs  tr     2)(

3

1
Iεεe  tr ,  (19) 

where I2 is the identity tensor of rank two, the incremental constitutive equation can be derived 
from Eqs. (12), (16) and (17) as [14] 

                                  : σ L ε , (20) 

where            
2

4 2 2 2 2

2 (2 ) 1
2

3 (2 ) ( )

p

p p

G
 G K G
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 L I I I B
         

, (21) 
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with                     
2p

GA
G

G A



,    

zfGA
a

p





2)2(

:
1

eB . (22) 

If the particles are assumed linearly elastic, the constitutive relationship of the particles can easily 
be obtained as follows by ignoring the terms related to plastic deformation and noticing that for 
elastic material, A is sufficiently large and Gp tends to G (Eqs. (22) and (21)) 

4 2 2

2
2

3
 G K G L I I I

     
 

. (23) 

Eq. (20) can be specified as follows for the matrix and the particles in a particulate composite 

 :m m m σ L ε     and     :c c c σ L ε  (24) 

 
3.2. Numerical Algorithm 
 
For simplicity, we assume in the analysis that the particles are of spheres with identical size, if we 
further ignore the minor difference between the result obtained with anisotropic Eshelby tensor and 
that obtained with isotropic Eshelby tensor provided the plastic deformation is moderate [15], both 
the original matrix and the fictitious matrix can be approximated as overall isotropic, then the 
following Eshelby tensor for isotropic media is adopted in the analysis [10], 

][ 22422 IIIIIS  ba , (25) 

with                         bab 



 1,
)1(15

)54(2


 .  (26) 

The analysis of the response of a composite material involves the constitutive behavior of the 
original matrix and that of the particles, which are determined with Eq. (6). For a stress-controlled 
process, the numerical algorithm for the analysis of the elastoplastic response of a two-constituent 
composite is stated as follows: For the prescribed particle volume fraction c and the parameter λ, ĉ  
can be calculated with Eq. (1), and with the results obtained in the k-th iteration of the l-th 

increment of loading, such as ( )
( )( ) k
lε and of the composite, ( )

( )
ˆ( )m k

lL of the fictitious matrix, 
( )
( )( )m k
lε , ( )

( )( )m k
lσ  and ( )

( )( )m k
lL of the matrix, and ( )

( )( )c k
lε , ( )

( )( )c k
lσ and ( )

( )( )c k
lL of the particles, in the 

following (k+1)th iteration, * ( 1)
( )( ) k
l
L , ( 1)

( )( )c k
l
A and ( 1)

( )( )m k
l
A can be calculated with Eqs. (4) and (3) 

respectively, and then, keeping in mind c cA A , ( 1)
( )
k
l
L of the composite can be immediately 

obtained with Eq. (9). Given the l-th increment of stress 0
( )( ) lσ , ( 1)

( )( ) k
l
ε can be solved from Eq. 

(10), and ( 1)
( )ˆ( )m k
l
ε with Eq.(11), then ( 1)

( )( )m k
l
ε , ( 1)

( )( )m k
l
σ , ( 1)

( )( )c k
l
ε and ( 1)

( )( )c k
l
σ can be obtained 

with Eq. (6), the mechanical property of the matrix ( 1)
( )( )m k
l
L and that of particles ( 1)

( )( )c k
l
L can be 

updated with Eqs. (21) and (23), respectively, than the mechanical property of the fictitious 

matrix, ( 1)
( )

ˆ( )m k
l
L , can be calculated with Eq. (2). The iterative process continues until the following 

inequality is satisfied, 
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ε ε

ε
,      (27) 

where  is the tolerant error and =0.0001 is used in computation. After superimposing the 
derived increments on the corresponding quantities up to that after the (l-1)th increment of loading, 
one obtains 0

( )( ) lσ and ( )( ) lε  of the composite, and then starts the computation for the next 

increment of loading. 
 
3. Numerical Examples and Verification 
 
The elastoplastic behavior of some typical particulate composite materials subjected to 
tensile/compressive loading is computed and compared with experimental results. 
 
The material constants involved in the proposed approach includes elastic/elastoplastic material 
constants of each constituent and λ. For the composites consisting of purely elastic particles and 
elastoplastic matrix, the elastic property of each constituent is usually provided by material 
suppliers or can be determined with conventional test; and the plastic constants of the matrix can be 
identified with simple test (e.g., tensile test) of pure matrix; λ can then be identified by fitting 
simple testing result (e.g., σ-ε curve) of the composite. 

 
The variation of the tensile response of an Al/Al2O3 composite with respect to the volume fraction 
of Al2O3 particles is computed and shown in Fig. 1. The material constants adopted are given in 
Table 1, in which the Al matrix is assumed elastoplastic and the Al2O3 particles are purely elastic. 
The elastic constants are adopted from [16]. The plastic constants of the matrix are identified with 

the empirical relation  0.2
130 1 p      

[16], and the hardening function f(z) (in Eq.(15)) takes the 

following form 
( ) ( 1) zf z d d e      (28) 

where d and β are material constants. It can be seen in Fig. 1 that the σ - ε curve of the Al matrix 
(c=0) computed with the obtained material constants can reasonably replicate the empirical σ-ε 
curve. The ultimate strength of the composite, σu, increases with the increase of c.  

 
Table 1 Material constants of Al/Al2O3 

Constituent E (GPa) ν C1/α1, C2/α2, C3/α3 (MPa) α1, α2, α3 d, β 
Al 69 0.345 112, 25, 17.5 2500, 800, 200 1.25, 16 

Al2O3 400 0.25 -------------------- ------------------ --------- 
 

The effective σ - ε curves of c=0.34 corresponding to different λ is shown in Fig.2(a), where the σ-ε 
curve is hoisted with the increase of λ, but all the curves lie between the two bounds determined 
respectively by λ=1 and λ→ . There is a remarkable gap between the σ-ε curves evaluated 
respectively with λ=1 and λ→ . The variation of σu against λ for c=0.34 is shown in Fig. 2(b), 
where the results given by the conventional Mori-Tanaka scheme and the conventional 
self-consistent scheme are independent of λ and serve as the lower and the upper bounds, 
respectively. The results given by the combined self-consistent and Mori-Tanaka approach starts 
from that obtained with Mori-Tanaka scheme, increases with λ, and approaches the asymptotic 
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value determined with self-consistent scheme. It can be seen that the experimental result also lies in 
the region bounded by the curve with λ=1 and that with λ=∞. It can be found that the σ-ε curve with 
λ=8 can well fit the experimental result. All the curves in Fig. 1 are computed with λ=8, the 
obtained results fit well the empirical results at c=0 and experimental results at c=0.34, and the 
curves obtained at different c seems reasonable. 
 
 
 

 
 
 
 
 
 
 
 
 
 
 

Fig. 1 Experimental and computational σ-ε curves of Al/Al2O3 composite 
 

 
 
 
 
 
 
 

 
 
 
 
 
 
 

(a) Effective σ-ε curves of Al/Al2O3 composite     (b) Variation of ultimate strength against λ 
   using different λ (c=0.34)                            (c=0.34) 

 
Fig. 2 Effect of λ on σ-ε curves of Al/Al2O3 composite 

 

It can be found in Fig. 2 that λ strongly affects the evaluated effective property of the composite. If 
λ changes between 1 and infinite, the evaluated effective property of the composite will change 
between the result determined by the Mori-Tanaka scheme and that by the self-consistent scheme, 
with the tendency definitely identical to that caused by the decrease of particle size, which was 
reported frequently and investigated extensively by many researchers [17-20]. It implies the 
possibility for the extended approach to describe implicitly and phenomenologically the size-effect 
of particulate composites. Suppose the volume of a RVE is fixed, given particle volume fraction c, 
the number of particle inclusions in the RVE, N, should reflect the size information of the particles. 
For instance, N should be a smaller value for larger particles, and vice versa. Suppose the particle 
volume fraction c is fixed in both Composite 1 and Composite 2, and the particles are of identical 
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spheres of diameter  in Composite 1 and diameter in Composite 2, letting N1=λ1m for 
Composite 1 and N2=λ2m for Composite 2, where m is a constant related to the volume of RVE and 
the minimal number of particles required by the application of the Mori-Tanaka scheme, one can 

easily obtain the relation between λ1 and λ2 of the two composites as  3

2 1 2 1    . It indicates 

that if λ1 for the evaluation of the effective property of Composite 1 is fixed or fitted from 
experimental data, λ2 for that of Composite 2 can be approximately estimated with the above 
relationship without necessity of being identified individually.  

 
Fig. 3 shows the capability of the present approach in the description of the effective σ-ε relation of 
the composite consisting of Al356 (T4) matrix and 15% SiC particles. The material constants 
adopted are listed in Table 2, where it is assumed that the Al356 (T4) matrix is elastoplastic and the 
SiC particles are purely elastic. The elastic constants of the two constituents are the same as those 
used by Lloyd [17]. The plastic constants of the matrix are identified by fitting the empirical 

relation  0.365
86 141.7 p   given in [17]. It can be seen in Fig. 3 that the σ-ε curve of the matrix 

obtained by the extended approach (with c=0) agrees reasonably with that given by the empirical 
relation [17]. For c=0.15 and φ=16 μm, the effective σ-ε curve obtained with the extended approach 
using λ16 =1, corresponding to the result using the Mori-Tanaka scheme, can reasonably fit the 
experimental result. Experimental results show that, even if the volume fraction of particles keeps 
unchanged, the composite with smaller SiC particle inclusions (e.g., φ=7.5 μm) exhibits larger 
resistance against irreversible deformation. The effective σ-ε curve of the composites using 

 3

1616 7.5 9.71   is shown in Fig. 3 with solid line, which agrees reasonably with the 

experimental effective σ-ε curve. The effective σ-ε curve computed with the self-consistent scheme 
is also shown in Fig. 3 for comparison.  

 
Table 2 Material constants of Alcoa X2080/SiC composite 

Constituent E (GPa) ν C1/α1, C2/α2, C3/α3 (MPa) α1, α2, α3 d, β 
Al356 (T4) 70 0.33 72.14, 31.25, 18.0 7000, 800, 200 1.75, 30 

SiC 490 0.17 -------------------- ---------------- -------- 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 3 Experimental and computational σ-ε curves of Al356/SiC composite 
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property of particulate composites [13] is extended to the evaluation of the elastoplastic property of 
particulate composites. Several examples are exhibited and compared with the experimental results. 
The following conclusion can be drown from the analysis: 

 
(1) The comparison between the computed and the experimental results shows that the effective 
elastoplastic property of the composites can be satisfactorily evaluated with the extended approach 
by properly choosing the parameter λ, demonstrating the validity of the extended approach. 
 
(2) The results given by the Mori-Tanaka scheme and the self-consistent scheme can be obtained as 
two bounds of that by the extended approach as the λ=1 and λ=∞, respectively, and the variation of 
λ between λ=1 and λ=∞ yields the results lying between the two bounds. 
 
(3) The constitutive behavior of the particles outside of the introduced fictitious matrix is identical 
with that of the particles inside the fictitious matrix, indicating the consistency of the particle 
behavior in the combined approach. 
 
(4) The introduced parameter λ can take into account comprehensively the effects of the factors 
such as microstructures (e.g., the size and shape of the inclusions), internal constraints (e.g., 
interfacial condition between different constituents), etc., as well as various unexpected factors 
during the fabrication of composites, which may strongly affect the overall property of the 
composites. In other words, λ can be associated with the actual property of composites and 
identified with experiment for a more accurate evaluation of the effective property of composites. 
 
(5) The approach can describe implicitly the effect of particle size on the elastoplastic property of 
composites. With the help of the baseline experimental data of a composite with the particles of a 
specified size, the mechanical properties of composites with the same constituents but different size 
of particles could be estimated approximately with the proposed approach. 
 
In this article we like to suggest a method parallel with the conventional mean-field schemes. In 
order to show more clearly the capability of the approach, we do not introduce other influencing 
factors, for example, higher-order gradients of deformation or isotropisation of tangent stiffness 
tensor, etc., to avoid blurring the advantages of the proposed approach.  
 
It should be mentioned that, in the proposed approach with the increase of λ, the obtained effective 
elastoplastic response exhibits the tendency definitely identical with the size-effect phenomenon. 
Although it is known that “such effects cannot be included in the conventional inclusion-infinite 
matrix based Eshelby problem” [21], we are still interested in this capability. It can be accounted for 
with the difference between the assumptions used in the Mori-Tanaka scheme and in the 
self-consistent scheme. It is known that, although the Mori-Tanaka scheme involves the interaction 
between mediums, when any particle is added, the matrix is always considered as the original one 
without taking into account the existing reinforcement by other particles. Thus, in mathematics, the 
particles in an RVE can be assumed necessarily sufficient and randomly distributed, which implies 
relatively large size of the particle inclusions. However, in the conventional self-consistent scheme, 
the property of the matrix is assumed to be that after all the particle inclusions are added, which 
implies sufficiently large number of sufficiently small inclusions in the RVE. Since the proposed 
approach could adjust the property of the fictitious matrix (from that of the original matrix to that of 
the matrix with all particle inclusions being added) by adjusting λ, it should be able to describe the 
particle size effect to some extend. The introduced parameter λ can, on one hand, take into account 
averagely the enforcement in the fictitious matrix, and on the other hand, related to the ratio of the 
particle size to the reference particle size, which account for why it possesses the capability of 
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describing the relative “size-effect” of particulate composites. 
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Abstract The effect of nanoparticle modification on the interlaminar shear fracture behavior of carbon fibre/ 

epoxy laminates were studied by the End Notched Flexure (ENF) tests. The mode II fracture toughness was 

improved in the presence of these nanoparticles although nano-rubber was more effective compared to nano 

-silica. Examination of the fracture surfaces of composite laminates by scanning electron microscopy showed 

no debonding of nano-silica particles but some evidence of nano-rubber cavitation. Anti-Symmetric Four- 

Point Bending (ASFPB) tests of the nanoparticles modified epoxies was conducted and the results indicated 

that nano-silica was more effective in toughening bulk epoxy, but this high toughness could not be effectively 

transferred to mode II delamination in the composite laminates. Finite element analysis was performed to 

confirm the predominant Mode II stress state of the ASFPB test.  
 
Keywords: Mode II delamination; carbon fibre composite; silica nanoparticles; rubber nanoparticles.  
 

1. Introduction 
 
Fiber laminates are widely used today for their outstanding strength-to-weight ratio. However, their 
interlaminar weakness is a major problem limiting their service applications. Hence, many past 
efforts have focused on increasing the interlaminar fracture resistance. Recently, nano-sized 
particles are found to improve the toughness of bulk epoxies [1-4] and this has stimulated many 
new research activities on the potential of incorporating these nanoparticles to increase the fracture 
toughness of composite laminates. Thus, previous studies on mode I double-cantilever-beam (DCB) 
delamination tests [5-6] showed that, with nanoparticle modification of the epoxy matrix, the mode 
I interlaminar fracture toughness of carbon fibre composites can be improved up to 150% and 27% 
by rubber and silica nanoparticles, respectively [6]. But in most practical situations, delamination 
often happens in a mixed mode I and mode II fracture. Hence, before studying the mixed mode 
problem, it is important to investigate whether the nanoparticles can also increase the mode II 
fracture resistance.  
In this paper, we present recent findings on mode II toughness of carbon fibre/epoxy laminates and 
corresponding bulk epoxies, which are modified by different nanoparticles: (a) nano-silica and (b) 
nano-rubber. End Notched Flexure (ENF) tests [7] were conducted on these composite systems and 
their interlaminar toughness values, GIIC, were evaluated. Corresponding bulk materials without 
carbon fibers were investigated by the Anti-Symmetric Four-Point Bending (ASFPB) test. Finite 
element analysis was applied to evaluate the stress state at the crack-tip based on the ASFPB 
experiments. Fracture surfaces of both ENF and ASFPB samples of different material systems were 
studied by Scanning Electron Microscopy (SEM) to examine their toughening mechanisms and 
possible interactions between fibers and nanoparticles. Comparison of mode I [6] and mode II 
toughness was made to quantitatively study the overall delamination resistance of the fiber 
laminates with different matrix formulations. 
 
2 Experimental Method 
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2.1 Sample preparation 
 
The processing of the composite laminates with different matrix systems (see Table 1) for mode II 
testing was identical to that used in our previous work on mode I delamination [6]. The composite 
laminates were fabricated from plain woven carbon fibres (168058ITL supplied by Inter-Turbine 
Advanced Logistics Pty Ltd, Australia) with a planar density of 203 g/m2. The epoxy resin system 
included Araldite-F (diglycidyl ether of bisphenol A, DGEBA) and piperidine, both supplied by 
Sigma-Aldrich, where the piperidine was applied as a curing agent by the weight ratio of 100:5. 
Two types of nanoparticles were used: 40 wt% sol-gel nano-silica (Nanopox F400, Nanoresins AG, 
Germany) with ~20 nm SiO2, and nano-rubber/bisphenol A (Kaneka Corporation, Japan) with 25 wt 
% of ~100 nm core-shell rubber in master batches.  
Eighteen-ply laminates of ~270 mm2 were prepared by the hand lay-up method. Precautions were 
taken to keep the fabrics well aligned and flat. A 0.2 mm thickness Kapton® polyimide film was 
inserted in the mid-plane of the laminates to act as the initial crack. The laminates were wrapped 
with bleeders and release film within a vacuum bag, and first vacuumed in a chamber for 20 min 
followed by curing in a hot-press at 120 ºC for 16 h. High curing temperature excursions for long 
durations were applied to ensure the resin was fully cured. A pressure of 250 kPa was applied 
during curing to maintain a uniform laminate thickness and a constant fiber volume fraction, which 
were 0.19 mm and 60±1%, respectively. 120x20 mm2 ENF samples were finally cut from the square 
panels by a wet diamond saw. 
The bulk materials prepared for ASFPB testing were the same as the matrices of the laminates. 
Material formulations were prepared by mixing plain DGEBA resin with required amounts of 
nano-silica or nano-rubber master batch. After adding the curing agent to the blend, the mixture was 
poured into a preheated mould for curing at 120 °C for 16 h identical to the laminates. A pre-crack 
was made under the requirements of the test on the middle of each specimen with a sharp blade. 
 

Table 1 Matrix formulation of carbon fibre laminates 

Material Code 
Matrix Formulation by Weight Percentage (%) 

Epoxy Silica Rubber 

E* (control) 100 -- -- 
S6 94 6 -- 
S8 92 8 -- 
S10 90 10 -- 
S12 88 12 -- 
R6 94 -- 6 
R8 92 -- 8 
R10 90 -- 10 
R12 88 -- 12 

*E represents neat epoxy resin matrix. 
 

2.2 Fracture toughness measurements 

Three-point ENF tests 

Standard 3-point ENF tests were performed in an Instron 5567 machine according to the Protocol 
for Interlaminar Fracture Testing No. 2 (1992) [7]. Fig. 1 shows the geometry and dimensions of the 
ENF sample. The initial crack length a is 25 mm and a/L = 0.5. The crack mouth opening 
displacement rate was 0.5 mm/min. 5 samples were tested for each matrix system and their load- 
displacement curves were recorded. The interlaminar toughness, GIIC, was calculated according to 
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the protocol [7] by: 

                 (1) 
whereδ and P are displacement and maximum force recorded at the load-point at fracture. 
 

 
 

Figure 1. Dimensions of ENF specimen. 

Four-point ASFPB tests 

ASFPB tests were conducted on bulk materials with pre-cracked specimens, 90(L)x6(B)x16(W) 
mm3, as shown in Fig. 2. The loading distance S2/W = 0.75; S/W=3 was chosen and the pre-crack 
length was strictly limited to within 0.53 ≤ a/W ≤ 0.75 based on previous studies [8-10] in order to 
provide a pure in-plane shear stress field around the crack-tip which would induce a high KII /KI 
ratio (over 20) [8]. Thus, it is reasonable to consider the ASFPB test as pure mode II fracture under 
such a geometric configuration since mode I fracture can be essentially neglected. Hence, according 
to [10], the mode II stress intensity factor can be calculated from: 
 

                               (2) 
where                        

  

 
We assume KIIC≈KII when P is substituted with the maximum load at fracture. The tests were 
conducted on an Instron 5567 at a speed of 0.5 mm/min at the load-point. 
  

 
 

Figure 2. Dimensions of ASFPB specimen. 
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2.3 Finite Element Analysis (FEA) 
 
The stress state for the mode II ASFPB test was simulated using ABAQUS. The geometry of the 
model is the same as the test sample, which is 90(L)x6(B)x16(W) mm3. Since the ASFPB sample is 
symmetric to the central crack line, two parts were built and partially tied together to form a 10 mm 
crack. The loads, P1 and P2, were applied over contact areas, 2x6 mm2 and 1x6 mm2, respectively, 
aligned with the impressions left on the sample after the test. Young’s modulus was chosen as 2.6 
GPa to simulate the stress distribution, which was found insensitive to modulus verification within a 
small range (~10%) due to the plane strain feature of the FEA model. The average maximum load at 
fracture during the experiments (1200 N) was applied in the simulation study. Hence, the resultant 
stress distribution obtained in FEA should show the stress state at fracture initiation.   
 
2.4 Microstructure analysis 
 
The fracture surfaces of the fibre composites and the bulk samples were coated with a thin gold 
layer and examined by SEM (Zeiss ULTRA Plus SEM) at an accelerated voltage of 2 kV.  
 
3 Results and Discussion 
 
3.1 Carbon fiber laminates 
 
Load-displacement curves of the ENF tests were recorded with an Instron 5567. The maximum load 
P and corresponding displacement δ from each load-displacement curve were substituted into Eq. (1) 
with the initial crack length a to obtain GIIC for each specimen. According to the protocol [7], the 
crack length a is measured after the test by opening the sample. The average value of 4 samples was 
reported as the mode II fracture toughness of the corresponding material system.  
In Fig. 3, calculated GIIC values with standard deviations of nano-silica and nano-rubber modified 
fiber laminates are compared with their GIC values [6]. In mode II fracture, the silica nano-particles 
are not as effective as they are in mode I, Fig. 3(a). GIIC increases with increasing nano-silica 
loading until it reaches a maximum at 10 wt% silica, which is ~8% higher than the control. Further 
increase of silica loading lowers GIIC. This trend is similar to the mode I results [6]. Mode II fracture 
toughness of nano-rubber modified fiber laminates are shown in Fig. 3 (b). Unlike silica, 
nano-rubber particles can improve GIIC by as much as 43% higher than the control at 8 wt%. Again, 
higher nano-rubber loading cannot improve GIIC; and at 12 wt%, GIIC is even lower than the control. 
These results should be viewed with caution since at 12 wt% of nano-rubber or nano-silica uniform 
dispersion of these particles was difficult to achieve, which would lead to reduced toughness values. 
It is further noted that with pure epoxy matrix, GIC of the composite laminates is ~54% lower than 
GIIC. For silica modified epoxy matrix, the mode I delamination resistance GIC is ~48-50% of the 
mode II delamination, GIIC. However, the differences between GIC and GIIC of nano-rubber filled 
composites, R6, R10 and R12, are less than 10%. Indeed, GIC of R12 is even slightly higher than 
GIIC. Hence, nano-rubber modified composite laminates can provide superior mode I and mode II 
toughness, e.g., R8 and R10, which is not possible in nano-silica laminates. 
 
3.2 Bulk materials 
 
The mode II fracture toughness, GIIC, of the bulk materials, which are the same as the matrix of the 
composites, was determined by the ASFPB tests. The results are listed in Table 2 with ±1standard 
deviation, where the KIIC values were calculated using Eq. (2). To compare to the toughness of the 
corresponding fiber composites, the critical stress intensity factors KIIC of bulk materials are 
converted to the fracture energy GIIC (see Table 2) by:   
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                               (3) 
 
where µ is Poisson’s ratio and E is Young’s modulus. In the calculations, the values of Poisson’s 
ratio of different material systems were obtained by the simple rule of mixture based on the density, 
Poisson’s ratio and volume percentage of the epoxy and particles [4]. Note that the ratio of KI /KII at 
fracture is less than 4%, indicating that the ASFPS geometry is suitable for mode II toughness 
evaluation.  
   

  
 

(a) Nano-silica modified system             (b)Nano-rubber modified system 
Figure 3 Comparisons between GIIC and GIC [taken from [6]] of nanoparticles modified composites. 
 

Table 2. Mode II fracture toughness of the bulk material. 

Material 
Code 

KIIC (MPa ) KI /KII E (GPa) [4] GIIC (kJ/m2) 

E* 3.53 (±0.23) 0.031 2.86 3.82 

S10 4.18 (±0.21) 0.044 3.14 4.88 

R10 2.78 (±0.21) 0.035 2.30 2.95 
 

 
 

Figure 4. Comparison of GIIC of bulk and composite laminates. 
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Figure 4 compares the mode II fracture toughness GIIC of the bulk materials (neat epoxy and 
nanoparticle modified epoxy) and their fibre composite laminates. Notably, the fracture energy is 
improved by nano-silica modification in S10 as bulk; however, GIIC of the S10 composite laminate 
is 76% less than that of the corresponding bulk materials. Thus, the toughness transfer efficiency in 
mode II of S10 is much lower than that in mode I [6], where the GIC of fibre composite is more than 
94% of the corresponding bulk. The nano-rubber filled epoxy has a higher transfer efficiency of ~50% 
from bulk to composite laminate, but the incorporation of rubber particles decreases the bulk GIIC 
when compared to pure epoxy.  
 
FEA was applied to understand the stress state of mode II ASFPB test. Figures 5(a)-(c) show the 
distributions of normal stresses, σx and σy, and shear stress, τxy, respectively. The crack tip stresses 
have been discussed in [11]. At fracture initiation, the crack-tip is subjected to a local tensile stress 
σx of ~5 MPa, (see Figure 5(a)), but the shear stress τxy is most dominant, which is ~30 MPa. The 
FEA results confirm that the samples failed primarily due to mode II fracture.   

 
(a) Distribution of normal stress σx. 

 

(b) Distribution of normal stress σy. 

 

(c) Distribution of shear stress τxy 
Figure 5 General stress distribution of mode II ASFPB specimen. 

 
3.3 Fractograph study 
 
Two matrix formulations were chosen to study the effects of nanoparticles on ENF tests: 10 wt% 
silica (S10) and 10 wt% rubber in epoxy (R10), in comparison with the control laminate (E*). In 
mode II fracture, there is good bonding observed between fiber and matrix for all composites and 
no separations can be seen in Figs. 6(a)-(c). However, obvious debonding between fibers and rubber 
modified matrix was observed in our previous study on mode I delamination [6] possibly due to the 
different fracture mode. Since the cracks are not open in mode II, fiber pullout from the matrix is 
difficult. Fig. 6(a) shows the fracture surface of the composite laminates, where silica nanoparticles 
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are evenly dispersed in the matrix. No particle debonding or pullout can be found in Fig. 6(a), 
where the nano-silica particles are well covered by epoxy. Since silica nanoparticle debonding is the 
major toughening mechanism in mode I [4-6], Fig. 6(a) therefore explains why the improvement of 
fracture toughness of these composites in mode II is not as remarkable when compared to the 
laminates with unmodified epoxy matrix. In contrast, nano-rubber particles in mode II fracture 
surface are observed to be well-dispersed in epoxy in Fig. 6(b). However, it is difficult to ascertain 
if the nano-rubber particles are cavitated, though some evidence exists when examined on much 
higher magnification. Another possible reason for the increase in toughness of R10 is the 
micro-voids introduced during processing of the laminates. When the rubber particles were added to 
epoxy, the viscosity of the resin was increased which made the resin flow between the fibres more 
difficult. More air bubbles and voids might form in the laminates. During delamination propagation, 
these voids may reduce the stress intensity at the crack tip and delay the delamination growth. 
However, further examination on the composite microstructure before and after testing are needed 
to prove the above hypothesis.       

 

  (a) Fracture surface of carbon fiber/S10 
composite. 

(b) Fracture surface of carbon fibre/R10 
composite.

 

(c) Fracture surface of carbon fibre/E* composite. 
Figure 6. Fractographs of ENF mode II specimens. 

 
Figs. 7(a)-(c) show fracture surfaces of mode II ASFPB specimens of pure epoxy (E*), nano-rubber 
and nano-silica modified epoxies (R10 and S10) by optical microscopy under low magnification (x6)  
on the left side and high magnification (x750) by SEM on the right side. Pure epoxy shows typical 
brittle fracture characteristics in Fig. 7(a). Silica modified bulk epoxy shows the roughest surface; 
however, no typical silica debonding is observed in Fig. 7(b) even at higher resolution. In Fig. 7(c), 
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the rubber modified sample shows clear stress-whitened area in the center of the crack tip, 
indicating plastic deformation occurred during mode II fracture. R10 also possesses the smoothest 
near crack-tip region, which agrees with the test results where rubber modified epoxy shows the 
lowest GIIC.  

 
(a) Crack tip of E*. 

 
(b) Crack tip of S10. 

 
(c) Crack tip of R10. 

Figure 7. Crack tip of bulk ASFPB specimens. 
 
4 Conclusion 
 
Mode II fracture behaviors of nanoparticles modified carbon fibre laminates have been studied by 
the ENF tests. Additional mode II ASFPB tests were also conducted on the nanoparticles modified 
bulk epoxies. From the results obtained we can conclude below: 
 
(a) Nano-rubber modified epoxy is effective in enhancing the mode II toughness, GIIC, of composite 
laminates depending on the particle loading. For example, R8 increases GIIC by over 40% compared 
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to E*. By contrast, nano-silica modified epoxies are not as effective and only less than 8% 
improvement on GIIC can be achieved.  
(b) Mode II toughness GIIC of nano-silica modified epoxy composite laminates are approximately 
twice the mode I toughness GIC independent of the particle loading. The ratio of GIIC/GIC for 
nano-rubber modified epoxy composite laminates is much less. 
(c) Nano-silica particles increase significantly GIIC of the bulk epoxy; but this high toughness 
cannot be effectively transferred to the delamination toughness of the nano-silica modified epoxy 
composite laminates.  
(d) Regarding the toughening mechanisms, silica particle debonding and rubber cavitation are not 
clearly shown by the SEM photos of mode II fracture surfaces, although thyeare the major 
toughening mechanisms in Mode I fracture of nanoparticle modified epoxy [6] and their fibre 
composites [4]. Further study will be conducted to identify the main reasons for the increase of GIIC 
in S10 (bulk) and R10 (composites laminates).  
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Abstract  CFRP plates were subjected to impact loading by a drop-weight impact testing machine. Stacking 
sequence of the plates was [cloth/0o/90o/0o/90o/0o/cloth]. Dimension of the plates was 60 mm in length and 
width and 2mm in thickness. Then thermal conductivity of the plates in the thickness direction was measured 
by the static comparison method. Although it is difficult to measure the absolute value of thermal 
conductivity in general, reproducibility of the measurement was improved and variation from the initial 
value was discussed in the present paper. Distribution of the thermal conductivity due to impact damage on 
the plane was clarified as a function of distance from the impact point. On the other hand, the CFRP plates 
were cut by diamond saw and cross sections of the plates were observed by an optical microscope. Then 
length and number of delamination and transverse cracks were measured respectively on the 
photomicrographs. Distribution of damage such as delamination and transverse cracks on the plane was also 
clarified as a function of distance from the impact point. Finally, the relationship between variation in 
thermal conductivity and impact damage was clarified experimentally on the basis of the experimental 
measurements.  
 
Keywords  CFRP, Impact damage, Thermal conductivity, Delamination, Transverse crack 
 

1. Introduction 
 
Carbon fiber reinforced plastics (CFRP) have remarkable properties such as high 
strength-to-density ratio, tailor-made strength, etc. as well as advantages of polymers. Using the 
advanced properties, CFRP are utilized for many engineering structures and products of daily use. 
Especially, usage of CFRP for airplanes is increased recently from the viewpoint of weight 
reduction in order to save fuel consumption.  
 
Considering the usage of CFRP in airplanes and automobiles, impact loading is unavoidable in their 
operations. For instance, bird strikes during flight, drop of tools during maintenance and collision 
during driving. Delamination, transverse cracks and debonding between matrix and fibers are 
well-known as internal damage of CFRP due to applied loading. When CFRP is fabricated by 
laminating prepreg sheets, impact loading causes internal damage such as delamination. Since 
internal damage causes reduction of mechanical properties and residual life, development of 
non-destructive inspections for CFRP [1–6] is important to guarantee reliability for structures.  
 
Hammering tests among non-destructive inspections are often used practically for large-scale 
structures. The method of hammering tests is very simple and necessary tools are only hammers. 
However, the test results depend on experience of inspectors and only qualitative results are 
obtained. On the other hand, since X-ray inspections [3] and ultrasonic inspections [3] are precise 
methods, expensive equipments and special techniques are necessary and testing places are 
restricted. Non-destructive tests by infrared pulse thermography [4–6] are simple method, however, 
resolution to inspect internal damage is not so high.  
 
Internal damage causes variation in material properties [7], so that internal damage can be inspected 
from the variation in material properties inversely. In practice, distribution of temperature is 
measured in non-destructive tests by infrared pulse thermography, and the distribution is caused by 
variation in thermal conductivity due to internal damage [8, 9]. In the present research, in order to 
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improve the resolution to inspect internal damage by infrared pulse thermography, assistance by 
numerical simulation is considered. Namely, if distribution of temperature in CFRP plates due to 
internal damage can be simulated, the internal damage could be predicted from the distribution of 
temperature by inverse analyses. For the numerical simulation, the relationship between thermal 
conductivity and internal damage is necessary. Accordingly, in the present paper, in order to 
investigate the relationship as a first step, CFRP plates are subjected to impact loading by a 
drop-weight impact testing machine, and variation in thermal conductivity from the initial value and 
internal damage such as delamination and transverse cracks are evaluated. Then the relationship 
between thermal conductivity and internal damage is clarified.  
 
2. Experimental Methods 
 
2.1. Drop-weight impact test 
 
CFRP plates are used as specimens. Dimension of the plates is 60 mm in length and width and 2mm 
in thickness, and the stacking sequence is [cloth/0o/90o/0o/90o/0o/cloth]. The CFRP plates are fixed 
in a drop-weight impact testing machine (Instron, CEAST9310) by the plate with a hole 40 mm 
across. A hemispherical tup falls on the center of specimens inside of the hole. Diameter of the tup 
is 12.6 mm. Three levels of impact energy are applied to specimens, and they are 5.1, 9.9 and 21.0 J. 
In the tests, drop height is fixed to 0.7 m and mass of weight is changed.  
 
2.2. Measurement of thermal conductivity 
 
Thermal conductivity of CFRP plates in the thickness direction is measured by the static 
comparison method [10]. Fig. 1 shows schematic diagram of the method. Self-making apparatus is 
used. In the static comparison method, a specimen and a reference sample whose thermal 
conductivity is known are placed in series. Then heat flow is given to the reference sample and 
specimen in series by a heater, and the difference in temperature 1TΔ  and 2TΔ  between both ends 
of specimen and sample is measured by thermocouples, respectively. The thermal conductivity of 
the specimen λ  is evaluated relatively from the thermal conductivity of the reference sample refλ  

by using the ratio of the difference in temperature 1TΔ  and 2TΔ  and dimensions of specimen and 
sample [10].  
 

 
 

Figure 1. Schematic diagram of the static comparison method to measure thermal conductivity in the 
thickness direction of CFRP plates. 
 
In order to improve reproducibility of measurement, the measurement is carried out in a vacuum 
vessel. The reference sample is selected so that thermal conductivity of the sample refλ  is close to 

that of specimens. In the present paper, type 304 stainless steel (SUS304) is used as the reference 
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sample. The measurement is carried out in two cases. Namely, heat flow is given to specimen 
through reference sample, and heat flow is given to reference sample through specimen. The order 
of sequence for specimen and reference sample is changed. In the calculation of thermal 
conductivity λ , difference in temperature is necessary. However, if gradient of the relationship 
between difference in temperature and input electric power of heater is used instead of the 
difference in temperature, the reproducibility of measurement is improved [10].  
 
Although it is difficult to measure the absolute value of thermal conductivity in general, 
reproducibility of the measurement could be improved. Since objectives of the present research are 
non-destructive inspection based on variation in material properties, the reproducibility is important 
because variation in material properties from their initial values is measured and discussed.  
 
Fig. 2 shows positions of measuring thermal conductivity in specimens. Impact loading is applied to 
the center of specimens and the loading point is numbered 1. Thermal conductivity is measured at 
nine points (No. 1 through 9) as shown in the figure.  
 

 
Figure 2. Positions of measuring thermal conductivity and observing cross sections. 

 
2.3. Evaluation of internal damage 
 
Specimens are cut in two directions as shown in Fig. 2. They are named A-direction and B-direction. 
A-direction coincides with 0o which is orientation of fiber alignment directly under cloth layer. 
Three cross sections in each direction (for instance, A1-A1’, A2-A2’ and A3-A3’ in A-direction) are 
observed by an optical microscope. Specimens are embedded in resin and they are cut by diamond 
saw for the observation. After cutting, cross sections are polished. A couple of specimens subjected 
to the same impact loading are prepared for observation in A-direction and B-direction. In order to 
evaluate internal damage due to impact loading, photographs of cross sections are captured into a 
personal computer, and length and number of delamination and transverse cracks are evaluated.  
 
3. Experimental Results 
 
Figs. 3 show distribution of thermal conductivity in a quarter of specimen subjected to impact 
energy of (a) 5.1J, (b) 9.9 J and (c) 21.0 J. Thermal conductivity is normalized by the initial value. 
Coordinate point of A1 and B1 is a position of impact loading. As shown in the figures, reduction of 
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thermal conductivity is the largest at the position of impact loading. Reduction of thermal 
conductivity in A-direction (measuring points of No. 4 and 7) is larger than that in B-direction 
(those of No. 2 and 3). They are caused by anisotropy of specimens. Stacking sequence of 
specimens is [cloth/0o/90o/0o/90o/0o/cloth] and internal damage is more significant at opposite side 
of impact point. The layer directly under cloth layer is important for damage development and 
anisotropy is caused by the orientation of fiber alignment in the layer.  
 

 
(a) 5.1 J 

 
(b) 9.9 J 

 
(c) 21.0 J 

 
Figure 3. Distribution of thermal conductivity in a quarter of specimen subjected to impact energy of (a) 5.1J, 
(b) 9.9 J and (c) 21.0 J. Thermal conductivity is normalized by the initial value. The A1-B1 point is a 
position of impact loading.  
 
Figs. 4 show photomicrographs of cross sections for specimens subjected to impact energy 21.0 J 
on (a) A1-A1’ cross section and (b) B1-B1’ cross section. As shown in the figures, delamination and 
transverse cracks are observed on the cross sections. Internal damage expands from impact point 
and it is significant near opposite side of impact point. By comparing both photomicrographs, 
anisotropy on internal damage is found clearly.  
 

 
(a) A1-A1’ cross section 

 

 
(b) B1-B1’ cross section 

 
Figure 4. Photomicrographs of cross sections for specimens subjected to impact energy 21.0 J on (a) A1-A1’ 
cross section and (b) B1-B1’ cross section.  
 
On the basis of photomicrographs, length and number of delamination and transverse cracks were 
measured. Figs. 5 show internal damage on each cross section of specimen subjected to impact 
energy of 21.0 J. Fig. 5(a) shows total length of delamination and transverse cracks plotted as 
internal damage, and Fig. 5(b) shows number of delamination and transverse cracks plotted as 
internal damage. In the figures, “fracture” means that damage is significant and it is difficult to 
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distinguish between delamination and transverse cracks. Internal damage reduces as position is 
apart from impact point, and internal damage in A-direction is larger than that in B-direction. It is 
also found that ratio of delamination to transverse cracks with respect to total length in Fig. 5(a) is 
about 9 to 1 at any positions while the ratio with respect to number in Fig. 5(b) is about 6 to 4.  
 

 
 

(a) Total length of delamination and transverse 
cracks 

 
 

(b) Number of delamination and transverse cracks 

 
Figure 5. Internal damage on each cross section of specimen subjected to impact energy of 21.0 J. (a) Total 
length and (b) number of delamination and transverse cracks are plotted as internal damage.  
 
Figs. 6 show the relationship between thermal conductivity and internal damage. Thermal 
conductivity is normalized by the initial value. Total length and number of delamination and 
transverse cracks are adopted as internal damage. The total length and number of delamination and 
transverse cracks are summation of those in A-direction and B-direction, and the summation is 
carried out on the same area as thermal conductivity is measured. As shown in the figures, thermal 
conductivity reduces as internal damage increases. The relationship was clarified experimentally in 
the present research.  
 

 
(a) Total length of delamination and transverse 

cracks 

 
(b) Number of delamination and transverse cracks 

 
Figure 6. Relationship between thermal conductivity and internal damage. (a) Total length and (b) number of 
delamination and transverse cracks are adopted as internal damage.  
 
4. Concluding Remarks 
 
The objectives of the present research are to improve the resolution of non-destructive inspection 
for CFRP by infrared pulse thermography. For the purpose of the improvement, assistance of 
numerical simulation is necessary. Therefore, in the present paper, in order to simulate distribution 
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of temperature due to variation in thermal conductivity on CFRP plates including internal damage, 
the relationship between thermal conductivity and internal damage due to impact loading was 
investigated experimentally.  
 
Conclusions of the present paper are summarized briefly as follows: 
(1)  Distribution of thermal conductivity in the thickness direction on CFRP plates including impact 

damage was clarified, and it was indicated that the distribution depends on the level of impact 
energy.  

(2)  By observation of cross sections of CFRP plates, length and number of delamination and 
transverse cracks were measured as internal damage. The internal damage has anisotropy with 
respect to the fiber orientation directly under cloth layer, and it was found that the ratio of 
delamination to transverse cracks has constant value.  

(3)  By combining results of measurement for thermal conductivity with results of evaluation for 
internal damage such as length and number of delamination and transverse cracks, the 
relationship between thermal conductivity and internal damage was clarified experimentally.  

 
As next steps, internal damage is described by a damage variable on the basis of the continuum 
damage mechanics [9, 11], and development of internal damage is formulated as an evolution 
equation of the damage variable as a function of impact energy and distance from impact point. 
Using the relationship between thermal conductivity and internal damage, variation in thermal 
conductivity is calculated by the damage variable and distribution of temperature is simulated by 
taking into account the development of internal damage. By utilizing inverse analyses, internal 
damage could be predicted inversely from distribution of temperature which is measured by 
infrared pulse thermography, in future.  
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Abstract 

This paper aims to investigate the influence of particle clustering on the tensile behavior of particle-

reinforced composites composed of aluminum matrix and ceramic particles. Matrix was allowed to 

deform plastically, yet particles had only elastic deformation in a damage free process. By assuming a 

periodic microstructure, finite element simulations of a unit cell were carried out. The unit cells were 

modeled with different cluster densities as well as different particle aspect ratios. All particles were 

assumed to be oblate ellipsoids which were arranged linearly along the loading direction. Uniaxial stress-

strain curves were gained through imposing gradual incremental displacements on the surface of the unit 

cell to the overall far-field strain of four percent. It was shown that clustering increases the plastic strain 

within ligaments between particles and promotes the strain hardening in the clustered region. Eventually, 

it causes a considerable increase in the level of the maximum principal stress in particles. The differences 

in stress-strain behavior among various composite models in macroscopic level were negligible. 

Keywords: Particle-reinforced composites, Clustering, Finite Element Method (FEM) 

1. Introduction 

Dual-phase alloys and particle-reinforced composites are widely used in numerous areas such as 

automotive and aerospace industries. Dispersed particles improve mechanical properties of the 

matrix and lead to high strength composites. Several modelling methods have been proposed 

recently in order to predict mechanical behaviors of these composites. These modelling 

techniques can be split  into two categories: analytical and finite elements methods. In general, 

analytical methods rely upon the equivalent inclusion method of Eshelby [1] and on their mean-

field extensions [2]. There are a number of analytical modelling approaches proposed, such as 

the tangent-based [3] and secant-based [4] homogenization approaches, which have been 

relatively successful in terms of predicting non-linear behavior of composite materials. However, 

in terms of micro-structural details such as stress state within the particles, analytical approaches 

are not sufficiently accurate [5], because their formulations are based on different simplifying 

assumptions such as a homogeneous distribution of particles in the matrix [6]. Unlike the 

analytical approaches, FE techniques enable us to distinguish the influence of heterogeneous 

particle distribution, which is much more realistic than homogeneous particle distribution [7]. 

In the study conducted by Abedini et al. [8], the influence of particle clustering on mechanical 

behavior of particle-reinforced composites has been investigated quantitatively by using the 

method introduced by Thomson et al. [9] for multi-particle unit cells. Composite material is 

assumed to be composed of repeated multi-particle unit cells containing spherical particles. 

Morphology of different types of particle clustering has been investigated so that useful 

comparisons between different cluster severities and geometries can be made. This method has 

provided a good understanding of local stress state within particles in a cluster. Local stresses 
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within clusters have a significant role for the initiation of microvoids which can result in the 

earlier onset of damage. By taking advantage of the periodic symmetry, the particle field has 

been reduced to a single unit cell. Based upon FE analysis, Abedini et al. [8] has concluded that 

as the degree of clustering increases, the flow stress of the composite exhibits a slight increase. 

The objective of the present article is to perform a quantitative analysis of linear cluster 

arrangement within unit cell in uniaxial tension. According to Abedini et al.’s work [8], linear 

cluster morphology was highlighted among other morphologies as the most sensitive cluster type 

to various stress conditions. Unlike Abedini et al. [8], in the present study, ellipsoidal particles 

are modeled instead of spherical ones since based on Chawla and Chawla’s [6] results, 

ellipsoidal particles simulate more realistic geometry comparing to spherical particles .  

2. Model Description 

2.1. Cluster Geometry 

Due to the high sensitivity it indicates [8], linear cluster morphology has been considered. Figure 

1 shows one-eighth of a single particle unit cell along with a linear particle arrangement in the 

cluster. Ellipsoidal particles aligned with loading axis were modeled in clusters with a variety of 

densities. Here in Figure 1 particles are not depicted in their spots , for the morphology is clearer 

in this way. Due to the symmetry, only one eighth of each unit cell has been modeled. Each unit 

cell of the cluster model contains three ellipsoidal particles within it.  

 

Figure 1- One eighth of unit cell for: (a) Single particle, (b) Linear cluster. 

As displayed in Eq. 1, severity of a cluster is quantified through the variable K which is equal to 

the inter cluster spacing, D, relative to the inter particle spacing, d. The larger the value of K, the 

denser particle clustering is achieved. 

                                                                         
d

D
K                                                                    (1) 
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Cluster densities of K = 18, 10, 6 and 3 were investigated along with aspect ratios of AR=2,3 for 

ellipsoids. The aspect ratio of the unit cell 
2

1

L

L
 was assumed to be equal to the aspect ratio of the 

particles. 

 

Figure 2 – One eighth of a unit cell along with symbol definitions, AR = 
b

a
. 

2.2. Boundary Conditions and Material Properties 

In order to ensure that the periodic microstructure assumption is still valid, all of the planes of 

the unit cell are considered to remain planar and to maintain their initial orientation. 

Displacements along normal directions as well as rotations around all axes are restricted for all 

three planes of symmetry (planes A, B and C in Figure 1). Uniaxial tension was gained through 

imposing gradual incremental displacements on the side surface along the z axis to the overall 

strain of four percent. The small level of overall strain was chosen to support the assumption of 

damage free composite. 

Three-dimensional FE models of particle-reinforced composite were simulated in order to 

predict the overall uniaxial tensile stress-strain response, local stress fields and local strain fields. 

Commercial FE software, ABAQUS, was used to perform the simulation. A typical FE mesh 

with eight-node linear brick elements was used, as is depicted in Figure 3. Each series of 

meshing was checked for mesh sensitivity, and distortion, which was pointed out through the 

ABAQUS mesh verification tool, which was found adequately negligible with a sufficiently 

refined mesh. All simulated particle-reinforced composites were composed of an aluminum 

matrix and ceramic particles. 

 

It was assumed that the elastic-plastic matrix obeys the hardening rule represented in Eq. 2 : 
n
py K 
                                                          (2)

 

Where εp and y are the accumulated plastic strain and the initial yield stress, respectively and 

the values of constants, K and n, are shown in Table 1 along with other mechanical properties of 

the constituents. 

The bonding between the matrix and particles was assumed to be perfect, and thermal residual 

stresses were not taken into account. Furthermore, the nucleation of voids by particle cracking or 
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interface separation was also not considered as the objective of this study is to investigate the 

influence of particle clustering on the material response before the onset of damage. 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 3- A typical FE mesh for the linear cluster model with AR=2 and K=3. 

 

Table 1 – Material properties of each of the phases. 

 E (GPa) Poisson’s ratio σy (MPa) K (MPa) n 

Aluminum 75 0.3 75 416 0.39 

Ceramic 400 0.2 - -  

 

 3. Results and Discussion 

 

3.1. Macroscopic Response 
Overall mechanical behavior of the unit cells under uniaxial tension is reported in this section. 

Linear clusters containing ellipsoidal particles with different aspect ratios and levels of cluster 

densities have been studied and compared over the particle volume fraction of 0.01. These results 

are based on volumetrically averaged, macro stress values with respect to macro strain. Figures 5 

and 6 indicate that as K increases (i.e., the cluster becomes denser), the flow stress in the unit cell  

increases slightly. However, these graphs represent almost the same behaviors in the elastic 

regime. Moreover, the difference between the largest and the smallest flow stress is so small 

(around 0.6%) that makes the effect of particle clustering on overall behavior of the unit cells 

negligible. Therefore, it is concluded that the higher particle clustering increases the work 

hardening to a very limited degree in the macroscopic scale. All FE results are in qualitative 

agreement with the results obtained by Abedini et al. [8] for spherical particles.  

Another comparison also has been made to analyze clusters with the same clustering density but 

different particle aspect ratios. According to the definition of aspect ratio presented in Figure 2, 

spherical particles acquire AR=1. This comparison illustrates the influence of particle aspect ratio 

on the overall response of the composite. The results for ellipsoidal particles (with AR=2 and 3) 

are compared to the corresponding curves for spherical particles (AR=1) reproduced from 

Abedini et al [8]. Figures 7-9 depict overlapping curves of the same cluster density with different 

aspect ratios of particles. These diagrams show nearly identical curves in the elastic regime and a 

very limited scatter when plastic deformation becomes dominant. However, in all cases, it is 

observed that the stress-strain curves with greater particle aspect ratios lie slightly above other 

curves. It implies that longer oblate ellipsoidal particles make the composite slightly stronger. 
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Figure 5-Overall behavior of the composite for the ellipsoidal particle linear cluster with AR=2 and 

different values of K. 

 

Figure 6-Overall behavior of the composite for the ellipsoidal particle linear cluster with AR=3 and 

different values of K.  
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Figure 7- Overall behavior of composites for AR= 1,2,3 with a single inclusion within the cluster. 

 

 Figure 8- Overall behavior of composites for AR= 1,2,3 with a cluster ratio of K=10. 

 

Figure 9- Overall behavior of composites for AR= 1,2,3 with a cluster ratio of K=18. 
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3.2. Microscopic Response 

Although macroscopic response for the composite is important, it does not fully reveal why and 

how failure occurs in the heterogeneous material. Hence, microscopic response should be 

investigated since failure begins as a local event. Figures 10 and 11 show the results for volume 

averaged principal stress in the middle particle of the linear cluster model with respect to far-

field strain. Unlike macroscopic responses that were not substantially influenced by cluster 

densities, Figures 10 and 11 evidently show a significant increase of the principal stress within 

the particle with increasing the particle clustering density. In other words, the smaller the space 

between particles, the greater stress is present in the particle. Also, single particle models show 

the smallest level of stress in comparison with all multi-particle cluster models. As expected, 

these trends are totally in agreement with the results for spherical particle(s) [8]. 

After the evaluation of the influence of the cluster density on averaged principal stress in the 

middle particle, the volumetrically averaged maximum principal stress in the middle particle of 

the linear cluster model with respect to far-field strain was investigated for models of the same 

cluster densities (K) and different ARs. Figures 12 and 13 depict the results. Curves representing 

the behavior of spherical particles (AR=1) are taken from Abedini et al.’s work [8]. According to 

Figures 12 and 13, as the aspect ratio increases in the composite, the larger maximum principal 

stress is imposed on the middle particle. Furthermore, the amount of stress experienced by the 

particle increases as the cluster density increases and this increase is more significant for the 

cluster models with higher aspect ratio particles.  

 

Figure 10- Microscopic behavior of middle ellipsoidal particle for linear cluster with AR=2 and different 

values of K. 
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Figure 11- Microscopic behavior of middle ellipsoidal particle for linear cluster with AR=3 and different 

values of K. 

The equivalent plastic strain is a direct measure of the level of plastic flow in the matrix. Higher 

plastic strain in a region causes more hardening, and, consequently, greater stress is transferred 

into the particles in the region. As Figure 14 indicates, the maximum equivalent plastic strain 

occurs in the space between particles. Since the maximum plastic strain takes place within 

clusters, it can be predicted that particle fracture (and consequently damage) is initiated from the 

clustered area which is in total agreement with experimental results available in the literature [9]. 

 

Figure 12- Mechanical behavior of the middle particle in linear cluster model of the composites with AR= 

1,2,3 and K=3. 
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Figure 13- Mechanical behavior of the middle particle in linear cluster model of the composites with AR= 

1,2,3 and K=10. 

 

Figure 14-Contour plot of the maximum principal plastic strain in the FE model. 

4. Conclusions 

The traditional analytical and numerical approaches to predict the mechanical behavior of 

particle-reinforced composites are based on assuming homogeneous distribution of particles 

within the matrix; however, this assumption is not compatible with real composites. Finite 

elements simulation of uniaxial tension has been conducted considering particle clusters with 

different aspect ratios of the particles within the matrix and different densities of clusters. In the 

work conducted by Abedini et al. [8], linear cluster models were found to be the most sensitive 

particle clustering arrangement to cluster density variation compared to other cluster geometries. 

The current study was focused on the effect of linear clusters consisting of ellipsoidal particles 

on the mechanical behavior of particle-reinforced composites. 

In both macro and micro scales, it was evident that increasing the cluster density leads to higher 

level of average stress experienced by the whole composite and the middle particle. However, 
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differences in macroscopic stress among different cluster densities were negligible for the same 

particle volume fraction. Furthermore, influence of particle aspect ratio was evaluated for models 

with same cluster densities (K), in macro and microscopic level. Models with higher aspect ratios 

demonstrated greater levels of stresses within individual particles, implying that a higher load is 

being transferred to the particles. 

Results obtained from this research indicate that as cluster density increases, so does plastic 

strain in the ligament and this increase is more significant for the clusters with oblate particles. 

Therefore, it clearly justifies how an increase in cluster density and particle aspect ratio 

eventually increases stress both in micro and microscopic scale. All results obtained in this study 

are in good agreement with experimental and FE results available in the literature. 
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Abstract  Low-density rigid polyisocyanurate (PIR) foams obtained from renewable resources (with the 
polyol system comprising up to 80% of rapeseed oil esters) have been produced and tested for strength and 
fracture toughness in a range of foam density of importance for practical applications. In order to enhance 
the mechanical characteristics of the foams, the effect of several nano- and micro-fillers has been 
investigated experimentally. It is demonstrated that nano-fillers, such as organically modified nanoclays, 
carbon nanotubes, ZnO nanoparticles, increase both the strength and toughness of the foams whereas such 
micro-fillers as milled carbon fibers, while providing substantial increase in stiffness, have little effect on 
foam strength and toughness. Scaling models relating filled solid polymer properties to those of the filled 
foams have been considered and shown to have a predictive potential. 
 
Keywords  polymer foams, strength, toughness, nanoclay, carbon fibers 
 
1. Introduction 
 
Currently there is an increasing worldwide interest in modern technologies based on renewable raw 
materials. The introduction of plant components into polyurethane (PUR) systems meets all the 
aims of sustainable development and is an important challenge for chemical companies. 
Polyisocyanurates (PIRs) are synthesized using two basic components: polyols and isocyanates. In 
recent years, increasing interest from industry concerning polyols derived from renewable sources 
(different natural oils, such as rapeseed oil (RO), castor, soya, palm, sunflower oils, etc.) has been 
perceived. These natural ingredients can be successfully used to obtain different PIRs including 
porous composites. Moreover, the anticipated effects of progress in polymer materials should lead 
to the improvement of their properties and the reduction of their manufacturing cost. This is one of 
the reasons to carry on the research in the field of porous composites with the use of nano- and 
micro-fillers [1]. 
 
Rigid low-density closed-cell PIR foams are used primarily as a thermal insulation material in 
building construction and in the global appliances (refrigerators, freezers, etc.) industry, as well as 
in aerospace industry. Although not expected to bear load, low-density foams still have to exhibit 
strength and toughness adequate for loading conditions in the intended applications. Various 
high-stiffness nano- and microfillers such as organically modified clay, carbon nanotubes, and metal 
oxides [[1]-[4]], as well as carbon microfibers [[5]] have been shown to improve considerably the 
mechanical response of PUR and PIR foams at relatively low filler loadings. Prediction of strength 
of foam materials based on micromechanical considerations is complicated due to large variability 
in foam morphology. However, scaling relations linking foam strength and toughness to density and 
morphological parameters of the foams and deformability or strength characteristics of the foam 
struts have been derived and verified experimentally, see e.g. [[6], [7]]. The present study aims at 
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experimental evaluation of the effect of commercially available fillers on the strength and toughness 
of RO PIR foams and their relation to the strength of filled solid polymers. 
 
2. Materials 
 
2.1. Polyol synthesis 
 
Polyols on the basis of renewable natural oils, suitable for obtaining PUR and/or PIR, can be 
obtained by different methods. Most often the esterification or epoxidation of oils is applied. In the 
present work, for producing of PUR, polyol obtained by amidization of RO with diethanolamine 
was used. Temperature: 140˚C, catalyst: zinc acetate. The RO / diethanolamine molar ratio was 2.9 / 
1.0. RO obtained from the company Iecavnieks (Latvia) was used for the synthesis of polyols. 
Firstly, optimum synthesis conditions of polyols suitable for obtaining PUR were determined. The 
synthesis process was controlled from the diethanolamine (acid value and NH value) conversion 
degree. The structure of polyol was characterized from FTIR spectroscopy data.  
 
2.2. Fillers 
 
Four different nanoclays or organically modified montmorillonites (MMT): Cloisite® 15A, 
Cloisite® 30B, Cloisite® 93A (produced by Southern Clay Products, Inc.) and Dellite® 43B 
(produced by Laviosa Chimica Mineraria S.p.A.) were used as fillers of RO PIR foams. The clays 
are purified natural montmorillonites modified as follows: Cloisite® 15A is modified with a 
dimethyl dehydrogenated tallow quaternary ammonium having a cation exchange capacity of 125 
mequiv/100 g, 30B - modified by methyl tallow bis-2-hydroxyethyl ammonium with a 
concentration of 90 meq/100 g clay, 93A - modified with a quaternary ammonium salt (methyl, 
dihydrogenated tallow ammonium) in a concentration of 90 mequiv/100 g of clay, and Dellite® 43B 
is modified by dimethyl benzylhydrogenated tallow ammonium. Multi-wall carbon nanotubes 
Nanocyl® NC7000 (produced by Nanocyl s.a.) with average diameter of 9.5 nm and average length 
of 1.5 μm (according to manufacturer’s data), as well as zinc oxide nanoparticles Zano® 20 
(produced by Umicore Zinc Chemicals) with the size of ca. 30 nm were also used for filling the 
foams. 
 
Carbon-fiber-filled foams were manufactured using Tenax-A milled carbon fibers, with 7 μm 
diameter, of two types. Type 383 fibers had length within 50-150 μm range with the average length 
of 100 μm, whereas Type 385 fiber length was in the 40-70 μm range having the average length of 
60 μm. The bulk density of the fibers amounted to 350 kg/m3 and 550 kg/m3, respectively. 
 
2.3. Foam production 
 
The formulations used in this study were polyols from RO, and a higher functional polyether polyol 
based on sorbitol Lupranol 3422 (it contains only secondary hydroxyl groups, OH Number 490 mg 
KOH/g) - from BASF. As additives, surfactant NIAX Silicone L6915LV, from Momentive 
Performance Materials and catalyst Polycat 5 from Air Products were used. Tris-chloropropyl 
phosphate (TCPP), used as a flame retardant, was supplied by Albemarle and as blowing agent, a 
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mix of water and cyclo-pentane was used. As an isocyanate, polymeric diphenylmethane 
diisocyanate - IsoPMDI 92140, supplied by BASF, was used.  
 
PIR samples were obtained by mechanically mixing appropriate amounts of IsoPMDI 92140 and 
the polyol system (polyols, surfactant, catalysts, and blowing agent) for 10-15 s. The unreacted 
mixture was poured into a plastic mould (20 x 30 x 10 cm) for free foaming. The polymerization 
reaction took place at room temperature for all the obtained samples and was completed in about 
3-5 min. The foam samples were conditioned before tests for at least 24 h.  
 
Nanoclay loadings in the range of 1% to 5% by weight were considered. The exfoliation of MMT 
nanoclays in RO polyol was performed by MRC Ultrasonic Cell Crusher. The same procedure was 
applied also for mixing Zano 20 and Nanocyl NC7000 fillers in RO polyol at 1 % wt. When 
producing microfiber-filled foams, carbon fibers of the selected type were mixed into the polyol 
system. After stirring, the fiber suspension in polyol was degassed, the foaming agent added, the 
mixture stirred and foamed. Three different fiber loadings were obtained: 2%, 4% and 6% by 
weight. Good dispersion was achieved, as suggested by the change in viscosity of the filled polymer 
for nano- and by optical microscopy for micro-fillers. The content of different fillers in the foams 
was calculated on the basis of initial weights. 
 
For characterization of the mechanical properties of solid, monolithic unfilled and nanofilled 
polymers, the mixture prepared as described above was poured in plastic ampoules of ca. 14 mm 
diameter and 80 mm length. The ampoules were subjected to centrifuging to eliminate bubbles.  
 
3. Characterization of mechanical properties 
 
3.1. Strength 
 
For mechanical testing, specimens were produced from slices of the foam blocks cut along the rise 
direction of the foams (for illustration of the free foaming , see Fig. 1) .  The specimens for tension 
 

    
Fig. 1. Illustration of the free foaming process. The arrow shows the foam rise direction. 

 
tests were machined to a dog-bone shape, with a rectangular test section of 85 mm length, 22 mm 
width, and 20 mm thickness. The specimen orientation was chosen so that the mechanical response 
in the direction normal to foam rise could be characterized. An extensometer with 50 mm base 

 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-4- 
 

length was used for strain measurement in the loading direction. For gripping, metallic plates with 
hooks were glued to the ends of the specimens. Tensile tests were carried out by stroke control, at a 
displacement rate of 8 mm/min. For compressive tests, rectangular specimens of dimensions 80 x 
30 x 30 mm were cut from the foam slices and loaded at a rate of 10 %/min. Thus comparable 
specimen gauge length and loading rate was ensured for both, tensile and compressive tests normal 
to the foam rise direction. Thin Teflon films were put between the top and bottom ends of 
specimens and the plates of the testing machine to reduce the friction in compression tests. 
 
Apparent density of each of the foam specimens was determined before the tests. The variation of 
density with filler loading is shown in Figs. 2 and 3 for MMT fillers and in Fig. 4 for carbon fiber 
fillers (foams with different initial densities in 34 to 50 kg/m3 range were filled, as seen in Figs. 2-4). 
Note that the markers in Figs. 2 and 4 have been slightly offset with respect to the correct filler 
content values for better legibility. The presence of fillers apparently had larger effect on foam 
density when the initial, neat foam density was lower. Addition of Zano 20 at 1 % wt. increased 
foam density from ca. 34 for neat foams to 45 kg/m3, whereas filling by Nanocyl at the same 
loading produced foams with 55 kg/m3 density. 
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Fig. 4. Foam density vs. carbon fiber content 

 
The solid polymer samples were removed from ampoules upon setting of the polymer, and 
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cylindrical dog-bone shaped specimens were manufactured by turning. The length of the test section 
of the specimens amounted to ca. 28 mm and diameter to 5.5 mm. Specimen ends were glued into 
tubular aluminum tabs. Tensile tests were carried out by stroke control with the displacement rate of 
1 mm/min. Young’s modulus was determined from the initial, linear part of the stress-strain diagram, 
while the maximum stress before failure was taken as the tensile strength [[3]]. 
 
3.2. Toughness 
 
Fracture toughness of the foams for crack propagation in mode I in the foam rise direction was 
determined according to ASTM Standard D5045-99. Compact tension specimens with the height 
and width equal to 65 mm and 20-mm thickness were used. Detailed description of the test 
procedure and results for neat foams is provided in [[8]].  
 
4. Results and discussion 
 
4.1. Strength of neat polymer foams  
 
By varying the amount of blowing agent, rigid neat RO PIR foams with apparent density in the 
range from 30 to 60 kg/m3 were obtained. The dependence of foam strength on density is shown in 
Fig. 5 for tensile and in Fig. 6 for compressive loading normal to the foam rise direction. It is seen 
in the graphs that the compressive strength appears to be slightly more affected by foam density 
than the tensile strength. 
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Fig. 5. Tensile strength vs. neat foam density Fig. 6. Compressive strength vs. neat foam density 
 
Assuming a particular geometry of foam cells, a power-low relationship for foam strength fσ  as a 
function of density fρ  has been derived in [[6]] 
 

n
ff Cρσ =  (1)

 
where the factor C is related to properties of the cell wall material. For tensile strength of brittle 
foams, n

sscC ρσ8=  where 8c  is a numerical prefactor, sσ  designates tensile strength of the 
solid cell-wall material and sρ  - its density. Approximating the respective strength data with Eq. 
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(1), the value of n = 1.08 was obtained for tensile and n = 1.5 for compressive strength. The 
agreement of Eq. (1) with the experimental data is reasonably good as seen in Figs. 5 and 6. 
 
4.2. Tensile strength of nanoparticle-filled polymer foams 
 
The presence of nanofiller in a polymer may affect its mechanical characteristics as well as the 
density and morphology of polymer foams. The scaling relation Eq. (1) should equally apply to 
filled polymer foams. Hence, the tensile strength of filled polymer foams should scale with solid 
polymer strength as follows 
 

( ) ( )
( ) ( )fils

n

fils

filf
filf c

c
c

cc σ
ρ
ρ

σ ⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
= 8  

 
(2)

 
where filc  designates filler loading. For low filler concentrations of practical interest, its effect on 
density of the solid polymer can be neglected, ( ) ( )0sfils c ρρ ≈ , and polymer strength approximated 
by a linear function of filler concentration 
 

( ) ( )( )filsfils cc μσσ += 10  (3)
 
with μ denoting the reinforcement efficiency factor. It is convenient to introduce the reduced foam 
strength as follows 
 

( ) ( ) ( ) ( )[ ]n
filfffilffilf ccc ρρσσ 0* =  (4)

 
(Note that a similar reduction method for foam strength has been introduced in [[9]].) Then, by 
combining Eqs. (1) – (4), the reduced strength can be expressed via neat foam strength and filler 
content as follows 
 

( ) ( )( )filffilf cc μσσ += 10*  (5)

 
In order to determine the reinforcement efficiency factor experimentally, the strength of neat and 
filled foam cell wall material, e.g. struts, should be measured. Such tests are, however, prohibitively 
complicated even for strut stiffness, due to small dimensions and non-uniform shape of the struts. 
Macroscopic samples of monolithic polymer are likely to yield only a lower bound for strut strength 
due to differing flaw structure, with more severe flaws likely to be introduced in polymer samples 
during manufacture compared to the flaws in microscopic struts arising during rise of the foams. 
However, μ characterizes the ratio of neat and filled strut strength as seen in Eq. (3) rather than the 
absolute strength values. Since the flaw distribution in neat and filled polymer samples, prepared 
following the same procedure, should be comparable, the difference in their strength should reflect 
variation in intrinsic strength due to the presence of a filler. Hence, as a first approximation, an 
estimate of μ can be obtained using the ratio of strength of neat and filled polymer samples.    
 
Tensile strength of monolithic neat and filled RO PIR samples is presented in Table 1. Filler content 
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in the filled solid polymers amounted to 1 % wt. Solving Eq. (3) for μ, expressing filc in weight 
percent, and using the average strength data from Table 1, estimates of μ were obtained and 
presented in Table 1.  
 

Table 1. The effect of filler at 1 wt. % on polymer strength 
Filler no filler Zano 20 Nanocyl Cloisite 

30B 
Dellite 
43B 

Mean strength, 
MPa 

58.5 65.4 64.9 65.1 60.5 

Standard 
deviation, MPa 

6.1 2.7 1.5 2.9 0.7 

Number of tests 10 4 4 4 3 
μ, 1/% - 0.119 0.111 0.114 0.034 

 
The reduced tensile strength of foams as a function of nanoclay concentration is shown in Figs. 7 – 
9. It is seen that the strength varies almost linearly with filler loading for low concentrations, up to 3 
% wt., in qualitative agreement with Eq. (5). At the highest concentration of 5 % wt. considered, the 
reinforcement efficiency appears to drop, with foam strength being comparable or lower than that at 
2 % wt. loading as seen in Figs. 7 and 9.  
 
The strength of low density foams filled with three differently modified Cloisite nanoclays is shown 
in Fig. 7 as a function of clay loading. It is seen that the strength of all three foams appear to be 
quite close at the filler concentrations of 1 and 2 % wt., with overlapping scatter bands. The 
variation of foam strength with filler content, predicted by Eq. (5) using the value of reinforcement 
efficiency factor μ determined for Cloisite 30B, is in good agreement with test results for the lower 
fiber loadings. Reasonable agreement of Eq. (5) with strength data is seen also for higher density 
foams, Fig. 8. However, for low density foams filled with Dellite 43B nanoclay, Eq. (5) using the 
respective μ value from Table 1 appears to underpredict foam strength shown in Fig. 9. 
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Fig. 7. Reduced tensile strength as a function of 
nanoclay loading for three Cloisite clays 

Fig. 8. Reduced tensile strength as a function of 
Cloisite 30B nanoclay loading 

 
At a given filler loading, the theoretical dependence of tensile strength on foam density can be 
easily show to have the form   
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( ) ( )fil
n
ffilf cCc μρσ += 1  (6)

 
with the parameter C and n values as determined for neat foams. It is seen in Table 1 that the μ 
values for ZnO, carbon nanotube, and Cloisite 30B filled polymers are very close, with the average 
of μ = 0.114. The strength of foams with the fillers mentioned above at 1% wt. is plotted as a 
function of the filled foam density in Fig. 10. A reasonable agreement with the prediction by Eq. (6) 
using the average μ value is seen. 
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Fig. 9. Reduced tensile strength as a function of 
Dellite 43B nanoclay loading 

Fig. 10. Tensile strength vs. foam density of filled 
foams containing 1 % wt. of nanoparticles 

 
4.3. Strength of carbon fiber-filled polymer foams 
 
The reduced tensile strength of foams filled with milled carbon fibers is shown in Fig. 11 as a 
function of filler content. No apparent effect on the strength is observed for either of the fiber types 
differing in average length by a factor of ca. 1.7. The reduced compressive strength of foams with 
two different densities, shown in Fig. 12, was also barely affected by the presence of fiber filler. For 
ease of comparison, the strength of unfilled foams is indicted by dashed lines in Figs. 11 and 12.  
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Fig. 11. Reduced tensile strength vs. carbon fiber 
content  

Fig. 12. Reduced compressive strength vs. carbon 
fiber content 

 
SEM and optical microscopy revealed that the carbon fibers were located within the cell wall 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-9- 
 

material, in cell struts and nodes, which resulted in appreciable increase in foam stiffness [[5], [10]]. 
However, polymer struts containing no fibers were also observed even at the highest fiber loading, 
which might have served as the sites of failure initiation, thus negating any increase in strength of 
the fiber-reinforced struts. 
 
4.4. Fracture toughness of filled polymer foams 
 
For the range of RO PIR foam density considered, mode I fracture toughness for crack propagation 
along the foam rise direction was found to vary approximately linearly with foam density [[8]] 
 

fkIcf CK ρ=  (7)

 
Relation Eq. (7) is plotted in Fig. 13 by a solid line together with the experimental toughness values 
of foams with nano- and microfillers at 1 wt. % loading. It is seen that the presence of carbon 
microfibers apparently fails to enhance foam resistance to cracking, since the toughness of carbon 
385 fiber filled foams agrees within experimental scatter with that of neat foams of comparable 
density.       
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Fig. 13. Fracture toughness of filled foams at 1 wt. % loading. Solid line corresponds to neat foam toughness, 

dashed line plots prediction by Eq. (9) 
 
Scaling relations derived in [[6], [7]] for foam toughness have the form 
 

n
fkIcf CK ρ=  (8)

 
where n

sssk lC ρσ~  with ls designating strut length and the exponent estimates ranging from n 
= 1 [[7]] to 1.5 [[6]]. Combining Eqs. (3), (7), and (8) (with n = 1), we obtain for filled foam 
toughness  
 

( ) ( )filfkfilIcf cCcK μρ += 1  (9)

 
with the parameter Ck value as determined for neat foams. The prediction according to Eq. (9) is 
plotted in Fig. 13 by dashed line, using the average μ value for ZnO, carbon nanotube, and Cloisite 
30B filled polymers. It is seen that Eq. (9) reasonably accurately reflects the observed increase of 
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nanofilled foam toughness with respect to that of neat foams. However, the strut length factor, 
neglected in Eqs. (7) and (9), should be explicitly incorporated in the toughness relations since the 
variation of strut length with foam density may differ for neat and filled foams.       
 
5. Conclusions 
 
Production technology of rigid low-density polyisocyanurate foams obtained from renewable 
resources, with the polyol system comprising up to 80% of rapeseed oil-derived esters, has been 
developed. The production process is energy-saving and environmental friendly. The effect of 
nano-scale (organically modified MMTs, carbon nanotubes, ZnO particles) and micro-scale (milled 
carbon fibers) fillers on the strength and toughness of RO PIR foams has been experimentally 
evaluated. Taking into account the increase in foam density due to the presence of filler, carbon 
microfibers yielded negligible effect on the tensile and compressive strength and fracture toughness 
of foams in the 2 to 6 % wt. loadings studied. By contrast, nanofillers at 1 to 3 % wt. loading 
increased both strength and toughness of the foams. The reinforcement efficiency of the nanofillers 
can be roughly estimated by strength tests of filled solid polymers.       
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Abstract  A recent development of carbon nanotubes (CNTs) based structural composite materials is to 
grow CNTs radially on micro-fibres and to use these hybrid fibres to develop superior 3D composites. Due to 
the extremely high tensile strength and stiffness of CNTs and the increased interfacial areas, it is expected 
that the fracture toughness of the new composites will be increased substantially. To evaluate the bridging 
effect of this new hybrid fibre, a finite element model was developed to simulate the pullout of a carbon fibre 
with radially grown carbon nanotubes. The physical multi-length scale problem is treated at the single 
macroscopic scale by using equivalent spring elements to simulate the bridging effect from CNTs. The 
nonlinear properties of the spring elements are obtained from the finite element simulation of a single CNT 
pullout, where the CNT is simulated by using membrane elements. The bonding and debonding behaviours 
between the carbon fibre-matrix interface and CNT-matrix interface are described by cohesive laws. The 
cohesive law for the carbon fibre-matrix interface was calibrated from macroscopic single fibre pullout 
experimental curves. The cohesive law for the CNT-matrix interface was calibrated from published 
experimental data on single CNT pullout. The numerical results indicate that the effect of growth CNTs on 
the carbon fibre is significant. The pullout force of the hybrid fibre has a significant increase at the elastic 
stage before interfacial debonding, which leads to a higher specific pullout energy. 
 
Keywords  carbon nanotube, composite, pullout, cohesive law, finite element 
 
1. Introduction 
 
Carbon fibre, which contains at least 92% carbon [1], has been used in broad fields such as aircraft, 
marine, energy, biomedical and recreational applications due to its high specific stiffness, specific 
strength, and low thermal expansion characteristics. Carbon nanotubes (CNTs) are the finest and 
strongest fibres with tube diameter on the nanoscale and lengths from micro to millimetres (up to 
18mm) [2]. They are considered as the new generation of reinforcing phase in fabricating 
nanocomposite materials. Adding 1wt% of CNTs to matrix material, the stiffness of the composite 
can increase up to 42% [3]. A recent development of carbon nanotubes (CNTs) based structural 
composite materials is to grow CNTs radially on micro-fibres and to use these hybrid fibres to 
develop superior 3D composites, carbon nanotube (CNT)/carbon fibre (CF) hybrid composites, 
which take the advantages of carbon fibres and carbon nanotubes. The traditional fibres only 
provide the in-plane (x and y directions in Cartesian coordinates) reinforcement. The delamination 
always occurs in these traditional laminated composites since there is no reinforcement in the 
direction of the coordinate z (through-thickness direction) to resist the crack initiation and 
propagation. Since the CNTs align in multi-directions in the matrix, they can provide the 
reinforcement to the matrix in different directions as 3D reinforcement.  
 
Due to the extremely high tensile strength and stiffness of CNTs and the increased interface areas, it 
is expected that the fracture toughness of the new composites will be increased substantially. In 
recent years, some researchers have grown CNTs on the surfaces of carbon fibres to improve the 
interfacial strength between the fibres and matrix [4-8]. A single fibre pullout test is one of the most 
widely used techniques to quantify the interfacial strength. In the past few years, only few 
researches have been carried out to understand the mechanical performance of CNTs reinforced 
composites using the single fibre pullout test. For example, Qian, et al. [9] examined the interfacial 
shear strength of CNT-grafted fibres using both the single fibre pullout and push out test. The 
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experiment results of the CNT-grafted fibres pullout test showed that the interfacial shear strength 
have a significant increase (from 75 to 118MPa).  
 
Due to the extremely small size, the role of using this hybrid fibre in composite fracture is still 
unclear. Thus it is essential to use theoretical and numerical analysis to examine the pullout of this 
new hybrid fibre from the polymer matrix. Several numerical studies have been carried out on the 
CNT pullout, but no numerical study on CNT/CF hybrid fibre pullout has been reported. Kulkarni 
et al. [10] and Nie et al. [11] developed two similar multiscale models to evaluate the effect of 
interfacial strength on the elastic modulus of CNT/CF fibre reinforced polymer composites. In their 
simulation, they firstly modelled a nanocomposite formed by a single CNT embedded in the epoxy 
matrix (CNT/matrix) and numerically predicted the overall mechanical properties of the 
nanocomposite. The second step is to consider the nanocomposite as an equivalent matrix and use it 
to form a single carbon fibre nanoreinforced laminated composite.  
 
Cohesive zone modelling is a commonly used technique to investigate the failure governed by crack 
or debonding propagation. It establishes the traction-separation relation for the interface and bridges 
the gap between the stress- and energy-based approaches [12]. Many studies have been carried out 
on the interfacial behaviours of fibre-reinforced polymer (FRP) and concrete under mode II 
conditions [13, 14] by using cohesive zone modelling. However, very little attention has been paid 
to use cohesive zone modelling to numerically simulate the CNT/CF hybrid fibre pullout.  
 
The purpose of this paper is to investigate the single CNT/CF hybrid fibre pullout test through 
coupling the single carbon fibre pullout and CNT pullout. The physical multi-length scale problem 
is treated at the single macroscopic scale by using equivalent spring elements to simulate the 
bridging effect from CNTs. The bonding and debonding behaviours between the carbon fibre-matrix 
interface and between the CNT-matrix interface are described by cohesive laws. In this paper, a 
finite element model of CNT/CF hybrid fibre pullout is firstly presented. Secondly the single carbon 
fibre pullout and the single CNT pullout are studied by using cohesive zone modelling. The two 
different cohesive laws for the carbon fibre-matrix interface and CNT-matrix interface are calibrated 
from macroscopic single carbon fibre pullout experimental curves and published experimental data 
on single CNT pullout, respectively. The single CNT/CF hybrid fibre pullout test is investigated by 
using a cohesive finite element model in which the two pullout processes at different scales are 
coupled. The effect of CNTs on debonding force and specific pullout energy are investigated. 
 
2. Numerical Model 
 
CNTs can be radially grown on the surface of carbon fibres using chemical vapour deposition 
(CVD). Fig. 1 shows Scanning Electron Microscope (SEM) image of carbon fibre after CNT 
growth [15]. These hybrid fibres are then embedded in an epoxy matrix to produce CNT/CF hybrid 
fibre reinforced composites. The diameter and interfacial area of the fibre are significantly increased 
by growth CNTs which can improve the fracture toughness of traditional fibre-matrix composites. 
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Figure 1. SEM image of a hybrid fiber with CNTs [15] 

 
In a typical single fibre pullout test, there are three stages during the pullout process, including 
elastic deformation stage before debonding, debonding stage and sliding stage. In the first stage, the 
fibre and the matrix are well bonded. As the pullout force increases, a crack initiates and propagates 
along the interface between the fibre and the matrix, leading to a complete debonding, which is the 
debonding stage. In the last stage, the fibre slides out from the matrix, with friction acting between 
the two newly formed surfaces. One condition of pullout test is that the length of fibre embedded in 
the matrix must be less than the critical embedded length for debonding. Otherwise the fibre will 
break before the debonding occurs.  
 

     
(a)                                  (b) 

Figure 2. (a) A schematic diagram of a single carbon fibre pullout model; (b) A schematic diagram of 
a single CNT pullout model 

 
In this study, the CNT/CF hybrid fibre pullout was simulated through coupling of the single carbon 
fibre pullout and single CNT pullout. In the single carbon fibre pullout, a pullout displacement was 
applied uniformly on the top surface of the cylindrical fibre embedded in a semi-infinite matrix in 
the axial direction as shown in Fig. 2(a). The commercial finite element package Abaqus was used 
to investigate the carbon fibre pullout problem. A two-dimensional axisymmetric model was 
constructed with a very fine mesh (element type CAX4 and size 1μm ×1μm) in the area around the 
interface between the fibre and the matrix to ensure the accuracy of the numerical results. A small 
number of four-node, axisymmetric cohesive elements (COHAX4) were used to define the cohesive 
zone [16]. In the single CNT pullout, another two-dimensional axisymmetric model was developed 
using a single cylindrical CNT embedded in a semi-infinite matrix. A pullout displacement was also 
applied on the top of the CNT in the axial direction as shown in Fig. 2(b). CNTL is the total 
embedded CNT length. Due to its extreme small size (in nanoscale), membrane elements (MAX1) 
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were used to represent the CNT. The membrane element can be used to represent the thin surface 
which offers strength in the plane of the element without bending stiffness [17]. The axisymmetric 
cohesive elements (COHAX4) were also used to define the cohesive zone between the interface of 
CNT and matrix. 
 
The physical problem of the CNT/CF hybrid fibre pullout was treated as a cylindrical carbon fibre 
attached with spring elements which perform the bridging effect of CNTs embedded in a 
semi-infinite matrix, as shown in Fig. 3(a). Spring element is defined as a deformable member 
which is subjected to tensile or compressive loads in the axial direction. In the pullout simulation, 
the spring elements are elongated and the spring forces resist the fibre to be pulled out [18, 19]. The 
parameters involved to define the nonlinear spring elements were obtained based on the numerical 
results from the single CNT pullout. The radius of the fibre is denoted as CFR  and  CFL  is the 
total embedded fibre length. As the model developed in carbon fibre pullout [16], a pullout 
displacement will be applied uniformly on the top surface of the fibre in the axial direction. Since 
the spring elements are used to simulate the force of CNTs applied on the carbon fibre during the 
pullout, the debonding of CNT-matrix interface will not be explicitly simulated in the hybrid fibre 
pullout model. Therefore the debonding only occurs between the carbon fibre and matrix interface, 
which is assumed to initiate at the carbon fibre-matrix interface and propagate longitudinally along 
the carbon fibre. It is also assumed that the normal stress along the carbon fibre does not exceed its 
material ultimate strength, so the carbon fibre will not break before it is pulled out. The plastic 
behaviour is not considered in this paper. 
 

       
(a)                              (b) 

Figure 3. (a) A schematic diagram of the CNT/CF hybrid fibre pullout model using spring element to 
perform the CNT; (b) Axisymmetric finite element model for a single CNT/CF hybrid fibre pullout with a 

fine mesh around the interface 
 
Due to the symmetry of this problem, a two-dimensional axisymmetric model was constructed in 
this finite element analysis. The radius and depth of the matrix are much larger than the dimensions 
of the fibre in the numerical models so as to simulate a semi-infinite matrix body. The bottom of the 
model is constrained in both the radial and axial directions. The vertical side along the 
axisymmetric axis is constrained only in the radial direction. The model contains a total of 5149 
four-node quadrilateral elements. A very fine mesh with the smallest elements (CAX4) of 1μm 
×1μm were used in the area around the interface as shown in Fig. 3(b). A small number of 
four-node, axisymmetric cohesive elements (COHAX4) were used to define the cohesive zone. 
Nonlinear spring elements (SPRING1) were used to model the bridging effect of CNTs in the 
CNT/CF hybrid fibre pullout. In reality, the CNTs grown on the carbon fibre surface should be 
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considered as the CNTs embedded in the matrix at an inclination angle of 90º with respect to pullout 
direction. For this case, the CNT should be considered as a flexible string passing over a frictional 
pulley, and a snubbing friction model can be derived to relate the pullout force to the fiber 
inclination angle [20]. Therefore, a frictional pulley model for pullout force of the single inclined 
CNT was firstly introduced  

Φ
=ΦΦ = f

CNTCNT eFF )0()(
 (1)

where )(ΦCNTF is the pullout force of inclined CNT with the pullout direction Φ . f is the snubbing 
friction coefficient which is assumed as 0.1 in this study. Secondly, the pullout force of the single 
CNT obtained in FE simulation with pulley effect was applied to define the nonlinear properties of 
the spring elements.  
 
In addition, two cohesive zones were defined between the carbon fibre-matrix interface and 
CNT-matrix interface in this study. In the single carbon fibre pullout simulation, a bilinear cohesive 
law was implemented [16]. In the single CNT pullout simulation, the cohesive zone model was 
adopted from Tvergaard [21] and Chaboche et al. [22]. The interfacial debonding during a fibre 
pullout test is a pure mode II fracture problem. Therefore the mode II cohesive law [22] can be 
simplified as 
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where tu is the tangential separation and tδ  is the complete tangential separation. maxτ  is the 
interfacial crack initiation stress under shear loading condition. Correlating to energy-based fracture 
mechanics, the fracture energy IIcG is the area under traction-separation curve. 
 
3. Results and Discussion 
 
3.1 Single Carbon Fibre Pullout Simulation 
 
A comparison study between a finite element simulation and an experimental pullout test was first 
carried out as shown in Fig. 4 [16]. A 7µm diameter HTA-7-6K carbon fibre is embedded in an 
Epilox epoxy matrix with the embedded length CFL = 100μm, which is consistent with the 
experiment by Bogoeva-Gaceva et al. [23]. The residual thermal stresses were considered on the 
assumption of TΔ = -95°C.  
 
From Fig. 4, it can be seen that the simulated pullout curve agrees overall very well with the 
experimental curve from Bogoeva-Gaceva et al. [23] with these fitted parameters )(max CFτ = 45MPa, 
separation displacement of crack initiation )(CFdδ = 21.86µm, and the complete separation 
displacement )(CFtδ = 25µm. These calibrated parameters of cohesive zone are used to simulate 
CNT/CF hybrid fibre pullout in the following section. 
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Figure 4. Comparison between experiment and FE simulation for single carbon fibre pullout curve 

 
3.2. Single CNT Pullout Simulation and Validation 
 
Similarly, another comparison study between a finite element simulation and an experimental single 
CNT pullout test was carried out. In this study, a 24nm diameter multiwalled-carbon nanotube 
(MWNT) is embedded in an epoxy matrix with the embedded length CNTL = 2.6μm, which is 
consistent with the experiment by Cooper et al. [24].  
 
Fig. 5 shows the simulated single CNT pullout curve. The numerical results were compared with the 
experimental results as shown in Table 1. CNTW is the total CNT pullout energy, which is the total 
area under the pullout force-displacement curve. It can be seen that the numerical results agrees 
overall very well with the experimental results listed by Cooper et al. [24] with these fitted 
parameters )(max CNTτ = 36MPa, )(CNTdδ  = 140nm, )(CNTtδ = 410nm which are used to define the 
nonlinear properties of spring elements in the following section. 
 

 
Figure 5. FE simulation for single CNT pullout curve 
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Table 1. Comparison between experiment and FE simulation for single CNT pullout 
 FE simulation Cooper et al. [24] 

Maximum pullout force )(max CNTF (μN) 6.845 6.8±1.7 

Total CNT pullout energy CNTW  (J) 1.63x10-12 1.6x10-12 
 
3.3. CNT/CF Hybrid Fibre Pullout  
 
3.3.1. Estimation of length and number of CNT grown carbon fibre  
 
To simulate a single CNT/CF hybrid fibre pullout, the length and number of CNT radially grown on 
the single carbon fibre should be identified. In this study, the length and number of CNTs were 
estimated based on the experimental results obtained by Zhang et al. [25]. In their experiment, 
carbon nanotubes were successully grown on the surface of a 7μm diameter carbon fibre T650 by 
chemical vapor deposition. The diameter of the CNT/CF hybrid fibre measured was appoximately 
20μm. Therefore, the length of CNTs ( CNTL ) grown on the carbon fibre surface can be estimated as 
6.5μm.  
 
The number of CNTs grown on the carbon fibre surface was calculated based on the CNT 
population density estimated from the experiment. The CNT population density at the carbon fibre 
surface was estimated as high as 8 x109 tubes/cm2 [25]. In this study, it is assumed that CNTs are 
uniformly grown on the carbon fibre surface. The number of CNTs grown on the carbon fibre 
surface per unit length can be calculated as 1760 tubes/μm. It is also assumed that there are 100 
layers of CNTs uniformly distributed along the carbon fibre-matrix interface ( CFL = 100μm with 
element size 1μm ×1μm). Therefore, the total number of CNTs distributed on each layer was 
estimated as 1760 tubes. In addition, 99 layers of CNTs were used to joint with the carbon fibre in 
the hybrid fibre simulation which excluded the bottom layer of CNTs. 
 
3.3.2. CNT/CF hybrid fibre pullout force 
 
The maximum pullout force of hybrid fibre ( )(max HF ), is one of the most important parameters 
recorded from a pullout test, which is used to calculate the average interfacial strength. Fig. 6 
showed the case of CNTs completely pulled out with the single carbon fibre. It can be seen that the 
magnitude of the maximum pullout force for CNT/CF hybrid fibre ( )(max HF = 0.39N) is much higher 
than the carbon fibre pullout ( )(max CFF = 0.1N). The maximum pullout force of the hybrid fibre has a 
significant increase by 290%. The increased pullout force was observed in the early stage of elastic 
deformation before the interfacial debonding occurred in carbon fibre. An et al. [26] performed an 
experiment of the CNT/CF hybrid fiber pullout to confirm that the maximum pullout force of 
hybrid fibre had a significant increase up to 120%. The difference probably is due to the different 
number of CNTs and carbon fibre embedded length used in this study.  
 
The interfacial shear strength (IFSS), which is traditionally used to evaluate the interfacial bonding, 
is normally calculated from the load-displacement curve of a fibre pullout test. It can be defined as 
[27] 

CFCF
s LR

F
π

τ
2

max=  (3)
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The IFSS increases from about 45.5MPa to 177MPa. This improvement of the interfacial shear 
strength is due to the increased interfacial area and roughness, which can provide a stronger 
interfacial bonding between the CNTs, carbon fibre and the matrix. A significant improvement in 
the IFSS was also observed in the experiment studies [7, 9, 26, 28]. This study indicates that the 
effect of growth of CNTs on the carbon fibre surface is significant, which can enhance the adhesion 
between the fibre-matrix and thus improve the delamination resistance of the composite.  
 

 
Figure 6. Comparison between the single carbon fibre pullout and the single CNT/CF hybrid fibre completed 

pullout curve. 
 
3.3.3. Specific pullout energy 
 
The specific pullout energy can be well used to quantify the beneficial effect of growth of CNTs on 
the bridging resistance of fibres in composites, which is first introduced in this paper. The specific 
pullout energy ω  is defined as 

CFCF LR
W

π
ω

2
=  

(4)

where W is the total fibre pullout energy, which is the total area under the pullout 
force-displacement curve. Specific pullout energy can be used to quantify the fibre bridging effect 
in a composite failure analysis. Fibre bridging appears behind a major crack tip in an intralaminar 
fracture, which enhances the fracture resistance of fibre reinforced composite. According to the 
calculated results, it can be seen that the influence of growth of CNTs on the specific pullout energy 
is significant. The magnitude of the specific pullout energy of CNT/CF hybrid fibre ( Hω = 1032J/m2) 
is much higher than the carbon fibre ( CFω = 565J/m2). The specific pullout energy of the CNT/CF 
hybrid fibre increases by 83%. This is due to the large resistance induced by the carbon nanotubes, 
which requires more energy to pullout the fibre.  
 
4. Conclusion 
 
A finite element model was developed to simulate the pullout of a carbon fibre with radially grown 
carbon nanotubes. The bonding and debonding behaviours between the carbon fibre-matrix 
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interface and CNT-matrix interface were described by cohesive laws. Equivalent nonlinear spring 
elements were used to simulate the force of CNTs applied on the carbon fibre during the pullout. 
The numerical results of the CNT/CF hybrid fibre pullout from a case study show that the growth of 
CNTs on the carbon fibre surface has a significant effect on the maximum pullout force, and they 
increase the resistance in fibre at the elastic deformation stage before interfacial debonding. There 
also a signification improvement in the interfacial shear strength, which indicates that growth of 
CNTs can provide a stronger interfacial bonding between the CNTs, carbon fibre and the matrix. 
The beneficial effect of growth of CNTs on the bridging resistance of fibres in composites can be 
well quantified by the specific pullout energy. The increased specific pullout energy of the hybrid 
fibre indicates that growth of CNTs can enhance the fracture resistance of fibre reinforced 
composites. 
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Abstract  This study aims to examine the adhesion work of electrospun polymer nano- and micro-fibers.  
The adhesion energy at the interface of electrospun membrane and a rigid substrate is characterized by a 
shaft-loaded blister test (SLBT). By controlling the processing parameters, polyvinylidene fluoride (PVDF) 
fibrous membranes are prepared with fiber diameters ranging from 201 ± 86 nm to 2,724 ± 587 nm. The 
adhesion energy between electrospun membrane and rigid substrate increases from 8.1 ± 0.7 mJ/m2 to 258.8 
± 43.5 mJ/m2 by use of smaller fiber diameters. Adhesion energies between electrospun PVDF membranes 
and SiC substrates made of different grain sizes are evaluated. Fibrous membrane produces an adhesion 
energy as high as 420.1 ± 62.9 mJ/m2 in contact with SiC substrate with a 68 μm grit size. The SLBT 
methodology is extended to understand the adhesion energy between electrospun membranes. The increase 
in adhesion work is attributed to an increased area between fiber delaminated surfaces and surface asperities. 
Keywords  Adhesion energy, Electrospinning, Fiber diameter 
 
1. Introduction 
 
Hierarchical structures are usually evolved by insects and geckos on feet to produce extraordinarily 
strong adhesion for bodyweight support [1-3]. This phenomenon inspires researchers to use 
artificial polymer fibrillars in producing film-like adhesives [4-6]. Recently, thin membrane 
composed by ultrafine fibers is fabricated by electrospinning from polymer melt or solution [7-12] 
in a very simple process. The obtained electrospun membrane initiates a unique way to produce 
strong film-like adhesives. It requires a suitable characterization method is produced to evaluate the 
adhesion property of electrospun membranes.  
 
In our previous an effective Shaft Loaded Blaster Test (SLBT) is reported to measure adhesion 
energy between electrospun membrane and rigid substrate [13]. As shown in Figure 1, SLBT 
consists of three main parts including stiff shaft, central holed rigid substrate and electrospun 
membrane. During SLBT, mechanical load is applied by through the stiff shaft on the center of 
electrospun membrane to form an axisymmetric conical delamination at membrane-substrate 
interface. The interrelationship of P-w0-a between the measureable quantities, is governed by 
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Where P is the exterior force; E and h are elastic modulus and thickness of the membrane 
respectively; a and w0 respectively refers to debonding radius and central deflection. In SLBT, 
mechanical equilibrium is exhibited [14-17], that is, the strain energy release rate, G, equals the 
work of adhesion, W, provided the entire membrane is linear elastic response. The equation is 
presented as 
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By understanding of the principle [14-16] and process [13] of SLBT, in this paper we develop a 
research to discuss the adhesion work of electrospun polymer nano- and micro-fibers. Fiber 
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diameter is systematically examined to characterize size effect of electrospun fibers on adhesion 
energy. Surface asperity of rigid substrate is also discussed in detail to show the condition of high 
adhesion energy between electrospun membrane and rigid substrate. 

 
Figure 1. Schematic of shaft loaded blister test 

 
2. Experimental Works 
 
2.1. Materials 
 
PVDF (Kynar 761) is purchased from Arkema Incorporation. N,N-Dimethylformamide (DMF) 
and acetone are purchase from Fisher Scieare at reagent grade. 
 
2.2. Preparation of electrospun membranes 
 
PVDF membranes for adhesion tests are fabricated by electrospinning. PVDF powder is dissolved 
in a solvent mixture of DMF and acetone to form PVDF solution. The concentration of PVDF 
solution is controlled at 0.15-0.20 g/mL. The volume ratio of DMF and acetone is selected as 7:3 
and 5:5. Electrospinning is conducted at ambient temperature, solution feed rate 0.3 mL/h under 
applied voltage at 10 kV. Electrospinning process is proceeded ~10 h to fabricate a 10 μm thick 
fibrous membrane. Then electrospun PVDF membrane was dried in vacuum oven at 50 ºC for 12 h 
before used in SLBT.  
 
2.3. Characterization of fiber mophology 
 
Fiber morphology of electrospun membranes is characterized by scanning electron microscopy 
(JEOL JSM-6510LV). Before imaging, samples are coated with silver by sputter coater (K575x, 
Emitech) for 1.5 min at 55 mA. Average fiber diameter and fiber density are determined from 
SEM micrographs by use of the software ImageJ 1.45s. For each sample, five images are used for 
calculation and total 100 fibers are measured for average diameter calculation. Fiber density is also 
calculated by measuring the total area occupied by fibers in SEM micrographs.  
 
2.4. Operation of SLBT 
 
PVDF membrane is cut into a square of 30 mm by 30 mm for SLBT. The rigid substrate is 
prepared from cardboard with inorganic coating (detailed information of the substrate is exhibited 
in our previous work [13]). The arithmetic average roughness (Ra) of the substrate is 
approximately 128 nm. In order to make good contact, a lightweight plastic roller (~100 g) was 
used to roll over the membrane onto the substrate to squeeze air bubbles between membrane and 
substrate. Figure 1 shows a schematic of SLBT. Electrospun membrane is self-adhered onto the 
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top surface of rigid substrate. A rigid shaft with spherical cap (R=0.35mm) is used to apply force P 
to the electrospun membrane. In SLBT, the test speed is consistent at 20 mm/min. Before the test, 
the shaft is set to just contact with electrospun PVDF membrane, but no debonding between the 
membrane and substrate happens. During the test, initial vertical displacement leads to a blister 
debonding of the local area on the membrane close to the shaft end. 
 
In SLBT, P is recorded by a 1 N load cell (Futek Advanced Sensor Tech). The whole test is 
monitored by 7X-45X Simul-Focal Trinocular Boom Microscope and recorded by a 3M camera 
(AMscope). Video captures are analyzed by ImageJ 1.45s to obtain in-situ deformation profile. 
Therefore, the relationship between delamination radius (a) and central deflection (w0) can be 
obtained.  
 
Silicon carbide (SiC) substrates with different surface asperities are also used to do the SLBT to 
evaluate adhesion energy between electrospun membrane and rigid substrate. After the test, 
adhesion energy is calculated by equation (2). 
 
3. Results and Discussion 
 
3.1. Morphology of Electrospun Membranes 
 
SEM images and fiber diameter of electrospun PVDF membranes are shown in Figure 2. All the 
electrospun membranes show uniform fibers without bead. Fiber diameter distribution is exhibited 

 
Figure 2. SEM images of electrospun PVDF membrane prepared at conditions of solution concentration and 
DMF/acetone (a) 0.15 g/mL, 7:3, (b) 0.17 g/mL, 7:3, (c) 0.15 g/mL, 5:5, (d) 0.17 g/mL, 5:5, (e) 0.20 g/mL, 

7:3, respectively. Average fiber diameters of (a-e) is summarized at (f). 
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in Figure 2(f) with a trend of increase from 201 ± 86 nm to 2724 ± 587 nm. The increase of fiber 
diameter is attributed to high concentration of electrospun PVDF solution and large percentage of 
high boiling point solvent (DMF). Until today, this phenomenon is clearly recognized as the 
basically theory of electrospinning supported by a great deal of references [17-22]. Fiber densities 
of electrospun membranes are summarized in Table 1. Different fiber diameter doesn’t result in 
different fiber density. From Table 1, fiber densities are from 77.81 % to 84.69 % without 
significant difference. 
 

Table 1 Diameter, fiber density and adhesion energy of electrospun membranes 
Preparation 
conditions 

Fiber diameter 
(nm) 

Fiber Density 
(%) 

Adhesion Energy 
(mJ/m2) 

(a) 0.15 g/mL, 7:3 201 ± 86 84.7 ± 2.3 258.8 ± 43.5 
(b) 0.17 g/mL, 7:3 387± 65 77.8 ± 2.8 196.3 ± 23.4 
(c) 0.15 g/mL, 5:5 733 ± 154 79.2 ± 1.0 157.0 ± 37.5 
(d) 0.17 g/mL, 5:5 1835 ± 653 84.7 ± 5.8 77.0 ± 8.8 
(e) 0.20 g/mL, 7:3 2724 ± 587 83.3 ± 6.4 8.1 ± 0.7 

 
3.2. The work of adhesion 
 
The work of adhesion between electrospun membrane and rigid substrate in SLBT is calculated by 
equation (2) and recorded in Table 1. With the increase of fiber diameter, it shows an obvious 
decrease in adhesion energy. When the diameter of electrospun PVDF fibers is about 201 ± 86 nm, 
the adhesion energy is up to 258.8 ± 43.5 mJ/m2. But, fiber diameter increases to 2724 ± 587 nm 
leading to 32-fold decrease in adhesion energy to only 8.1 ± 0.7 mJ/m2. In SLBT, the rigid substrate 
has an inorganic coating on the surface indicating an arithmetic average roughness (Ra) of ~128 nm. 
It must form some rough area with several hundred nanometers fluctuant change on height. Because 
of the nano- and micro-size of electrospun PVDF fibers, they are usually very flexible with the 
ability to be crushed into the empty space of topographical rough area of the rigid substrate. Thin 
fiber is easier to produce larger effective contact with the surface of the rigid substrate. It will 
initiate higher work of adhesion during SLBT. On the contrary, thick fibers with the diameter of 
2724 ± 587 nm are too large to be crushed into the small empty space on the topographical rough 
area at the surface of the rigid substrate. The contact area between electrospun membrane and rigid 
substrate should be very low. Low adhesion energy can be observed in SLBT. 
 
Adhesion energy between electrospun PVDF membrane and rigid substrate is also enhanced by 
interlocking effect. Interlocking refers to the multi-point contact between electrospun fibers and 
rigid substrate. Thin fiber is no doubt flexible and easy to bend to contact many points of rigid 
substrate surface at the same time. The thinner electrospun PVDF fiber is, the easier the fiber forms 
effective contact with rigid substrate. In fact, SLBT debonding is a crack propagation process 
between the electrospun PVDF membrane and the rigid substrate. Formation of interlocking could 
increase the difficulty of crack propagation resulting in sharp increase of adhesion energy. Stein and 
co-workers [23] reported the sharp increase in interfacial toughness from 8 J/m2 to 145 J/m2 of two 
immiscible polymer plates by scribing grooves at the interface of plates to induce interlocking effect. 
By considering the flexibility of electrospun fibers and the principle of interlocking effect, it is 
concluded that reducing the fiber diameter of electrospun PVDF fibers is one of critical factors for 
significantly increases in adhesion energy between electrospun membrane and rigid substrate. 
 
3.3. Surface roughness of rigid substrate 
 
In order to understand the relation between adhesion energy and surface roughness of rigid substrate, 
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a series of SiC substrates with different surface asperities is applied in SLBT to characterize 
adhesion energy. Figure 3 exhibits the surface morphology and surface profile of SiC substrates. All 
of the SiC substrates show uniform grit distribution with different grit size [see left side of Figure 3]. 
The smallest size of grit is 5 μm showing a height fluctuation of ~3 μm on the surface. SiC substrate 
also exhibits large size of grit at 68 μm with ~30 μm fluctuation on height. 
 
Electrospun PVDF membrane with fiber diameter of 387± 65 nm is used to test the adhesion energy 
with SiC substrates. By increasing of the grit size on surface of SiC substrates, it shows an increase 
trend of adhesion energy. When the grit size is lower than 15.3 μm, the adhesion energy is below 
150 mJ/m2. By use of large grit size SiC substrate, the adhesion energy reaches over 400 mJ/m2. At 
the grit size of 68 μm, it shows the highest adhesion energy at 420.1 ± 62.9 mJ/m2.  
 
Large size of grid produces larger empty space between the SiC grids. Electrospun PVDF fibers can 
 

 
Figure 3. Surface morphology of SiC substrates.SEM images of SiC substrates (a-e) with different grit size 

are exhibited in left side. Surface scans of the substrate are included in right side. 
 

 
Figure 4. Adhesion energy between electrospun PVDF membrane and SiC substrate. 
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be easily crushed into the space to produce the high effective contact with substrate surface. When 
the space is large enough, many fibers can be crushed into the same area. Strong interlocking effect 
is initiated. As a result, higher work of adhesion can be produced in SLBT. However, when the grid 
size exceeds a critical value, the space between SiC grids is much larger the diameter of electrospun 
PVDF fibers. The increase of fiber amount will not produce an obvious increase in surface contact 
and interlocking effect. In our experiment, there is no large difference shown in adhesion energy 
between the grid sizes of SiC at 30.2 μm and 68 μm. Only 20 mJ/m2 difference of adhesion energy 
is detected by use of the two SiC substrates. The surface asperity also plays an important role to the 
adhesion energy between electrospun membrane and rigid substrate. 
 
4. Conclusions 
SLBT methodology for testing the adhesion energy is conducted to determine the work of adhesion 
between PVDF membrane and rigid substrate. Electrospun PVDF membranes with increased fibers 
diameter show an obvious decrease in adhesion energy. The adhesion energy between electrospun 
membrane and rigid substrate can drop from 258.8 ± 43.5 mJ/m2 to 8.1 ± 0.7 mJ/m2 by increasing the fiber 
diameter from 201 ± 86 nm to 2,724 ± 587 nm. The surface asperity is also a critical factor for adhesion 
energy. The work of adhesion up to 420.1 ± 62.9 mJ/m2 is detected between electrospun PVDF membrane 
and SiC substrate with a 68 μm grit size in SLBT. 
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Abstract 

The tensile and shear failure behavior dependence on chain length and temperature in amorphous 

polymers are scrutinized using molecular dynamics simulations. A wide range chain length of alkane is 

tested under tension and shear with various temperatures. We find that the broken rate (the broken bond 

number to all polymer chain number ratios) under tension and shear increases with increasing chain 

length and temperature. For a given chain length and temperature, the broken rates under shear are always 

higher than those under tension at a same large strain. For a given chain length, the tensile and shear 

stresses decrease with increasing temperature. We propose three typical fracture mechanisms to 

effectively elucidate the ductile fracture response based on the predominance of chain scission process.    

 

Keywords Failure, Chain length, Linear polymers, Molecular dynamics. 

 

1. Introduction 
 

Amorphous polymers are one of the most fundamental polymer molecular shapes that have 

widely been investigated by many researchers due to the important physical and chemical 

properties [1,2]. Glass forming polymers (T<Tg, Tg is the glass-transition temperature) are of 

great industrial importance and scientific interest. Their unique mechanical properties arise from 

the connectivity and random-walk-like structure of the constituent chains [3]. At very small 

strains, the response is elastic. At slightly larger strains, yielding occurs when intermolecular 

barriers to segmental rearrangements are overcome. Following yield, the material may exhibit 

strain softening, a reduction in stress to a level corresponding to plastic flow. At higher strains, 

the stress increases as the chain molecules orient, in a process known as strain hardening. Strain 

hardening suppresses strain localization (crazing, necking, shear banding) and is critical in 

determining material properties such as toughness and wear resistance [4,5]. In the other hand, 

the yield point of the polymers disappears after T>Tg. Recently, we have found that the chain 

length (CL) and temperature have a large effect on the thermomechanical properties of linear 

polymers [6-8] based on united-atom (UA) and coarse-grained (CG) molecular dynamics (MD) 

simulations. Since the UA and CG potentials limitations, the effect of the CL and temperature on 

the failure behavior is not understood well yet. Especially, the failure behavior under shear has 

been scarcely reported in previous work. Therefore, understanding the molecular origins of 

macroscopic fracture behavior such as fracture energy is a fundamental scientific challenge [5,9].  

In this paper, the tensile and shear failure behavior dependence on CL and temperature in 

linear polymers are scrutinized using MD simulations. A wide range chain length of alkane is 

tested under tension and shear with various temperatures. The fracture mechanism is proposed 

based on the detailed analysis of the fracture response.   

 

2. Simulations details  
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The bulk structure of linear polymers can be modeled using the semicrystalline lattice method 

[10], which utilizes the face-centered cubic (fcc) diamond structure as a template to carbon 

backbones of entangled polymers. The detailed process was detailedly described in our previous 

work [6]. The total number of beads in the initial structure is kept constant 180000 from CL=9 to 

CL=1200, in which the number of chains changes accordingly from 20000 (CL=9) to 150 

(CL=1200). Since our aim does not simulate a specific polymer, we use a bead-spring polymer 

model derived from the one suggested by Kremer and Grest [11]. A finitely extendable nonlinear 

elastic (FENE) backbond potential is applied along the polymer chain 
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where k=30 and R0=1.5 to guarantee a certain stiffness of the bonds while avoiding high 

frequency modes (which would require a rather small time step for the integration) and chain 

crossing [12]. The beads interact through a truncated Lennard-Jones (LJ) potential of the form 
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where ε and σ are the characteristic energy and distance parameters that define the shape of the 

energy distance curve, while rc is the cutoff distance for the potential. The LJ potential provides 

a smooth transition to zero values at the cutoff distance. In this work, we adopt the reduced units 

formalism and all physical quantities are expressed as multiples of m (bead mass), ε, σ and kb 

(Boltzmann constant) while these parameters are set equal to one in our computation [13]. The 

bond is broken as r>1.15σ and the corresponding interaction is shut off, while a non-bonded LJ 

interaction is introduced between the two beads. 

Each generated initial three-dimensional structure is annealed for 1×10
6
 steps until the 

pressure and energy of the system is stable, keeping both the temperature T=1.3ε/kb and the 

pressure P=1 (the time step dt=0.002) in the NPT ensemble controlled by the Nose-Hoover’s 

thermostat [14]. Then, the system is cooled down to be the given temperature by the same NPT 

ensemble and the density of the system is monitored while cooling step-wise at an effective rate 

of 1/(1×10
6
 steps). The system is then kept at the constant temperature (the given temperature) 

for 1×10
6
 steps in the same NPT ensemble. The obtained structures are subjected to the uniaxial 

tension and compression and performed to obtain stress–strain response with different CL and 

temperature in the non-equilibrium MD simulations [15]. Periodic boundary conditions are 

applied in all directions. All the MD simulations have been performed using LAMMPS software 

[16]. 

    

3. Results and discussion      
3.1 Failure behavior under uniaxial tension 

Fig. 1 shows the stress-strain curves with different CL for two different temperature T=0.1 and 

T=0.3. The typical process (elastic, yielding, softening and hardening) is displayed in Fig. 1, 

while the hardening process is not evident when CL≤18 and the difference among the nonlinear 

parts of the stress-strain curves is also not large when CL≤144. The main reason is that the 

density and entanglement of short CL is lower than those of longer chain, which results in that 
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the bond number per unit volume in short CL is lower than those in longer CL. So the required 

external work for the shorter CL is lower than that for the longer CL. That is to say, the stiffness 

of the shorter CL is lower than that of longer CL. Since the density almost tends to a constant 

when CL≥140 [6], the effect is not evident in the range of CL≥140. Fig. 2 shows bond broken 

rate (the number of broken bond / the number of total chains) with different tensile strain for 

different CL and two temperatures T=0.1 and T=0.3, in which the broke rate increases with 

increasing CL. 

 

 
Fig. 1 The tensile stress-strain curves with different chain length for two different temperatures. (a) 

T=0.1; (b) T=0.3. 

 

 
Fig. 2 The broken rate-strain curves with different chain length for two different temperatures. (a) 

T=0.1; (b) T=0.3. 

 

We also find that the first broken bond is occurred at strain>3 and the stress is still hardening 

with increasing strain by comparison with Fig. 1 and Fig. 2. After strain>9, the stress decreases 

and the number of the total broken bonds tends to a constant. Fig. 3 shows the stress-strain 

curves and broken rate for CL=288 with different temperature. The stress decreases and the 
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broken rate increases with increasing temperature for same strain. For high temperature (T=0.5 

and 0.7), the number of broken bond always increases with increasing strain even if the strain is 

higher than 12. The possible reason is that the temperature is higher than the glass-transition 

temperature Tg=0.35 (here) when T=0.5 and 0.7, in which the creep and high-elastic property is 

more evident in the high temperature and the yield point disappears. To interpret these MD 

simulations and obtain insight into the difference in fracture behavior of different CL and 

temperature, we plot the atomic strain distribution in the deformed configuration of the polymer 

models in Fig. 4 and Fig. 5. The ultimate fracture strain increases with increasing temperature in 

Fig. 4, which gives a good explanation of the above analysis. In Fig. 5, no void or atomic strain 

concentration for CL=18 can be found even at strain=12, which validates no broken bond in Fig. 

2a. The ultimate fracture strain almost increases with increasing CL when CL≥72, which is also 

validated from Fig. 2a.  

 

 
Fig. 3 The tensile stress-strain and broken rate-strain curves with different temperature for CL=288. (a) 

Stress-strain curves; (b) Broken rate-strain curves. 

 

 
Fig. 4 The atomic strain (along the tensile direction) distribution for CL=288 at different temperature.  
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Fig. 5 The atomic strain (along the tensile direction) distribution for different CL at T=0.1.  

 

Three typical mechanisms of the fracture behavior under uniaxial tension are plotted in Fig. 6. 

Fig. 6a represents the covalent bond broken phenomenon, which requires very high external 

loading (about 15000 MPa for linear polymers). Fig. 6b represents the polymer chain slipping 

with each other (about 5000 MPa). Fig. 6c represents the separation between any two polymer 

chains, which is mainly dominated by van der Waals interactions (about 100 MPa). For short CL, 

the fracture behavior is mainly determined by the chain slipping and separation. For longer CL, 

the fracture behavior is dominated by the competition between the chain slipping and bond 

broken mechanisms, in which the bond broken mechanism increases with increasing CL since 

the entanglement density increases with increasing CL. For very long CL, the bond broken 

mechanism mainly dominates the fracture behavior. The three mechanisms provide a good 

explanation of the MD results from Fig. 1 to Fig. 5.   

 
Fig. 6 Three typical mechanisms of microstructural evolution under uniaxial tension in linear polymers. 

 

3.2 Failure behavior under shear 

    Fig. 7 shows the shear stress-strain curves with different CL for two different temperatures 

T=0.1 and T=0.3. The typical process (elastic, yielding, softening and hardening) is also 

displayed in Fig. 7. Unlike tension, the hardening process is also evident even for very short CL. 

The stress strength (the peak point of the stress) and strain strength (the strain at the stress 

strength point) both increase with increasing CL when CL≤144. The possible reason is that the 

polymer chains mainly keep the slipping process even in the hardening stage under shear, while 

the polymer chains are mainly stretching process after elastic stage under tension.  
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Fig. 7 The shear stress-strain curves with different chain length for two different temperatures. (a) 

T=0.1; (b) T=0.3. 

 

Fig. 8 shows the corresponding broken rate with different CL for two different temperatures of 

Fig. 7. Similar to tension, the shear broken rate also increases with increasing CL. Unlike tension, 

the broke rate always increases with increasing shear strain even strain>12. Fig. 9 shows the ratio 

of tensile broken rate to shear broken rate with different strain. The ratio is always smaller than 1. 

In other words, for a given chain length and temperature, the broken rates under shear are always 

higher than those under tension for a same large strain. The possible reason is that the slipping 

and separation process mainly dominate the forward stage of the fracture behavior under shear, 

while the coupling slipping and broken mechanisms determine the fracture behavior under 

uniaxial tension. The rc=1.5 of LJ potential is higher than the broken distance of rbroken=1.15 (see 

section 2), which leads to the higher ultimate fracture strain (that is, the structure is broken as 

two parts) under shear.  

 

 
Fig. 8 The shear broken rate-strain curves with different chain length for two different temperature. (a) 

T=0.1; (b) T=0.3. 
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Fig. 9 The tensile broken rate/shear broken rate with different chain length for different temperature. (a) 

T=0.1; (b) T=0.3. 

 

 
Fig. 10 The shear stress-strain and broken rate-strain curves with different temperature for CL=144. (a) 

Stress-strain curves; (b) Broken rate-strain curves. 

 

 
Fig. 11 The atomic strain (along the shear direction) distribution for CL=144 at different temperature 

under shear strain=58%. 
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Fig. 10 shows the shear stress-strain curves and broken rate for CL=144 with different 

temperature. The shear stress decreases with increasing temperature for same strain. For high 

temperature (T=0.5 and 0.7), no evident yield point can be also seen in Fig. 10a, which is same 

with tension. The difference of shear broken rate for different temperature is not large as T<0.7. 

To further understand the response, we plot the atomic strain (along the shear direction) 

distribution under shear strain (58%) for different temperatures and CL in the deformed 

configuration of the polymer models in Fig. 11 and Fig. 12. For CL=144 under same shear strain, 

the difference of the atomic strain distribution with different temperature is not evident in Fig. 11. 

For T=0.1, the atomic strain concentration increases with increasing CL in Fig. 12. The possible 

reason is that more entanglements are in large CL, which leads to the atomic stress concentration 

at these positions.   

From above analysis, the ultimate fracture strain increases with increasing temperature under 

uniaxial tension. Under uniaxial tension, the fracture behavior is mainly determined by the chain 

slipping and separation for short CL. For longer CL, the fracture behavior is dominated by the 

competition between the chain slipping and bond broken mechanisms, in which the bond broken 

mechanism increases with increasing CL since the entanglement density increases with 

increasing CL. For very long CL, the bond broken mechanism mainly dominates the fracture 

behavior. Under shear, the atomic strain concentration increases with increasing CL for a given 

temperature. The shear broken rate is always higher than that under tension for same CL in the 

same large strain. The possible reason is that the slipping and separation process mainly 

dominate the forward stage of the fracture behavior under shear, while the coupling slipping and 

broken mechanisms determine the fracture behavior under uniaxial tension. The rc=1.5 of LJ 

potential is higher than the broken distance of rbroken=1.15 (see section 2), which leads to the 

higher ultimate fracture strain (that is, the structure is broken as two parts) under shear.       

 

 
Fig. 12 The atomic strain (along the shear direction) distribution for different CL under shear strain=58% 

at T=0.1. 
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4. Concluding remarks 
    In summary, the tensile and shear failure behavior dependence on chain length and 

temperature in linear polymers are investigated using molecular dynamics simulations. A wide 

range chain length of alkane is tested under tension and shear with various temperatures. We find 

that the broken rate (the broken bond number to all polymer chain number ratios) under tension 

and shear increases with increasing chain length and temperature. For a given chain length and 

temperature, the broken rates under shear are always higher than those under tension at a same 

large strain. For a given chain length, the tensile and shear stresses decrease with increasing 

temperature. Under uniaxial tension, the fracture behavior is mainly determined by the chain 

slipping and separation for short CL. For longer CL, the fracture behavior is dominated by the 

competition between the chain slipping and bond broken mechanisms, in which the bond broken 

mechanism increases with increasing CL. For very long CL, the bond broken mechanism mainly 

dominates the fracture behavior. The slipping and separation process mainly dominate the 

forward stage of the fracture behavior under shear. The rc=1.5 of LJ potential is higher than 

rF=1.15 bond broken, which leads to the higher ultimate fracture strain under shear than that 

under uniaxial tension. 
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Abstract   Tensile strength of polyethylene is examined at various crosshead speeds using 

cylindrical specimens of 20 mm in gauge length.  Through monotonic stretch with intermittent halt 

for load relaxation, the study shows that long-term tensile strength of polyethylene should be 

around half of the short-term strength determined in the standard test conditions.  The study 

discovers a transition in the localized deformation (commonly known as necking), of which the 

appearance changes from opaque white to translucent when the crosshead speed is reduced from 

0.05 to 0.01 mm/min, possibly due to the suppression of cavitation damage at the low crosshead 

speed.  At a sufficiently high crosshead speed, damage generation can occur at a threshold strain as 

low as 4% which is way below the yield strain of the material.  It is therefore concluded that 

determining long-term tensile strength of polyethylene needs to consider accumulation of the 

damage.  Since this type of damage is not quantified in any of current standard methods, the study 

suggests that results from those tests need to be analyzed carefully to ascertain their validity for 

characterizing long-term performance of polyethylene products.  
 

Keywords  Long-term strength, polyethylene, damage, neck 

 

1. Introduction 
 

Polyethylene (PE) is known for its excellent ductility, superb corrosion resistance and strong strain 

hardening
 
ability [1].  Its reliable performance has expanded the applications to products such as 

pipes for natural gas transportation that requires service lifetime for more than 50 years.  Although 

standard methods, e.g. ASTM D1598 and D2837, are available to assess serviceability of PE pipes 

for this purpose, accuracy of the assessment is hindered by uncertainty in the resistance to a fracture 

behaviour known as slow crack growth (SCG) [2].   

 

SCG development was discovered from early tests on full-sized pipe specimens subjected to 

internal hydrostatic pressure [3-5].  Results show a transition on the trend line of hoop stress 

versus time to failure, which yields a much steeper change of stress drop with increase of time to 

failure after the transition than before, with the former showing crack growth in much more brittle 

manner than the latter.  Therefore, evaluating performance of PE pipes in service requires testing 

that takes at least one year for each specimen to ensure that the failure behaviour after the transition 

does not occur in service.  In view of the lengthy time required for such tests, many studies have 

turned to accelerating tests that use small coupon specimens with sharp notches to shorten the time 

to initiate the crack growth [6, 7].  Although the use of sharp notches prevents the tests from 

determining the critical stress level for the transition to the SCG development, the results show a 

trend line that bears some similarity to the transition observed in full-sized pipe tests.  As a result, 

the accelerating test becomes very popular for materials comparison, and is standardized as ASTM 

F1473.   

 

Fracture generated in the notched specimens is known to be governed by shear deformation, and the 

transition is due to the change of shear deformation from the macroscopic scale (i.e. in a ductile 

manner) to the microscopic scale (in a brittle manner) [8, 9].  The latter is also known as craze that 

contains fibrils in a constrained space in front of the notch tip [10].  Based on results from the 

accelerating tests, formation of crazes is suggested to be the dominant mechanism for the SCG 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-2- 

 

development [11].  An extensive testing program has shown that the test method can generate a 

transition of the trend line for a wide range of PE materials [6]. 

 

Results from the above accelerating test are always analyzed as a function of the applied load, in 

terms of stress without the notch or stress intensity factor [11].  Since the applied load remains 

constant during the test, it is perceived that loading rate does not play any role on the deformation 

and fracture behaviour.  However, the applied load needs to increase to the targeted level at the 

beginning of the test, for which the duration is relatively short.  At the notch tip, rate of the initial 

stress increase should be pretty high.  If the high loading rate generates damage that leads to 

different fracture behaviour from that occurs during the SCG development, results from the 

accelerating test should not be used to evaluate the SCG resistance.  To my knowledge, such a 

scenario has never been seriously considered for the development of the accelerating test. 

 

Work by O’Connell et al. [12] shows a transition from ductile to brittle fracture by testing notched 

specimens at an extreme combination of low loading rate and high temperature, that is, at a 

crosshead speed of 0.005 mm/min and temperature of 110
o
C.  The transition is opposite to the 

effect of loading rate and temperature commonly known for deformation and fracture behaviour of 

polymers.  Fracture surfaces generated in such an extreme condition are featureless and without 

any indication of whitening.  Note that this type of fracture behaviour is different from that shown 

in the work by Lu et al. [13] using a similar specimen design but subjected to a higher initial 

loading rate at a lower temperature.  The latter always contains a thin but distinct whitening zone 

adjacent to the fracture surface.  Unfortunately, due to the presence of sharp notches, difference of 

the true loading rates at the notch tips of those specimens cannot be quantified.   

 

Some studies on the accelerating test have adopted notch-free specimens so that the loading rate (in 

terms of rate of strain increase) and its effect on the deformation behaviour can be quantified.  

Most of this type of studies applied a strain rate above 10
-3

 s
-1

 [e.g. 14-16], which is equivalent to a 

test speed about 1.2 mm/min for a gauge length of 20 mm.  At the moment when this manuscript is 

prepared, the lowest strain rate that can be found in the literature is in the order of 10
-5

 s
-1

 [17].   

 

A strain rate of lower than 10
-5

 s
-1

 is used in the work described in this paper to introduce a 

deformation transition that changes the neck appearance from opaque white to translucent.  Based 

on the observed deformation transition, this paper investigates effects of loading rate on the necking 

phenomenon of notch-free PE specimens.  In addition to the reduction of the crosshead speed, a 

special loading scheme is used to determine the stress-elongation curve of PE, in order to determine 

the long-term strength and its change caused by different initial loading rate.     

 

2. Experimental 

 
2.1. Materials 

 

Specimens used for the mechanical testing are prepared from PE plates of 10 mm thick, provided by 

NOVA Chemicals, of which molecular weight, molecular weight distribution, and density are given 

in Table 1.  The plates were compression-molded from pellets to ensure isotropy of the mechanical 

properties.  Cylindrical specimens with geometry same as those used in ref. [18] were machined 

from those plates, with dimensions shown in Figure 1.  To ensure that necking was always initiated 

in the middle of the gauge section where an extensometer was placed to monitor the change of 

cross-sectional dimensions, a small imperfection was introduced there to reduce the diameter by 

less than 2%.  Note that despite the presence of such an imperfection, all specimens could show 

full neck development in the whole gauge section prior to the final fracture. 
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Table 1. Material characteristics of PE used in this study [19]. 

 

Weight-average 

molecular weight 

(Mw) (g/mol) 

Number-average 

molecular weight 

(Mn) (g/mol) 

Branches 

per 1000 C 

Density, ρ 

(g/cm
-3

) 

Crystallinity 

(%) 

Tensile yield 

strength 

(MPa) 

73,074  30,391 3.4–4.2 0.941 63.6 20.2 

 

 

 
Figure 1. Dimensions of cylindrical specimen used in the study. 

 

 

2.2. Mechanical Testing 

 

All tests were conducted using a universal testing machine (QUASAR 100) at room temperature.  

Eight crosshead speeds between 0.001 and 5mm/min were selected for the testing, corresponding to 

the initial straining rate between 8x10
-7

 and 4x10
-3

 sec
-1

.  Two types of tensile tests were used.  

One, named simple tensile test here, applies a constant crosshead speed in the range between 5 and 

0.001 mm/min until the stroke reaches a pre-set value.  The other, named relaxation test, applies a 

constant crosshead speed of 1 or 0.001 mm/min, to reach a preset stroke and then, holds the stroke 

for 100,000 seconds (about 28 hours) while change of the load is recorded.  For both types of tests, 

stress and area strain were calculated.  The latter was defined as ln (Ao/A) where Ao is the original 

cross-sectional area and A the cross-sectional area at the moment of measurement.   

 

3. Results and Discussion 

 
3.1. Simple Tensile Test 

 

Figure 1 shows the summary of engineering stress versus stroke from simple tensile tests.  As 

expected, peak stress decreases with the decrease of crosshead speed.  In addition, profile around 

the peak load changes with the crosshead speed.  In particular, the curve section around the 

maximum stress changes from single-peak to double-peak, with the two peaks separating further 

away with the decrease of the crosshead speed.  The post-tested specimens also show a transition 

with the decrease of the crosshead speed.  As shown in Figure 3, by decreasing the crosshead 

speed, noticeably from 0.05 to 0.01 mm/min, the neck appearance changes from opaque white to 

translucent.  The latter has a similar color of the original specimen. 

 

Figure 4 summaries maximum engineering stress as a function of crosshead speed, in logarithmic 

scale in Figure 4(a) and linear scale in Figure 4(b).  Insert in Figure 4(b) depicts change of the 

maximum engineering stress at crosshead speeds below 0.01 mm/min.  Both figures suggest that 
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around the lowest crosshead speed used in the study, 0.001 mm/min, the maximum engineering 

stress does not show any tendency of reaching a plateau value, but prediction from the two figures 

for the maximum engineering stress at zero crosshead speed is very different.  Figure 4(a) suggests 

that the value could be way below 10 MPa; while Figure 4(b) based on specimens with translucent 

neck appearance (for crosshead speeds at and below 0.01 mm/min), the value should be about 10.5 

MPa. 

 

 

 
Figure 2. Engineering stress-stroke curves for crosshead speeds from 5 to 0.001 mm/min. 

 

 

 
Figure 3. Transition of specimen deformation by changing the crosshead speed from 1 to 0.001 mm/min. 
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(a) 

 

(b)  

Figure 4. Maximum engineering stress versus crosshead speed in (a) logarithmic scale and (b) linear scale. 

 

In view of the uncertainty in predicting the strength at zero crosshead speed (regarded as the 

long-term strength here), another test (named intermittent tensile test) was conducted, at the lowest 

crosshead speed that is provided by the test machine, 0.001 mm/min.  Instead of applying a 

monotonic increase of stroke, stroke for the intermittent tensile test was programed to reach a 

pre-set value at 0.001 mm/min and then, the load was allowed to relax for 100,000 seconds.  This 

time period was chosen based on some preliminary tests which suggest that the load maintained at a 

fairly constant level after 100,000 seconds, after which the further load decrease within the same 

period is within two times of the load cell resolution ( 50. N).  An example of the engineering 

stress-stroke curve from the intermittent tensile test is shown in Figure 5, in which the pre-set stroke 

values range from 0.8 mm to 6 mm.  The corresponding long-term stress values at those strokes 

are then connected to form the long-term stress-stroke curve, also shown in Figure 5.  Peak value 

of the long-term stress-stroke curve is 9.9 MPa, which is very close to that predicted from Figure 

4(b), using values from three lowest crosshead speeds, from specimens with translucent neck 

appearance. 

 

Note that the above pre-set stroke values cannot be applied to intermittent tensile test at a crosshead 

10.5 
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speed of 1 mm/min.  This is because after the relaxation, the stroke required to resume the tensile 

loading is much longer than the pre-set increment of the stroke values.  As a result, individual 

relaxation tests, as presented below, are used to compare the long-term stress-stroke curves between 

two crosshead speeds, 1 and 0.001 mm/min.  
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Figure 5. Engineering stress-stroke curves from an intermittent tensile test at crosshead speed of 0.001 

mm/min, showing a long-term strength of 9.9 MPa, at a stroke between 3.8 and 4.3 mm. 

 

 

3.2. Relaxation Test 

 

Relaxation tests for the same period of 100,000 seconds were conducted at pre-selected strokes to 

establish long-term stress-stroke curves at crosshead speeds of 1 and 0.001 mm/min.  Note that for 

the relaxation tests, each specimen is used only for one pre-set stroke.   

 

Figure 6 summarizes results from the relaxation tests.  The overall curve profile at 0.001 mm/min 

is similar to that shown in Figure 5 with peak stress at 9.9 MPa, and is distinctively above the curve 

from 1 mm/min.  Peak stress for the latter is 8.9 MPa, suggesting that by increasing the crosshead 

speed from 0.001 to 1 mm/min, the long-term tensile strength of PE is reduced by about 10%.  

Figure 6 also suggests that with the increase of the stroke, difference of the long-term stress 

between curves at the two crosshead speeds increases, and the difference exists even at the smallest 

stroke of 0.8 mm which corresponds to an area strain of 3.6%.  The stress decrease by increasing 

the crosshead speed is an indication of damage introduced by the deformation.  Therefore, Figure 

6 suggests that damage must have been generated at a very early stage of the deformation process.   

 

Figure 7 depicts the post-test specimens with different strokes at the crosshead speed of 1 mm/min.  

For strokes below 6 mm, there is no clear neck formation.  Therefore, only 1 photograph, taken 

from a specimen with stroke of 1.3 mm, is shown in the figure.  Similar behaviour was found from 

specimens tested at 0.001 mm/min, except that the neck appears to be translucent, instead of opaque 

white. 
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Figure 6. Engineering stress versus stroke from relaxation tests at 2 different crosshead speeds. 

 

 

Further evidence for the damage generated by a high crosshead speed of 1 mm/min is shown in 

Figure 8 which contains three engineering stress-stroke curves, all from simple tensile test to a 

preset stroke of 1.8 mm at a crosshead speed of 0.001 mm/min.  The three curves are from a virgin 

specimen, labeled “As is,” and after stretch to 1.8 mm at two crosshead speeds, as labeled by “After 

1 mm/min” and “After 0.001 mm/min,” respectively.  The figure suggests that the prior stretch at 

0.001 mm/min does not change much of the stress increase with time, but the prior stretch at 1 

mm/min has decreased the stress response.  Therefore, even at a crosshead speed of 1 mm/min, 

corresponding to an initial strain rate of around 8x10
-4 

s
-1

, damage is introduced way before the 

yield point.  This phenomenon has also been observed by similar tests at other pre-set stroke 

values of less than 5 mm.   
 

 
 

Figure 7. Specimens after being tested at 1 mm/min for different pre-set strokes (given under each 

photograph).  Specimens tested at 0.001 mm/min have similar dimensional changes but do not show any 

whitening.    
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Figure 8. Comparison of engineering stress response with different loading history: as is, after stretch of 1.8 

mm at 1 and 0.001 mm/min, respectively. 

 

 

4. Conclusions 
 

This paper presents an experimental study to assess long-term strength of PE and influence of 

loading rate on the damage generation.  The study is based on a newly discovered “deformation 

transition” in notch-free specimens which generates translucent neck instead of the common opaque 

white.  The discovery leads to development of a short-term test that uses coupon specimen to 

quantify the long-term strength of virgin PE.  The results suggest that long-term strength of virgin 

PE is about 50% of its strength determined from the standard test.   

 

The study also shows that long-term strength of virgin PE only represents the upper limit of the 

strength for PE pipe, as damage generated during the pipe transportation and installation may 

further reduce the strength.  The results indicate that even under a loading rate of 1 mm/min, 

corresponding to a strain rate around 8x10
-4

 s
-1

, damage can be generated in polyethylene at a strain 

level less than 4%.  Therefore, long-term damage resistance of polyethylene pipes can be very 

different from the short-term test results that are often determined from virgin material.   

 

The results suggest that assessment of long-term performance of PE pipe should include the damage 

assessment which may be generated during installation and service.  Since such damage 

assessment is not considered at present, a new methodology is needed to quantify and monitor the 

damage evolvement in a plastic pipe and to quantify its effect on PE’s long-term performance. 
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Abstract  Fracture in ductile glassy polymers is usually preceded by noticeable and extensive plastic 
deformation, as shear yielding takes place in the form of shear bands that are limited by progressive 
hardening of materials at continuous deformation. In the case of a notched specimen, this induces a 
noticeable crack blunting before the failure. We use a constitutive law that captures realistically the 
stress-strain fields of solid glassy polymers. In particular, we account for a rate dependent yield stress 
followed by intrinsic softening and progressive hardening at continued deformation. We analyzed the 3D 
crack tip fields around a blunted notch loaded under mode I. With an increasing ratio between thickness 
versus notch tip radius, the shape of crack tip area evolves from a flame like zone characteristic of plane 
stress conditions to slip lines when plan strain conditions prevail. For a constitutive law representing the 
response of polycarbonate, we identified a critical thickness vs notch radius value that indicates the transition 
between plane stress to plane strain dominant loading conditions. The implication for the geometry necessary 
to derive material toughness experimentally is pointed out and an examination of the mean stress constraint 
related to the onset of failure by crazing is reported. 
  
Keywords  crack tip plasticity, fracture, glassy polymers, 3D effects 
 
1. Introduction 
 
Fracture in glassy polymer involves the competition between two localized plastic deformation: 
shear yielding and crazing. Shear yielding is related to the material’s mechanical response with the 
localization of plastic deformation upon yielding followed by progressive hardening that controls 
the shear bands thickness. Crazing is the mechanism underlying failure that involves also localized 
plasticity, although at a much smaller scale. In glassy polymers, the crack tip fields around a notch 
loaded under mode I have been analyzed in a seminal paper by Lai and Van der Giessen [1] for 2D 
plane strain condition. These authors showed that the specific plastic zone made of a collection of 
shear bands similar to Hill’s slip lines is related to the material’s constitutive law with softening 
trigeering the formation of shear bands of which development is arrested by progressive hardening 
at continued deformation. This latter feature acts as a shear bands lock that promotes the nucleation 
of new shear bands to form a specific plastic zone; in the case of thin polymer films, when plane 
stress conditions prevail, a flame like plastic zone is observed, for instance in tests by the essential 
work of fracture (EWF) tests [2]. In ductile polymer fracture, when the onset of failure is preceded 
by noticeable plastic deformation as in polycarbonate, to determine the geometry for which plane 
strain conditions prevail remains heuristic from an experimental point of view. For instance, Parvin 
and Williams [3] observed that a ductile to brittle fracture transition takes place in a SENT 
polycarbonate specimen with increasing the sample’s thickness. They ascribed this transition to a 
critical thickness (t) versus size of the plastic zone (rp) as t/rp, with rp the extent of plastic zone 
under plane stress condition. By taking Kc1 the toughness measured for thick samples and Kc2 that 
for thin samples, they proposed a empirical relationship that captures the variation on the toughness 
with the specimen’s thickness. More recently, Tvergaard and Needleman [4] investigated the 
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thickness effects in Izod fracture tests used in polymer samples and pointed out differences in the 
crack tip fields. For the thicker specimens, the predicted maximum mean stress appears much 
higher in the midsection than on the free surface. For thin specimens, a similar mean stress 
constraint is observed across the material’s thickness, which indicates that plane stress conditions 
prevail. For the measure of the material’s toughness, one wished to ensure that plane strain 
conditions prevail and if not, to estimate whether plane stress or a combination between plane stress 
and plane strain conditions is met. We present an analysis of the crack tip fields along the spirit of 
Lai and Van der Giessen [1] but within a 3D framework. The results presented here show that the 
shape of the predicted plastic zone can be used as an indicator of the plane stress/ plane strain 
condition and a geometrical criterion is proposed for the estimation of the thickness large enough to 
ensure plane strain conditions. 
The paper is organized as follows. We first present the materials constitutive law and report the 
parameters identified for the polycarbonate under consideration. Then we present the 3D notched 
configuration and related problem formulation. For identical loading conditions, the influence of the 
thickness on the predicted crack tip fields in terms of cumulated plastic deformation is reported. The 
analysis of the variation of the mean stress with thickness, and its comparison with 2D calculations 
performed for plane stress and plane strain conditions are presented and used for proposing a 
criterion indicating when plane strain conditions prevail. 
  
 
2. Material model and parameters identification 
 
2.1. Constitutive Law 
 
The constitutive law used to model the large strain plastic behavior is based on original ideas due to 
Boyce et al. [5] with some modifications introduced later by Wu and Van der Giessen [6] for the 
hardening part. In this section, we report the governing equations and materials parameters to be 
identified to represent the bulk, craze-free, response. The reader is referred to [7] for details on the 
computational aspects. The 3D constitutive model has been implemented in abaqus [8] within a 
User Material routine. The mechanics of fully three-dimensional large strain deformation involves 
the deformation gradient tensor F , which maps a material point of the reference configuration into 
the current configuration. The deformation gradient is multiplicatively decomposed as peFFF = , 
in which pF  describes the deformation from the initial to an intermediate, “relaxed” or “natural” 
configuration, followed by an elastic transformation eF  up to the final deformation F . The 
velocity gradient in the current configuration is eppeee-1 −−− +== FFFFFFFFL &&&  of which symmetric 
and anti-symmetric part correspond to the strain rate and spin tensor, D  and W  respectively. 
When the elastic part eF of the deformation gradient is small compared to the plastic one 

pF (i.e. eF ≈I), the velocity gradient reduces to pe LLL +=  so that the total strain rate D  becomes 
the sum of the elastic and plastic parts as pe DDD += .  
Prior to the yield stress, amorphous glassy polymers exhibit a non linear stress strain response due 
to small viscoelastic effects. These are not considered explicitly but their effect on the mechanical 
response is accounted for by using a secant Young modulus instead of that derived from ultra-sonic 
wave velocities. In view of these approximations, the hypo-elastic law is used to express the bulk 
mechanical response as  

                                    e
eDL=

∇

σ ,                                 (1) 
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where 
∇

σ  is the Jaumann rate of the Cauchy stress, eL  the fourth-order isotropic elastic tensor in 

terms of secant Young modulus SECANTE  and Poisson’s ratio ν  , which is in Cartesian components  
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Within the elastic-viscoplastic framework used here, the plastic strain rate is 

                          
τ

γ
2
σ′

= p&PD , with σσ ′⋅′=
2
1τ                           (2) 

being the equivalent shear stress and σ  the deviatoric part of the driving stress. The driving stress 
itself is defined by b−= σσ . The back stress b  responsible for the hardening is due to the 
entropic back forces generated by the deformation of the polymer chains during the plastic 
deformation, and will be defined later. The equivalent plastic shear rate pγ&  is taken according to 
Argon’s [9] expression 

                        )])
α

(1()α(exp[γγ 5/6

0

00p

psT
psA

+
−

+
−=

τ&& ,                      (3) 

where 0γ&  and A are material parameters and T is the absolute temperature. Following Boyce et al. 
[5], intrinsic softening is accounted for with the definition of an internal variable s which varies 
from s0 to sss at continued plastic deformation. The internal law   

                                  p
ss γ)/1( && sshs −=                                (4) 

governs its variation during deformation, with h a parameter controlling the rate of softening and sss 
the value of s in a steady state regime. Furthermore, Equation (3) is modified in order to account for 
the pressure dependence by using ps α+  instead of s0 in (3), where trσ3/1p =−  is the mean (or 
hydrostatic) stress. The coefficient α represents the pressure sensitivity of the polymer which results 
in an asymmetric yield stress in tension and compression, for instance.  
 
The description for back stress tensor b  is based on ideas borrowed from theories for rubber 
elasticity with the cross-links of the rubbers considered as “entanglements” in the case of glassy 
polymers. The deformation of the resulting network is assumed to derive from the cumulated plastic 
stretch so that the principal back stress components bα are functions of the principal plastic stretches 
λβ as 

                                  ( )p
α

p
α

α
eebb ⊗∑= α  ,                             (6)         

in which p
αe  are the principal directions of the plastic stretch. In a description of the fully 

three-dimensional orientation distribution of non-Gaussian molecular chains in a network, Wu and 
Van der Giessen [10] showed that b  can be estimated accurately with the following combination 
of the classical three-chain model and the eight-chain description of Arruda and Boyce [11] 

                               ( ) ch8ch3 ρρ1 −− +−= bbb ,                             (7) 

where the fraction N/85.0ρ λ= is based on the maximum plastic stretch )λ,λ,max(λλ 321=  and on N, 

the number of segments between entanglements. The use of Langevin statistics for calculating bα 
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implies a limit stretch of N . The expressions for the principal components of ch3−b and hb c8−  
contain a second material parameter: the initial shear modulus TnkC B

R = , in which n is the volume 
density of entanglements ( Bk  is the Boltzmann constant). 
 
2.2. Parameters identification 
 
In order to obtain a set of material parameters for the description of the finite strain visco-plastic 
response of the polycarbonate under consideration, experimental data of the stress-strain response 
for various strain rates are necessary. In compression, crazing is suppressed and uniaxial 
experiments are carried out on cylindrical specimens. In order to prevent any buckling, the diameter 
and the height of the specimen are 10 mm and 6 mm respectively. Low friction along the contact 
surface between the faces of the cylinder and the plates of the machine is ensured by using a 
hexagonal boron nitride powder (BN). Therefore, lateral displacement with respect to the direction 
of compression is allowed so that a uniform stress state prevails along the whole specimen. In order 
to characterize the rate dependency of the yield stress, a series of strain rates from 1×10−5/s to 
1×10-1/s are investigated (see Fig. 1(a)). Following the identification procedure detailed in Saad et 
al., [12], the parameters are extracted from the uniaxial compression data and are reported in Table 
1. The corresponding predictions are presented in Fig. 1(b). 

 
Table 1. Material parameters for Polycarbonate  

Esec(MPa) ν s0(MPa) sss(MPa) α A(K/MPa) h(MPa) )1(0
−sγ&  CR(MPa) N 

1300 0.39 88 68 0.08 195 450 9.2e09 17 3 
 
 

                    (a)                      (b) 
 

Figure 1.(a)Experimental cylinder compression stress-strain curves at strain rates varying from 1×10-5/s to 
1×10-1/s (b) Predicted stress-strain response with the parameters identified in Table 1. 
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3. Problem formulation 
 
In this section, we present the geometry of the specimen under consideration and the mesh used for 
the finite element analysis. 
 
3.1. 3D analysis of a notched specimen under tension 
The full 3D geometry of standard specimen loaded under mode I has dimension of h= 40 mm, 
w=20mm and a=10 mm , with a variable thickness B(see Fig. 2, left side). A blunted notch of radii 
R=0.25mm is considered. We use a blunted notch that would correspond to the blunting of a sharp 
crack up to this magnitude. It is also motivated by experimental issues in which practically 
machining a sharp notch is difficult if not impossible experimentally. The preparation of a blunted 
notch is preferred for the fracture measurements to be reproducible. The constitutive law described 
in section 2 is implemented in a UMAT subroutine in abaqus 6.10-2 [8] and used. 
 
3.2. Description of the mesh 
 
The geometry and the mesh are presented in Fig. 2. Refined elements are used around the notch to 
capture the stress-strain fields. In the region remote to the notch area coarser elements are used. The 
elements consist in C3D20R, which is a 20-node quadratic brick, with reduced integration. The 
amount of elements across the thickness is increased with the thickness increasing, their dimension 
remaining identical. For instance with R=0.25 mm and thickness t=1 mm, the mesh comprises of 12 
layers of elements through the thickness of the specimen; a total number of 15558 quadratic 
elements and 70574 nodes are employed. The smallest element has an edge of 0.0027mm. A 
constant displacement rate u&=5 mm/s is prescribed on the top surface to mimic a Single Edge 
Notch Tension for all calculations.  
 

                   
 

Figure 2. Geometry and mesh description for the Single Edge Notch Tension configuration 
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4. Results 
 
In this section, we investigate the influence of the thickness on crack tip fields of blunt-notched 
specimens (see section 4.1.), with notch radius R=0.25mm. During the loading, plasticity initiates at 
the notch tip and extends on the notch region. The distribution of accumulated plastic shear strain 
around the notch is reported in Fig. 3. The variation of the maximum mean stress with the loading 
history represented by the overall axial strain Eaxial=u/2h is presented next. 
 
4.1. Influence of the thickness on crack tip plasticity  
 
Three sets of plastic shear strain distributions, and related contours, are reported in Fig. 5(a)-(i) at 
various load levels in terms of axial strain Eaxial , for specimen thickness t=0.25 mm,1 mm and 4 
mm, respectively. 
For the thickness t=0.25 mm (t/R=1), we present in Fig. 3(a-c) the plastic shear strain distribution at 
the onset of plasticity(see Fig. 3(a)) and continued deformation(see Fig. 3(b) and 3(c))on the surface 
as well as at the center of the specimen. Far from the notch, no plasticity takes place and the 
response is elastic. Around the notch, we observe that the plastic zone initiates and grows 
simultaneously at the surface and in the center of the specimen, but the shape of the plastic zone is 
different. At Eaxial= 0.75% it is seen that certain amount of plasticity arises around notch tip(see Fig. 
3(a)). A homogeneous plastic zone inclined −30° from the equator is observed at the center, 
whereas a bifurcated plastic zone appears on the surface. With ongoing deformation, plastic zones 
both inside and outward expand rapidly. In Fig. 3(b), as Eaxial equals to 0.875%, the plastic zone at 
the center gets a flame-like profile. At the surface, the plastic zone expands into a flame-like 
elongated plastic zone as well, which grows nearly parallel to the equator. Finally, as indicated in 
Fig. 3(c), a larger elongated plastic zone along the equator is observed at the center, whereas a 
similar elongated plastic zone appears parallel to the equator on the surface. For the configuration 
with thickness t=1 mm(t/R =4), at Eaxial= 0.75%, plasticity initiates with very small amount of 
plasticity on the surface, and in the form of tiny shear bands at the center(see Fig. 3(d)). For Eaxial 
about 0.875%, plasticity areas do not proceed much both inside and outward(see Fig. 3(e)), as 
compared with Fig. 3(b). Finally, instead of forming a flame-like elongated plastic zone as the t/R=1 
case, a circular-arc shaped plastic zone concentrated near the crack tip at the center(see Fig. 3(f)). 
Thus, the plastic zone appears different for t/R=1 and t/R=4 till now. If the thickness of specimen is 
further increased to t=4 mm(t/R=16), in Fig. 3(g), when plasticity initiates at Eaxial=0.75% , clear 
shear bands arise around the notch in the center, whereas on the surface only a tiny area of plasticity 
is observed. As Eaxial=0.875%, shear bands continued to widen and diffuse at the mid-thickness, on 
the other hand, still tiny amount of plasticity exists on the surface (see Fig. 3(h)). With Eaxial up to 
1.125%, plastic deformation on the surface is still confined in a tiny region, whereas shear bands at 
the center enlarge a lot within a circular-arc, as shown in Fig. 3(i). This observation is similar to the 
plastic zone reported by Lai and Van der Giessen [1]. 
For the thinner specimen considered with thickness t=1mm(t/R=1), we observe that the magnitude 
of plastic zone at the center is comparable to that on the surface, which rationalize the fact that the 
plane stress conditions prevail. In the case of t/R=4, the plastic zones appear significantly less 
elongated when compared to the case with t/R=1, both in the middle of the thickness and at the 
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surface for the same overall deformation. Besides, the plastic strain distribution at the center is no 
longer comparable to that on the surface as in Fig. 3(a)-(c). This phenomena that plasticity on the 
surface failed to proceed as much as that at the center(see Fig. 3(d)-(f)) represents a transition from 
plane stress to plane strain conditions within the material. Finally, for the thick specimen with 
t/R=16 (thickness of 4mm), the apparent discrepancy in the shape of locally deformed area at the 
mid-thickness and on the surface indicates that plane strain condition dominates in the specimen. 
 
The shape of the plastic zone corresponding to a flame-like profile under plane stress condition( see 
Fig. 3(c)), is found to agree well with Hashemi’s [2] observations of the plastic zone in thin polymer 
films tests in EWF method. As the thickness over notch radius ratio t/R≥4, we observe at the center 
of the specimen the development of shear bands similar to those predicted by Lai and Van der 
Giessen [1] who performed 2D plane strain calculations, for a mode I load. These observations can 
be used to estimate the region where plane stress and plane strain prevail. In particular, it can be 
used as an indicator to assess whether or not plane strain conditions are dominant. Actually, for the 
case with t/R=16(4mm thickness specimen), plane strain conditions with characteristic shear bands 
are observed, similarly to those predicted by Lai and Van der Giessen [1] and observed 
experimentally (Ishikawa et al. [13] for instance). For this series of calculations, plane stress 
conditions prevail for t/R<4, plane strain effects emerge for t/R=4 and these conditions become 
dominant when t/R> 4, as shown for the case with t/R=16. 
 
On the other hand, the case corresponding to plane strain conditions exhibits the largest magnitude 
of the maximum mean stress for a given loading. This case is investigated in detail in Lai and Van 
der Giessen [1] who evidenced that the location of the maximum mean stress coincides with the 
intersection of well defined shear bands that enhance its magnitude. The plots of the maximum 
mean stress with loading of the 3D calculations are bounded by those corresponding to the 2D 
planes stress and 2D plane strain cases. The calculations with thickness t=1mm (t/R=1) results in a 
plot of the maximum mean stress with loading close to that of the 2D plane stress case. As the 
thickness increases, the maximum mean stress-loading curve moves from the 2D plane stress to the 
2D plane strain case. The shift is clear when carrying from 1mm to 4 mm in thickness and its 
variations becomes modest for larger thicknesses. The plots reported in Fig. 4 provide insights on 
whether plane stress or plan strain condition is dominant, for a given thickness to notch radius ratio. 
The foregoing observation that plane strain conditions become dominant at about t/R=16 is 
confirmed by the analysis of the maximum mean stress during loading. This somehow confirms the 
qualitative analysis based on the shape of the plastic zone presented in the previous section and 
evidences the influence of the thickness mean stress constraint in the notch region. 
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(a)                       (d)                       (g) 

 
 

                    

                    
(b)                       (e)                       (h) 

 
 

                    

                    
(c)                       (f)                        (i) 

 
Figure 3. Plastic shear strain distribution at the surface and the mid-thickness, for R=0.25mm, at 

Eaxial=0.75%, 0.875% and 1.125%, (a-c) for t=0.25mm; (d-f) for t=1mm; (g-i) for t=4mm. 
 
4. Discussion and conclusion 
 
The calculations performed in present work allow to compare the plastic zone at the center as well 
as on the surface of specimens. Plastic shear strain distribution of blunt-notched polymer bulks are 
reported, corresponding to specimens with various thicknesses and an initial blunted notch 
R=0.25mm. 
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(a)                                     (b) 

Figure 4. Variation of the maximum mean stress with loading for the 3D specimens of various thicknesses 
and 2D configurations under plane stress and plane strain conditions (R=0.25mm) 

 
 

The shape of the plastic zone is shown useful as a marker for identifying if plane stress or plane 
strain conditions prevail. For the mode I under consideration here, a flame-like plastic contour is 
observed where plane stress conditions are met, for a small thickness and a ratio t/R≤ 
�?4(thickness/notch radius). The shape of flame-like elongated plastic zone for the specimen with 
t/R=1 is in agreement with Hashemi’s observations reported in [2]. By increasing the thickness and 
the ratio t/R, the shape of the plastic zone evolves from the flame-like to a plastic strain distribution. 
As for specimens with t/R=16, typical shear bands appear at the center of polymer, which are 
similar to that observed in Hill’s slip line field and comparable to that reported by Lai and Van der 
Giessen[1]. The onset of a transition from plane stress or plane strain condition is observed as soon 
as the ratio thickness/notch radius t/R= 4. This observation is consistent with that reported by Parvin 
and Williams [3], if one considers the radius of the blunt crack Rp≈ R is ductile polymer with a 
blunt notch. Thus, we propose a criterion to distinguish between plane stress and plane strain 
conditions. Although the criterion t/R> 4 for plane strain conditions to emerge is established to 
R=0.25mm, we have investigated samples with a smaller (0.1mm) and a larger (0.5mm) notch 
radius. The variations of the plastic zone shape with the ratios t/R reported in Fig. 3 are also 
observed for R=0.1mm and R=0.5mm. This observation appears valuable when one considers an 
initial blunt notch.  
For the configuration with an initial sharp crack, the onset of failure is usually taken from a Crack 
Tip Opening Displacement that is measurable experimentally. The CTOD is the characteristic of the 
material under consideration and its magnitude could be used as the value of the blunted notch 
radius and compare to the thickness in order to evaluate the minimum thickness for plane strain 
conditions. This information is valuable for one concerns with experimental polymer fracture and 
the issue of the size requirements for the estimation of the material’s toughness. The present 
predictions need to be compared to experimental results. This is currently under progress and some 
preliminary results can already be reported. We have prepared the samples depicted in Figure 2 and 
performed some SENT fracture tests. In figure 5, we report the variation of the stress at rupture with 
the thickness. All samples have the same geometry in terms of crack length versus specimen width 
and the same height. In Fig. 5, we observe that the stress at rupture decreases with the thickness 
increasing with a plateau being reached for t/R=16. These first results are consistent with the 
predictions found here as the lowest stress at fracture is found for a specimen thickness larger than 
4mm. A more detailed experimental investigation is under progress and will be addressed in a 
forthcoming paper. 
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Figure 5. Experimental investigation of the stress at rupture from SENT specimen 

identical to those depicted in Fig. 2 
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Abstract  In three-points bending fatigue experiments of sandwich plate with visoelastic core and 
steel facplates, recovering effects of fatigue life are found for its viscoelastic properties of the core. 
If the fatigue experiment is interrupted and rest for some time before reloading, there will appear a 
phenomenon that the deflection doesn’t reach the former value immediately but after a specific time 
or cycles. From defining the damage variable D as the ratio between the differences of maximum 
allowable bending deflection and processing deflection in experiments, the fatigue damage equation 
are established. To considering the recovering effects, a formula which is similar with deflection of 
isotropic viscoelatic beam under concentrated load in midspan is introduced in damage equation. 
The experiments result shows that this damage model considering recovering effects can 
demonstrate the damage very well for sandwich plate with viscoelastic core. And the existing of 
viscoelastic core can increase the fatigue life of sandwich beam specimen. 
Keywords  Sandwich, Viscoelastic Core, Fatigue, Damage Model 
 

1. Introduction 
 
Sandwich plate with viscoelastic core is widely used in civil engineering and shipbuilding fields 

[1]-[3] for weight reduction, rapid reparation, vibration isolation, noise reduction and resisting impact. 
It also has better fatigue resistance characteristic than ordinary steel structures. From the fatigue 
experiment, it is found that the existing of recovering effects by intermittent loading have influences 
on the fatigue life. Based on damage theory, a fatigue damage model is proposed to elaborate the 
damage of specimen considering recovering effect. From intermittent test, the recovering effect is 
affirmed and damage model is verified that it have a certain accuracy.  
 
2.Fatigue experiment phenomenon 
 
In the fatigue experiment process of practical engineering, structural fatigue load applied on 
structure load is often not continuous, but intermittent. For the exiting of viscoelastic core in 
sandwich plate, it makes the responses of sandwich beam specimen under three-points bending 
fatigue load different from ordinary sandwich plate’s responses. From the three-points bending 
fatigue experiment process, the following phenomenon are found: 
 
(1) Under pressure-pressure fatigue load to three-points bending specimen, along with increasing of 
cycle number, vertical deflection is also increased, for specimens with smaller interlayer cohesive 
force, the first crack appears in one end and gradually propagates as cycles increasing. When the 
vertical displacement reaches a certain level, there doesn’t appear fracture or crushing phenomenon. 
But there will be propagation of the crack or tearing of core. 
 
(2) When fatigue loading is intermittent, that is, interrupt fatigue load and unload, after a long time 
(such as a few hours), fatigue loading is applied once again. Then it is found that the vertical 

                                                 
1 Xue1736@163.com 
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displacement cannot directly reach the previous loading position under the same load, but after a 
certain time or cycles before reaching the former position. 
 
In the entire loading-stop-reloading process, overall fatigue life will increase than under continuous 
fatigue load. As shown in Figure.1, the curve of ‘a’ is the first load curve. When the loading process 
reaches a certain positions (at‘d’ or ‘e’), stop and unload for a while, then reload. The cure will 
follow the curve ‘b’ or curve ‘c’ before reaches the intersection point superimposed with the original 
curve ‘a’, rather than a direct continuation of load curve ‘a’. In this process, the number of cycles 
corresponding to the portion shown in the dashed line means the additional growth of fatigue life. 
The following attempts to establish a fatigue damage model to describe this phenomenon. 

 
Fig.1 Loading-stop-reloading process 

 
3. The fatigue damage model considering intermittent effects  
 
Substantially the first few cycles of all fatigue tests exist nonlinear characteristic. For the metal 
material, these cycles does not exceed 100 before reach stable stage, but for the polyurethane 
elastomer sandwich panel, the presence of viscoelastic core make the initial cyclic loading can last a 
long time. When the load level is low, the number of cycles can even reach thousands of times. For 
the whole fatigue life of material, it cannot be ignored. Here according to the classical linear fatigue 
damage theory [], fatigue damage model will be established to consider the intermittent effect. 
 
In a one-dimensional fatigue damage theory, the damage of the material can be represented by the 
damage variable D, it is usually a function of load cycles: 
 

 = , , ,D f N                                     (1) 

In which   is the stress amplitude,   is stress mean, N is the cycles. Then the material damage 
can be defined by the damage variable: 
 

                           
max

=0,          0

=1,          

D N
D N N




                                  (2) 

 
In order to describe the influences of the recovering effect, here introduce the damage variable effD , 
which is defined as the effective damage. When the variable is equal to 1, the material is destructive. 
It can be obtained by uninterrupted fatigue loading process. It also can be gotten by analysis the 
curve shown in Fig.1, the solid line corresponds to the effective fatigue life. The dashed parts of the 
curve can be considered to be invalid damage, but it need to be included in the whole fatigue life. 
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Suppose it is piecewise loading throughout the cycling loading process, and the loading frequencies 

are the same. Define the degree of recovery function  , ,bN t   , if the stop time is tn-1 before the 

n-th loading, after reloading N cycles, the damage of reloading can be written as  

                           ,

0   N N
= =

((N-N ), , )

n b
eff n n

b n n

D D
f  

 


                       (3) 

In which ,eff nD is the damage of nth loading, and Nn  represents the cycles of n-th loading.  

(( - ), , )b n nf N N    is the function to calculate cumulated damage. Then whole damage of 

specimen can be written as: 

                                 
,

=1

=
n

eff n n
n

D D
                             (4) 

Whole loading cycles is: 

                                  =1

= N
n

total n
n

N 
                              (5) 

Cycles corresponding effective damage is 

                                =1

= -
m

eff m b
m

N N mN
                             (6) 

In which m are times of stop-reload. To identify fatigue damage model considering the effect of 
recovering, most important thing is to define recover degree of function, it depend on theoretical 
analysis or experiments. 
 
In order to simplify the analysis, the damage function uses linear cumulative damage model, based 
on the analysis of the Miner [4], damage parameters is related with the number of cycles, and has 
nothing to do with the load order. The analysis here supposes the damage is only related with the 
previous loading: 

                             
-

 
-

if
if

f if

n n
D n n n

N n
                               (7) 

ifn is the threshold of recover degree of function, and n is the loading cycles. For constant amplitude 

fatigue tests, the fatigue damage after load N times should be modified as follows: 

                             =1

-
=  

-

m

m b
m

b
eff b

N mN
D N N N

N N



                        (8) 

 
4. Recover degree function bN  
 
The Recover degree function is generally determined by the experiment, for the sandwich beam 
with viscoelastic core it can be roughly determined the by theoretical analysis. For no obvious or 
small plastic deformation case, the loading loop is stable, and the average displacement can be 
calculated by followings: 
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In which 2
middle
nw and 2 +1

middle
nw  are the means of displacements when cycles are equal to 2n and 2n+1 

respectively. fE is modulus of elasticity, fI is moment on inertia of specimen; b is the width; l is the 

gauge length; Ac is section area of core. 0E , c  and 0  are viscoelastic parameters of core; Q1 
and Q2 are maximum pressure load and minimum pressure. When the specimen is reloaded after 
loading a certain cycles, it is equivalent to load a reverse static effect (Q0) based on former 
deformation, so the displacement of unload can be obtained by subtracting the two displacements. 
Here take the mean of deflection of when cycles are equal to 2n: 
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After stop a certain time 0t , reload the specimen for k cycles, Specimen displacement 2
reload
nw can be 

written as: 
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Make 2 =reload
kw 2

middle
nw , loading times k can be approximated solved, which is the extra fatigue life 

from the reload. When recovering function is determined, we can calculate the extra fatigue life of 
intermittent fatigue loadings. 
 
5 Intermittent fatigue experiment 
 
In order to verify the proposed fatigue damage model considering intermittent loading, intermittent 
fatigue experiments are carried out and the theoretical result are also calculated by using of equation 
(11). Specimens are tested which is shown in Figure. 2 and the loading level is equal to 0.7; ratio of 
stress is equal to 0.9. The loading frequency is 2Hz, after loading 14000 times, the response of 
specimen is stable, then unloading and resting for 1 hour, the cycles-deflection curve are shown in 
fig.2 
 
In the first time loading process, the deflection of specimen is about 10.31mm. Reloading after 
1hour, when the deflection reached 10.31mm again, the corresponding cycles is about 2100. If 
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taking deflection as damage value, it means the extra fatigue life from the rest. The results calculate 
by using of equation(11) are shown in Fig3, the rising curve of the graph presents the data of 

2 -reload
kw 2

middle
nw  specimen after resting for 1hour. The straight line presents the coordinate value 

which is equal to 0. From the Fig3a, the rising curve is infinitely close the straight line, which 
means in ideal state, the reloading curve is approaching to the straight line of steady state. But in 
actual experimental conditions, the steady line is an oblique line which declines with cycles 
increase. So we consider it intersected when the gap between two curves is 0.01mm. In this case, 
the corresponding cycles of Fig.3a is about 1580. Comparing Fig.2 and Fig.3, a certain error exists 
which is about 24.7%. One reason is viscoelastic model of polyurethane core is simplified to Kelvin 
model, another reason is theoretical calculation doesn’t consider the plastic deformation of 
specimen in cyclic loads. According to theoretical analysis, if the rest time is long enough, each rest 
has same recovering fatigue life. But from the experimental result, the recover fatigue lives are 
different for multiple reloading. From Fig.2c and Fig.2d, the recover life of third reloading is 1300 
cycles, and at the ninth reloading, recover life is 650 cycles. This means in multiple reloading 
processes, there are damages in the specimen, which cause the decrease of recover fatigue life. 

  

a 1st loading 14000 cycles                b 2nd loading after resting 1hour 

  

c 3rd loading curve                d 9th loading curve 
Fig.2 Deflection curve for load-rest-reload process 
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a Rest for 1 hour（60min）                    b Rest for 6min 
Fig.3 Recovering fatigue life curve 

Fig.4 is the recover fatigue life calculation results obtained in different rest time by using of 
formula (11) in ideal state. As can be seen from the graph, the rest time of specimen need is very 
short. After rest for 750s the specimen can reach a stable state. And the corresponding recover 
fatigue life is approximately 1580 times, it is same to Fig.2a. 
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Fig.4 Recovering fatigue life for different rest time 
Table.1 Experimental results for single specimen 

Rload No. 
Rest time
（hour） 

vertical deflection 
(mm) 

Recover 
fatigue life 

Cycles 
before rest  

Damage 

1 1 10.31 2100 14000 0.080

2 1 10.84 2060 7000 0.040

3 2 10.84 1790 2060 0 

4 1 10.88 1680 2100 0 

5 1 10.88 1360 1680 0 

6 16 10.88 1140 1360 0 

7 1 10.88 890 1040 0 

8 1 10.88 710 890 0 

9 1 10.88 600 710 0 

10 1 15.03 2230 32700 0.188
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11 14 20.1 2140 37300 0.214

12 15 25.3 2210 40700 0.234

13 14 30   41900 0.241

Total    187440 1 
 
Table.1 is intermittent experimental results for single specimen, and it is also found that after 
multiple times reloading, if the deflection of last reloading is surpass the former loading, the recover 
fatigue life will increase. This is can be explained by damage viewpoint, that is because the new 
plastic deflection make the damage-resistance refreshed. 
 
Equivalent damage of each reloading is also calculated by former method and listed in Table.1. 
Fatigue life result of each experiment is listed too. From Table, the total fatigue life is 187440, in 
which effective damage cycles is 173600. The recover fatigue life increases about 5.36% than 
specimen without rest and stop. 
 
6 Conclusion 
 
Recovering effects for sandwich beam with viscoelastic core are found in three-pionts bending 
fatigue test. A fatigue damage model considering recovering effects and recovering degree function 
of sandwich beam are proposed here. The intermittent fatigue experiment is carried out and the 
results show that the recovering fatigue life of specimen should not be ignored in 
loading-rest-reloading test and the damage model proposed here can describe the fatigue damage 
considering intermittent effects in certain accuracy.  
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Abstract Many fundamental as well as technical issues with PENT (ASTM F2136) are identified, for 
instance the inability of separating crack growth from crack initiation, too long duration of the test for new 
generation of PE, outdated test conditions unchanged since the original formulation designed for old PE 
materials, etc. Therefore, there is a quest for a new accelerated test method. Recently, a circular notched 
specimen (CNS) has been proposed as an accelerated fatigue testing. However, formation of an asymmetric 
crack in CNS and early transition to a ductile failure limit the applicability of CNS test for studies of SCG. 
There are several factors responsible for the asymmetry of SCG. Especially, geometric misalignments of 
CNS are the most common practical weakness of the test. The present paper reports the observation of 
asymmetric SCG in CNS under fatigue conditions and analysis by finite element method (FEM) of the CNS 
misalignments effect on the crack growth asymmetry. Root causes of the asymmetric crack growth and its 
effect on the time to failure (fatigue lifetime) are discussed. 
 
Keywords  Fatigue, Polyethylene, Crack path, Crack growth, Circular notched specimen 
 
1. Introduction 
 
Plastic pipes have become popular in the pipe industry owing to their distinct advantages, which 
include low cost, low weight, good impact resistance, flexibility, and chemical resistance. However, 
it is known that plastic gas pipes such as polyethylene (PE) pipes do not have enough crack growth 
resistance to both ductile and brittle fracture as compared to metal gas pipes. To solve these critical 
problems, the plastic industry has dedicated a lot of effort to improving the crack growth resistance 
of pipe-grade PE to both ductile and brittle fracture. As a result, PE100/PE125-grade PE gas pipe 
resin has been developed by several PE resin manufacturers. However, current test standards for 
characterizing the crack growth resistance of PE are inadequate owing to the unique crack growth 
characteristics of PE. The American Society for Testing and Materials (ASTM) and the 
International Organization for Standardization (ISO) have proposed a few standard test methods for 
quantifying the resistance to slow crack growth of commercial pipe-grade polymeric materials such 
as PE [1]. 
 
However, since current test methods only suggest the recording of the time to failure, it is 
impossible to observe the response of the deformation and/or the crack growth behavior of the 
sample during tests. Consequently, most current test standards cannot distinguish between crack 
initiation and crack growth, which necessitates a new experimental method. The PENT test is 
suggested in ASTM as a standard test method for evaluating slow crack growth in PE materials [1], 
but this test lacks the capability to separate the crack propagation and crack initiation characteristics. 
Moreover, this test is designed only for a single stress level (2.4 MPa) based on old PE material and, 
therefore, there has been some criticism surrounding this standard. In stage II, it may be important 
to understand the crack initiation and crack propagation, and these should be addressed separately. 
In cases of crack propagation determining brittle fracture, there have been many experimental and 
analytical results, and the crack layer theory [2,3,4] is promising in predicting the complex 
continuous/discontinuous crack propagation observed in polyethylene. Meanwhile, studies of crack 
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initiation are relatively scarce due to uncertainty of its mechanism [5]. To solve these problems, 
some researchers  have recently developed a new test that uses a circular notched specimen (CNS) 
(Fig. 1) to characterize the crack growth resistance and rank PE materials. Numerical investigation 
of the distribution of the stress intensity factors (SIFs) in CNS has been conducted in [6]. The 
advantage of the CNS is its moderate processing cost and the ease of fabricating the precrack. The 
front of the circular notch in the CNS is under triaxial stress conditions, making it possible to 
generate the highest effective stress, so accelerated tests can therefore be performed under any 
loading conditions. As a result, research of crack initiation and propagation using CNS is in 
progress [7,8,9]. However, it is also known that CNS create a problem for characterizing the crack 
growth behavior of brittle materials, because the crack growth is seldom axisymmetric [10]. In Fig. 
2, experimentally observed cases of practically symmetric and typically asymmetric crack growth 
of PE in CNB specimens are shown [10]. Zhao et al. [10] reported that even initial imperfections in 
material or specimen geometry may strongly affect final time to failure, and asymmetrical fatigue 
crack propagation is easily changed in a severely distorted asymmetric manner. This can be critical 
as once asymmetric crack propagation takes place, recorded time to failure is shorter than that of 
symmetrical crack growth with all other parameters being the same. Moreover, as described above, 
the degree of asymmetry increases with crack propagation. As a result, the observed slope of S-N 
curve for time to failure may not represent the true fatigue behavior of the material, as it depends on 
specimen geometry imperfections. In other words, the crack growth process is highly sensitive to 
the variations of specimen geometry. In contrast with that, the crack initiation time is much less 
sensitive to geometry, except for notch depth variation Therefore it is more reasonable to use CNS 
testing for ranking materials with respect to the fatigue crack initiation resistance. 
 

 
Fig. 1 Geometry of a circular notched specimen (CNS) 

 

             
(a) Symmetric fatigue crack growth         (b) Asymmetric fatigue crack growth 

Fig. 2 Two typical types of fatigue crack growth in CNS 
 
Many technical issues such as the notch sensitivity (brittleness), the anisotropy of the specimen, the 
initial notch geometry, and the geometric alignment of the centerline of the specimen and the notch 
should be considered in the interpretation of experimental data for asymmetric crack formation [11]. 
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The effects of two types of noncircular initial notch geometries of a CNB specimen, i.e., the 
misalignment of the centerlines of the specimen and the notch, and the ellipticity of the notch—on 
the crack growth behavior have been previously studied by the authors [11]. In addition, the 
geometric misalignment of the CNB specimen in the experimental setup is also a critical issue. 
There are two types of geometric misalignment:concentric and angular misalignments as well as a 
combination of two.— The individual effects of concentric and angular misalignments on the crack 
growth behavior were considered. The effect of the geometric misalignments of PE on crack growth 
behavior at the early stage is not very significant, but an asymmetric crack gradually develops as the 
crack grows. 
 
In this study, the effects of various geometric misalignments of CNB specimens on the fatigue crack 
growth behavior of pipe-grade PE were investigated by three-dimensional (3D) numerical analyses. 
Combined misalignments (concentric and angular misalignments) and the effect of the direction of 
the angular misalignments (0, π/2, π, and 3π/2) of a CNB specimen were considered within the 
limitations of the practical difficulties created by test conditions. The variation of the SIFs with the 
progress of a two-dimensional (2D) crack under fatigue loading conditions based on the 
conventional Paris’ equation was studied using 3D finite element analysis (FEA). In addition, the 
experimental observations of the asymmetric fatigue crack growth were compared with the 3D FEA 
results. Moreover, the effect of the asymmetric crack growth resulting from combined initial 
geometric misalignment on the lifetime to failure of the CNB specimen is also discussed.  
 
2. Finite Element Analysis 
 
The combined misalignment of the CNB specimen was studied by 3D FEA. The geometric 
misalignment,concentric, angular and their combination—were considered. The normalized 
concentric misalignment (e/R) was varied as 0, 0.004, 0.012, and 0.020, using CNB specimens of 
radius (R) 5 mm. At the same time, the angular misalignment (eθ) was varied as 0, 0.1, 0.2, and 0.4. 
The directions of the angular misalignments were 0, π/2, π, and 3π/2. Combined misalignment is the 
combination of concentric and angular misalignments. The three types of misalignments—i.e., 
concentric, angular, and combined—are shown in Fig. 3(a). Fig. 3(b) shows the directions of the 
angular misalignments (0, π/2, π, and 3π/2). The misalignment conditions of this study are 
summarized in Table 1. 
 

Table 1 Summary of misalignment conditions 

 e/R eθ 

Concentric misalignment 0.004, 0.012, 0.020 0 

Angular misalignment 0 0.1, 0.2, 0.4 

Combined misalignment 0.004, 0.012, 0.020 0.1, 0.2, 0.4 

 
A commercial FEA program, ABAQUS, were used for the FEA of a 3D model of the CNB 
specimens in this study. All the crack tips were remeshed for each calculation of the SIFs by 
considering their singularities. The element was of type C3D20 (a 20-node quadratic brick), and 
there were 60,000 elements and 250,000 nodes for each specimen. The physical properties of the 
material of the FEA are listed in Table 2. 
 
The SIFs were calculated from 16 node points of the circular (notch) crack contour—at 0, π/8, π/4, 
3π/8, π/2, 5π/8, 3π/4, 7π/8, π , 9π/8, 10π/8, 11π /8, 3π/2, 13π/8, 7π/4, 15π/8, and 2π. Based on the 
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calculated SIF at each node, the amount of crack growth for each node was defined using the 
conventional Paris equation with constants C = 1 x 10-11.6 and m = 4 [4], as shown in Table 2, with 
the assumption of a fatigue interval of 105 cycles. 
 
The critical SIF (Kc) was 75.7 MPa·mm1/2, which was obtained from the experimental results of 
fractured CNB spec-imens with symmetric crack growths [19]. The lifetime to failure (termination 
of the crack-growth simulation) was determined when the SIF of any node point of the circular 
(notch) crack contour reached the critical SIF. The direc-tion of the crack growth was determined as 
the normal to the tangent to the circular crack (notch) contour based on the maximum tangential 
stress (MTS) criterion [20], as shown in Fig. 4. 
 

        
(a) Combined misalignments (Concentric+Angular)    (b) Direction of angular misalignment 

Fig. 3 Definition of combined misalignments 
 

Table 2 Physical properties of the material 

Young’s modulus, 

E (MPa) 
Poisson’s ratio, ν

Constant for 

Paris’ equation, C

Constant for 

Paris’ equation, m

Remote stress 

range, Δσ (MPa)

1250 0.4 10-11.6 4 10.8 

 

    
    (a) Crack growth steps and crack tip locations         (b) Modeling of crack growth 

Fig. 4 Modeling of crack growth of CNS in FEA 
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3. Results and Discussions 
 
The accuracy of the FEA was confirmed by comparing the SIFs calculated using FEA for a 
symmetric crack with those calculated using an analytical solution. The analytical expression of the 
SIFs of a CNB specimen was as expressed as below. 
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where, σnet is the net section stress, and a and D are respectively the crack length and diameter (d = 
D - 2a, λ = d/D). It was observed that the SIFs obtained from the FEA and the analytical solution 
were almost identical.  
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Fig. 5 The variation of normalized SIFs at the circular crack contour for ‘0’ angular direction 
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Fig. 6 The variation of normalized SIFs at the circular crack contour for ‘π’ angular direction 
 
Combined misalignment (concentric and angular misalignments) and the effect of the directions of 
the angular mis-alignments (0, π/2, π, and 3π/2) of the CNS specimens were considered within the 
limitations of the practical difficulties of test conditions. 
 
Fig. 5 shows the FEA results of the variation of the SIFs around the crack contour with a concentric 
misalignment (e/R) of 0.004-0.020 and angular misalignment (eθ) of 0.1 and 0.4. For all cases, the 
direction of the angular misalignment was 0. There were only little differences in the initial SIFs, 
but the difference between the maximum and minimum SIF values rose as the crack grew. As 
expected, the maximum SIF was observed at θ = π and the minimum was observed at θ = 0. It was 
also observed that when the directions of the concentric and angular misalignments were opposite, 
their effects neutralized each other and the normalized time to failure at high speeds decreased as 
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the angular misalignment increased. This means that when the direction of the angular 
misalignment was 0, the directions of the concentric and angular misalignments were actually 
opposite to each other. However, when the concentric misalignment was small, the two cases of 
angular misalignments of 0.1 and 0.4 early during the crack propagation had small differences 
between the maximum and minimum SIF values. However, as the misalignment became noticeable, 
the difference increased and exceeded those of other cases of the crack propagation. It could be 
concluded that these large differences at the early stage accelerated the crack propagation and 
decreased the lifetime. 
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Fig. 7 The variation of normalized SIFs at the circular crack contour for ‘π/2’ angular direction 
 
Fig. 6 shows the FEA results of the variation of the SIFs around the crack contour for various 
concentric misalignments (e/R) ranging from 0.004 to 0.200, angular misalignments (eθ) ranging 
from 0.1 and 0.4, and angular misalignment direction of π. The angular misalignment direction of π 
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means that the concentric and angular misalignments were in the same direction. As the concentric 
misalignment increased, the stress distribution of the angular misalignment showed a different 
tendency. Although the angular misalignment was 0.1, the difference between the maximum and 
minimum SIF values was still small. Nevertheless, the asymmetric crack growth developed 
gradually as the concentric misalignment increased (see Figs. 6(a), 6(c), and 6(e)). It was also 
observed that as the concentric misalignment increased, the top positions of the maximum and 
minimum SIFs became upside down. However, when the angular misalignment was 0.4, the 
difference between the maximum and minimum SIF values was large at the early stage, and then 
gradually decreased as the concentric misalignment increased (see Figs. 6(b), 6(d), and 6(f)). 
Moreover, although the concentric misalignment increased, the top positions of the maximum and 
minimum values were not upside down; only their difference decreased. Based on these results, it 
can be understood that if the angular misalignment increased beyond 0.4, K/Kc became 1, after 
which the positions of the maximum and minimum SIF values were reversed and their difference 
further increased. From this result, it can be deduced that eθ rather than e/R influences the crack 
growth rate. 
 
Fig. 7 shows the FEA results of the variation of the SIFs around the crack contour for various 
concentric misalignments (e/R) ranging from 0.004 to 0.020 and angular misalignments (eθ) ranging 
from 0.1 and 0.4 when the direction of the angular misalignment was π/2. The angular 
misalignment direction of π/2 means that the concentric and angular misalignments were 
perpendicular to each other. It could be observed that the distribution of the SIFs around the crack 
contour shifted from the previous combination of misalignments. When the angular misalignment 
was 0.1, the SIFs around the crack contour did not change significantly (see Figs. 7(a), 7(c), and 
7(e)). However, the distribution of the SIF around the crack contour varied more significantly. It 
could thus be deduced that the lifetime to failure varied somewhat as the direction of the angular 
misalignment changed. The distribution of the SIFs and the lifetime to failure were determined by 
the two misalignments. In other words, the direction of the misalignments could be critical to the 
reliability of the test results when using CNB specimens. 
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(a) eθ=0.1                               (b) eθ=0.4 

Fig. 8 Variation of the normalized time to failure under combined misalignments 
 
Fig. 8 shows the variation of the normalized time to failure under combined misalignments. When 
the direction of the angular misalignment was 0, the lifetime to failure decreased regardless of the 
misalignment conditions. However, when the direction of the angular misalignment was π, the 
lifetime to failure increased up to a certain level for concentric misalignment. These results were 
because the concentric and angular misalignments simultaneously determined the distribution of the 
SIFs of the crack contour. The contributions of the two misalignments can therefore be varied. For 
example, when the direction of the angular misalignment was π, the shape of the asymmetric crack 
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growth for the concentric misalignment was opposite to that for the angular misalignment. Several 
other factors, such as the notch sensitivity (brittleness), anisotropy of the specimen, and notch 
geometry can also affect the lifetime to failure and the asymmetric crack growth of CNB specimens. 
However, it is clear that geo-metric misalignments of CNB specimens can significantly affect the 
crack growth behavior and the lifetime to failure. Therefore, it can be noticed that the installer 
should be careful to avoid any unintentional misalignment of the CNB specimen in order to produce 
reliable test results. 
 
3. Conclusions 
 
In this study we investigated the effects of various geometric misalignments of CNB specimens on 
the fatigue crack growth behavior of pipe-grade PE by means of three-dimensional (3D) numerical 
analyses. Combined misalignments (concentric and angular misalignments) and the effect of the 
direction of the angular misalignments (0, π/2, π, and 3π/2) of a CNB specimen were considered 
within the limitations of the practical difficulties created by test conditions.  
 
The distribution of the SIF changed with a change in the direction of the misalignments, so the 
lifetime to failure under combined misalignments could be varied depending on the status of the 
combined misalignment. For example, the time to failure increases as the angular misalignment in 
the direction of π increases, for up to 2% concentric misalignment of the radius of the CNB 
specimen It is not clear. On the contrary, the normalized time to failure for a combination of 2% 
concentric misalignment and 0.4 angular misalignment decreased by almost 65% compared to that 
without any misalignment. 
 
Several other factors, such as notch sensitivity (brittleness), anisotropy of the specimen, and notch 
geometry can also affect the lifetime to failure and asymmetric crack growth in CNB specimens. 
However, it is clear that geometric misalignments of the specimens significantly affect the crack 
growth behavior and the lifetime to failure. Such sensitivity of the test results to various 
misalignments limit the potential of considering this test as a standard.  
 

References 
[1] X. Lu, R. Qian, N. Brown, Discontinuous crack growth in polyethylene under a constant load. J 

Mater Sci, 26 (1991) 917–924. 
[2] A. Chudnovsky, Crack layer theory, NASA Report #174634, 1984. 
[3] A. Chudnovsky, Y. Shulkin, Application of crack layer theory to modeling of slow crack growth 

in polyethylene. Int J Fract 97 (1999) 83-102. 
[4] B.-H. Choi, W. Balika, A. Chudnovsky, G. Pinter, R.W. Lang, The use of crack layer theory to 

predict the lifetime of the fatigue crack growth of high density polyethylene, Polym Eng Sci 49 
(2009) 1421-1428. 

[5] A. Chudnovsky, B. Kunin, A probabilistic model of brittle crack formation. J Appl Phys 62 
(1987) 4124-4129. 

[6] Y. Lei, B.K. Neale, Non-linear, axi-symmetric finite element analyses of a circumferentially 
cracked bar specimen. Int J Pressure Vessels Piping 73 (1997) 199–210. 

[7] V. Favier, T. Giroud, E. Strijko, J.M. Hiver, C. G'Sell, S. Hellinckx, A. Goldberg, Slow crack 
propagation in polyethylene under fatigue at controlled stress intensity. Polymer 43 (2002) 
1375–1382. 

[8] A. Frank, W. Freimann, G. Pinter, R.W. Lang, A fracture mechanics concept for the accelerated 
characterization of creep crack growth in PE-HD pipe grades. Eng Fract Mech 76 (2009) 
2780–2787. 

[9] W. Zhou, B.-H. Choi, A. Chudnovsky, Crack initiation in pipe grade polyethylene, in: 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-10- 
 

Proceddings of SPE/ANTEC 2006. Charlotte, NC, USA: Society of Plastics Engineers, 2006, 
pp. 2485-2489. 

[10] B.-H. Choi, Y. Zhao, Evaluation of the crack initiation characteristics of pipe grade 
polyethylene under fatigue loads, in: Proceedings of ANTEC 2010. Orlando, FL, USA: Society 
of Plastics Engineers, 2010. pp. 1644–1648. 

[11] Y. Zhao, I. Kim, B.-H. Choi, J.-M. Lee, Variation of the fatigue lifetime with the initial notch 
geometry of circular notched bar specimens. Int J Fract 167 (2011) 127–134. 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-1- 
 

The interface debond analysis for sandwich beam with viscoelastic core and steel 
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Abstract  a interface debond phenomenon appeared between viscoelastic core and steel faceplates 
when unloading in large deflection 3-point bending experiments for sandwich beam. From analysis 
of loading and unloading process, a reason of debond is found that it is the large deflection cause 
the debonding of interface firstly under the effect of shear stress. After unloading, local plastic 
rotation in the middle of beam lead to residual moment between upper faceplate and bottom 
faceplate. And the shear stress effect at interfaces is also transformed to tension stress. By double 
cantilever beam and single cantilever beam experimental results, a calculation method of critical 
deformation are given to calculate the critical strain energy release rate. then the critical crack 
length values of different types of the specimen are obtained.  
Keywords Sandwich, Viscoelastic Core, Debond , Interfacial crack 
 

1. Introduction 
 
The sandwich plate structure with viscoelastic core is often used as bending components, and more 
and more applied in practical engineering. Characteristics of crack in viscoelastic plate is 
widespread concerned[1]-[3]. In this paper, the steel sandwich faceplate specimen with polyurethane 
viscoelastic elastomer core is tested by using of three-points bending experiments and found that 
due to the interface material property differences between the faceplate and the core, when the 
specimen is loaded in large deflection and then unloaded, it leads to delay debond phenomenon of 
crack for lower interfacial strength specimen. By double cantilever beam and single cantilever beam 
experimental results, a calculation method of critical deformation are given to evaluate the 
specimen damage, and determine the critical failure condition of specimen. 
 
2. Three-points bending test 
 
The three-points bending test for polyurethane elastomer steel sandwich plate structure is carried 
out according with the specification "Sandwich Plate Bending Experiments Norms". Bending 
strength, shear strength, bending rigidity and shear rigidity of the sandwich structure can be 
determined through three-points bending test. Thereby the modulus of elasticity and the shear 
modulus of core can be determined too. The shape of cross-section of specimen is rectangular, the 
thickness of sandwich core is about 11mm, and the faceplates have a thickness of 2 mm, which is 
shown in Figure 1. 
 
Four different types of specimen are selected by different preparation methods and hardness of the 
core, which is numbered as No. 1 to No. 4 respectively. Preparation method of No. 1, 2 and 4 is 
directly pouring, and No. 3 specimen is the one prepare the elastomer core first, then use a strong 
glue to paste the faceplate and core together. Fig.2 is deflection-load curve of three-points bending 
experiments of sandwich plate specimen. 
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Fig.1 Three-points bending test 

 
Table.1 Parameters and results for three-points bending tests 

    Specimen No. Item 1 2 3 4 

Weight（g） 364.80 385.40 384.50 386.60 

Hardness（D） 29 47 51 48 

length（mm） 149.84 149.9 150.20 149.90 

width（mm） 59.90 59.84 60.60 59.92 

Thickness（mm） 13.86 15.64 16.04 14.52 

Faceplate thickness（mm） 2.00 2.00 2.00 2.00 

Preparation Pouring Pouring Stick Pouring 

Debonding load（N） 1500 2100 5200 2350 

Proportional limit load   （N） 1200 1700 2600 1550 

Failure load（N） 2600 3400 7000 3600 

The maximum load deflection 11.37 12.55 30.02 15.23 

Maximum stress (MPa) 26.27 28.00 60.44 36.90 

 

Fig.2 Deflection-load curve for sandwich plate 

Observing the whole loading process of three-points bending test of Fig.2, it can be found that the 
destruction process can be roughly divided into three stages: 
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1) elastic deformation stage. 
 
In the initial stage of loading, the faceplates and an elastomer core are in the elastic deformation, the 
internal stress of faceplates distributes uniformly. The faceplates bear the main bending effect, while 
the core is mainly responsible for shearing effect. 
 
2) Strengthening stage.  
 
When bending stress of faceplates reach the yield limit of the material, plastic hinge appears at the 
position where the crosshead contact with specimen, and the faceplates rotate around the hinge. In 
this stage, load-displacement curves rise slowly, on the one hand, this is because the plastic 
deformation of faceplate, on the other hand, it is because the specimen is constrained by horizontal 
reaction force at the supports due to deformation increases. 
 
3) Failure stage.  
 
Downward burr will appear on the load-displacement curve when the strengthening phase to a 
certain extent. As the increasing of load, the more burrs appears. This is because of the phenomenon 
of debonding between the faceplate and the core. If shear strength between the core and faceplate is 
smaller, there will be cracked firstly at the corner of the end position. The load curve gradually 
become horizontal, and great deformation of the faceplates appear along the central plastic hinge 
zone. 
 
From the breakage of pouring specimen, it can be seen that the failure models of sandwich beam are 
large bending deformation destruction and shear failure of the interface between the steel faceplate 
and the polyurethane elastomer core. Such damage often occurs on the upper faceplate, but not 
obvious when loading. Delayed cracking phenomenon appears when unload. The so-called delayed 
fracture phenomenon is when the loading displacement reaches a certain limit then unloads, there is 
no obvious crack propagation at the beginning, but after a while, the crack propagates. For the 
specimens with weak bonding strength, debonding phenomenon on the upper faceplate will appear; 
and for the specimens with strong bonding strength, tears of the core occurs at the position of 1/3 
length from the edge of the specimen. This is because a large plastic deformation of faceplates 
causes differences between two faceplates. When unload the specimen, the rebound effect from 
difference rotate angle between two faceplates make tension stress on the crack surface. When the 
stress is big enough, and the crack length is reach a certain value, the crack will propagate. For the 
viscoelasticity of polyurethane core, the crack will not propagate immediately, but for a certain 
time.  
 

3 strain release rate calculation method of crack when unloading 
   
In three-points bending test, the shearing of the vertical load result in the generation of initial crack 
in the edge, the bending moment when unloading is the main factors of generate crack propagating. 
Since the core is viscoelastic material, the crack propagation in the interface of sandwich plate 
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faceplate having a certain rate, and it sustain for a period of time with energy release in whole 
process. For isotropic viscoelastic material crack growth studies have been carried out [4], but in 
most cases of interface viscoelastic crack with different material, corresponding principle is no 
longer suitable for use. For the complexity from the singularity of the stress field of viscoelastic 
material interface crack, there is no effective method to solve the problem[5]. The method of this 
paper is constructed on the simplifications on the followings: 
 
1) Using the critical strain energy release rate of crack to describe the debonding propagation.  
 
2) Type I and II crack critical is obtained in case of not considering the viscoelasticity of the core 
material. In order to avoid the viscoelastic effect, the experimental process will last a long time. 
Due to the polyurethane elastomeric material is typical Kelvin solid, so there must be a limit for 
crack propagation, when the stress or strain energy release rate is less than this limit, the crack does 
not propagate; when it is greater than this limit, no matter how long the time last, cracks will 
propagate inevitable.  
 
3) Through observation, crack tip was found that, because the big difference on the elastic modulus 
between faceplate material and viscoelastic core, when the crack propagate, there is local 
deformation of interface crack. The crack morphology is shown in Fig. 3a, and we simplify the 
deformation curve as a straight line shown in Fig. 3b. 
 
4) Because the modulus of elasticity of the core material is low, but the deformation is large, so the 
stress along the direction of sandwich thickness of core is assumed uniform distribution. 

 

Fig.3 The simplified crack 
Crack strain energy release rate can be written as: 

                           ⎟
⎠
⎞

⎜
⎝
⎛=

da
dU

da
dU

b
G se -

1
                            (1) 

G is crack strain energy release rate, b is the specimen width, a is the crack length, eU and sU are 

stored strain energy and external forces work done. As shown in Figure 4，the cracking process is 
assumed that crack opening angle is constant in the interface crack growth, corresponding extended 
strain energy release rate is the critical strain energy release rate. The classical fracture mechanics 
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has proven the crack opening displacement and strain energy release rate are equivalent, and here 
we make this assumption too. Simplification of the crack propagation process is shown in Figure 4: 

0α 0α

h

 
                     Fig.4 The simplified crack of propagation 
 
For the initial open stage, the crack open angle gradually becomes larger and larger. In the critical 
state of crack, the core on the right of crack gradually unloaded to the original state, in which the 
internal stress is 0. In the propagation state of the crack, the crack tip angle unchanged, the right 
part of crack is not affected by the crack. Only core material of oblique line part is affected. Flat 
part unloads completely with no stress.  
 
Take the critical state of the cracks to analyze, when crack propagate the length of aδ , the 

corresponding angle of the upper faceplate is 0β , which increase the βΔ . Its geometry is shown in 

Figure 6. When crack extended forward, the flat segment is negligible. Shaded part in Figure 5 is 
the sandwich viscoelastic core material, the crack extended to point B2 from point B1 , crack 
propagation angle remains unchanged, that is 2211 AABAAB ∠=∠ ,CA2=B1A1. 

 

                       Fig.5 Geometrical relationship of crack propagation 

 Calculation parameters of the Figure 5, where: the length of AA2 is ⎟
⎠
⎞

⎜
⎝
⎛ Δ+

2
sin

ββb , the length of  

AA1 is ⎟
⎠
⎞

⎜
⎝
⎛

2
sin

βb , With the law of sines, we can get length of B1A1 is 00 sin
2

-cos
2

sin αβαβ lb ⎟
⎠
⎞

⎜
⎝
⎛

, 

which is also the initial length of the crack: 

                        00 sin
2

-cos
2

sin αβαβ lla ⋅⎟
⎠
⎞

⎜
⎝
⎛⋅=                       (2) 
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To calculate the variation availables on both sides of the equation, we can get: 

                           ( ) aδ
αβ

αδβ
0

0

-lcos

2sin
=                                 (3) 

If recover moment can be seen as external forces, external work done is: 

                          βΔ= MUs                                          (4) 

So the length of A2B2: 

                      
all δαβαβ

+⎟
⎠
⎞

⎜
⎝
⎛

00 sin
2

-cos
2

sin
                             (5) 

Also relationship between crack propagation length and angle changes can also be obtained from 
the law of sines: 

             
0

00

sin
2

-cos
2

sin-
2

sin
2

-cos

α

βαβββββα
δ

⎟
⎠
⎞

⎜
⎝
⎛Δ+

⎟
⎠
⎞

⎜
⎝
⎛ Δ+

=
bl

a                  (6) 

The change of internal energy can be embodied by calculating shaded area differences of bond 
stress: 

               ( ) ⎥
⎦

⎤
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛Δ+⎟

⎠
⎞

⎜
⎝
⎛= βββδσ sin-

2
-sin--

24
alaalblU bse                    (7) 

Substituting the above formula into the crack strain energy release rate of the formulas (1), critical 
strain energy release rate can be calculated according to the crack propagation angle: 

                  ( )⎥⎦
⎤

⎢
⎣

⎡
=⎟

⎠
⎞

⎜
⎝
⎛=

0

0

-cos

sin2
-sin

4

11
-

1

αβ
αβσ

l
Mb

bda
dU

da
dU

b
G i

se                (8) 

If internal parameter of formula is known, it can be approximated to the calculated strain energy 
release rate of the crack. 
 

4 Cracking strain energy release rate calculation example 
 
In order to verify the correctness of the former derivation, we need to determine the strain energy 
release rate of interface crack between the steel plate and the core. Literature [6] prefabricated 
interface crack by embedding PVC film before pouring the core. DCB experiment and SLB 
experiments are carried out to determine the critical strain energy release rate of I type crack for 
specimens with the soft hard core separately. The measured type I crack strain energy release rates 
are shown in table 2. 
                      Table 2 Strain energy release rate of sandwich plate 

Experiment name 

The type 
of 

specimen

Energy release rate
（N/m-1

） 
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Soft core  
526 

Hard core  
1783 

 
Combined with equation (8), at the beginning of propagation, 0=β , strain energy release rate can 

be calculate by the following formula: 

                       
0

0

tan
-

2

2
α

θ

⎟
⎠
⎞

⎜
⎝
⎛

=
aLbl

IE
G ff

                                    (9) 

In which fE is modulus of elasticity, fI is moment on inertia of specimen; b is the width, L0 is the 

actual length of specimen after large deflection; l is the gauge length; a is the crack length. When 

crack propagation angle 0α  and the critical strain energy release rate are determined, we can 

calculate the critical crack length based on the previous formulas. Since θ  is a function of the 
bending load Q and the plastic rotation angleϕ , through the analysis the formula can be obtained as 

followings: 

                           

4 3

1
4

-2
cos

f f

Q
E I k

l r
θ

φ

=
                                  (10) 

In which k=k0b, k0 is foundation modulus; r is the radius of supported roll shaft. Bending load Q 
and the rotation angle ϕ  can be obtained from fitting the experimental load-displacement curve. 

Based on the former three-points bending experiment, we fit the relationship by bilinear model: 

Hard core: ( ) °+= 6.26tan3.1-1780 λQ  

Soft core: ( ) °+= 0.16tan3.1-1480 λQ                               (11) 

In the formula, λ  is loading displacement. Combined with the crack propagation angle 0α  

determined from DCB and SLB experiments, the strain energy release rate corresponding to 
different crack lengths can be calculated, as shown in Figure 6.  
 
From Figure 6, corresponding to different crack length values, strain energy release rate curve is 
substantially parallel, and slightly decreased. The larger the crack length is, the higher the strain 
energy release rates are. If strain energy release rate is larger than critical value, crack propagation 
occurs. Variation trend (Fig. 6b) of strain energy release rate with loading displacement is similar to 
Fig. 6a, the error is due to the ideal elastoplastic assumptions for faceplates material. Comparing the 
results of soft core and hard core, difference of strain energy release rate is not very large. The 
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critical interface strain energy release rate of soft core and hard core is different, the hard core’s 
critical strain energy release rate is 1.783N/mm, corresponding allowable critical crack length for 
specimen in this paper is 16mm; the soft core’s critical strain energy release rate is 0.525 N/mm, 
which is less than the value of strain energy release rate at position a=0, This means that as long as 
specimen reach the yield limit, damage will be in the form of inter-layer cracking. 

 
a Soft core specimen                  b Hard core specimen 

Fig.6 Strain energy for different cores of specimen 

5 Conclusion 
 
Based on three-point bending experiments for sandwich plate with polyurethane elastomer core, it is 
found that specimens with different bond strength and core hardness have different failure modes. 
Here proposed a method of calculating the critical strain energy release rate to obtain the critical 
crack length values of different types of the specimen. Although there are some errors, but it can be 
substantially obtained the strain energy release rate and describe the propagation of interfacial 
crack. 
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Abstract Since the use of rubbers has been widespread in many industrial applications these last decades, the 

structures integrity including rubber parts requires the mechanical capabilities of such materials to be known 

and mastered. To prevent failure in the designing process, it is necessary to provide strong criteria taking into 

account not only their highly extensible capability but also the complex multiaxial loadings to which they 

could be subjected. In this work, the intrinsic defect concept is introduced and coupled in the fracture 

mechanics framework with the J integral in order to derive a multiaxial fracture criterion. Mechanical tests 

up to failure on rubber specimens subjected to monotonic biaxial loading paths were achieved on two 

materials. The fracture criterion requires as an input the critical value of the J integral which was also 

experimentally measured on CCT specimen. A generalized expression of the J integral under biaxial loading 

is proposed on the basis of finite element calculations on a representative volume element containing a 

small circular defect. The estimated failure elongations were found in very nice agreement with experimental 

data on the two kinds of rubber materials. Moreover, we have also outlined the predicting capability of this 

approach when applied to thermoplastic elastomers. 
 
Keywords Rubber, J integral, fracture criterion, intrinsic defect. 
 

1. Introduction 
 
The fracture mechanics approach [1, 2], and its extension to rubbers [3-11], has shown its capability 
when dealing with crack problems. Nevertheless, if the material contains no visible crack or defect, 
this approach can be adapted assuming that all materials generally contain defects. These defects 
originated from material process can grow when subjected to mechanical loading and provoke 
failure of the component. When dealing with rubbers, these defects may be due to the reinforcing 
particles added to the neat matrix. Even the filler size is generally very small (less than 100 nm) but 
it can form aggregates, the size of which can have strong effects on the strength [12, 13] or the 
fatigue life properties [14-16]. In this work, an attempt to predict the fracture of specimen 
containing no cracks, but assumed to contain intrinsic flaws, by using the fracture mechanics 
approach is explored. The main assumption which is made is that these intrinsic flaws, as classical 
cracks, act as potential stress concentrators which are responsible of the fracture. This analysis uses 
experimental data obtained from mechanical tests under different biaxial loading paths [17, 18]. 
 
2. Experimental study 
 
2.1. Materials and experiments 
 
Two materials are used in this study: a Natural Rubber (NR) and a Styrene Butadiene rubber (SBR). 
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Different loading paths are used: uniaxial tension, pure shear, equal biaxial tension and biaxial 
tension with three biaxiality ratios. The biaxial loading was obtained by inflating a membrane 
(elliptical for biaxial loading and circular for equal biaxial loading) up to failure [17, 18]. For each 

test, the stretches λi (defined as the ratio of the actual length over the initial length in the i principal 
direction) in the two loading directions are measured up to complete failure giving the critical 

values. In the thickness direction λ3 is estimated by using the incompressibility assumption: 
 1 2 3det 1λ λ λ= =F , (1) 

 
where F  is the deformation gradient tensor. The critical J integral Jc was measured on 
center-cracked tension (CCT) specimens [11] for the two hyperelastic materials. The Jc average 
values were 21 kJ/m² and 13 kJ/m² for SBR and NR, respectively. 

 
2.2. Constitutive laws 
 
Th above mentioned tests were used to identify the parameters of the constitutive laws [17, 18]. For 
the NR material, it was found the best fitting of the experimental data is given by the Yeoh strain 
energy density (SED) function [19] while for the NR material a second order Ogden function was 
preferred [20]. The two SED functions are given by equations (2) and (3) respectively: 

 ( ) ( ) ( )2 3

10 1 20 1 30 13 3 3= − + − + −W C I C I C I , (2) 

 ( ) ( )1 1 1 2 2 21 2
1 2 3 1 2 3

1 2

3 3α α α α α αμ μλ λ λ λ λ λ
α α

= + + − + + + −W , (3) 

 

where W is the SED, I1 is the first invariant of the right Cauchy-Green strain tensor, λi are the 
principal stretches and Cij, μi and αi are material constants to be determined using a least square 
method. Table 1 reminds the values of all the material constants. 
 

Table 1. Material constants for the NR and SBR materials. 

C10  (MPa) C20  (MPa) C30  (MPa) 

NR 
 

0.298 
 

0.014 0.00016 

μ1  (MPa) α1 μ 2 (MPa) α 2 

SBR 
 

0.638 
 

3.03 -0.025 -2.35 

 
  
2.3. Intrinsic flaw size 
 
To determine the intrinsic defect size, the formulation given by Rivlin and Thomas [3] can be used. 
For plates containing a crack of length a and submitted to tensile loading, these authors expressed 
the tearing energy T, equivalent to the J integral, as follows: 
 ( )2J T k Waλ= = , (4) 
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where k is a proportionality factor depending on the stretch ratio, which can be expressed for single 
edge cracked specimen (SENT) specimens, according to Lindley [21] in the following form:  

 
( )2.95 0.08 1 λ

λ
− −

=k , (5) 

 
For CCT specimens, the expression proposed by Lake [22] is slightly different: 

 
π
λ

=k , (6) 

 
Therefore, the intrinsic defect size can be estimated using equation (4). It comes: 

 
( )2

c
th

c c

Ja
k Wλ

= , (7) 

 
in which Jc is the critical value of J mentioned earlier in section 2.1, Wc corresponds to the SED at 
break of a smooth specimen loaded in uniaxial tension which can be computed using equations (2) 
and (3) and λc is the stretch at break under uniaxial tension. Since the intrinsic flaw is supposed 
embedded in the bulk, the flaw is taken centered in this investigation and equation (6) is used to 

calculate the k factor. Using equation (7) the size was found equal to 120 μm for NR while for SBR 
the size is 160 μm.  
 

3. Finite element analyses 
 
3.1. Representative volume element 
            
Assuming a circular defect in order to avoid preferential propagation direction under biaxial loading, 
a representative volume element (RVE) was introduced to achieve finite element calculations. Since 
the defect size is estimated from uniaxial tension tests, the size of the square shape RVE was fixed 
equal to the width of the tensile specimen which is 10 mm as schematically shown in figure 1. 

 

                                 
Figure 1. Reference volume element containing a circular defect. 

 
Due to the symmetries of the RVE, only a quarter of the specimen (the shaded part) is modeled in 

ath

10 mm 

10 mm 
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the finite element program. Such a modeling allows getting uniaxial tension, pure shear and 
different biaxial loadings by varying the ratio in the assigned displacements respectively in the 
horizontal and vertical directions. 
 
3.2. J integral determination 
 
The numerical analysis is performed under plane stress and finite strain conditions using a total 
Lagrange framework, the constitutive laws being an input given by SED functions previously 
introduced in equations (2) and (3). The FE program was Marc MS software. 
To calculate J, the Begley-Landes method [23] based upon the energy interpretation of J was used. 
which allows to express J in the following form: 

 
UJ
A

∂
= −

∂
, (8) 

where U is the stored elastic energy and A is the crack (defect) area. This method requires to 
estimate the potential energy for varying crack lengths and to plot the energy per unit thickness 
function of the crack area for a given displacement. The evolution is fitted by straight lines the slope 
of which gives the J value. In this work, for each material, seven defect sizes close to the reference 
value (i.e. that calculated by using equation (7)) were used to estimate J. In order to verify the 
validity of the Begley-Landes method, preliminary calculations on a RVE containing a sharp crack 
were achieved. The values obtained were compared to the direct calculation of the J integral 
available on the software. The results, shown in figure 2 for uniaxial tension, highlight the validity 
of this method, especially for high level of strain.  
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1.4

1 2 3 4 5 6 7 8
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t/

J B
L uniaxial tension

pure shear

 
Figure 2. Evolution of the ratio Jint/JBL as a function of the principal stretch λ1 (SBR material). 

 

3.3. k factor evolution 
 
Finite element simulations were achieved for uniaxial tension, pure shear and four biaxiality ratios b 
defined as: 
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 2

1

b λ
λ

= . (9) 

The k factor was then computed using equation (4). Figure 3 shows the evolution of this factor as 
function of the equivalent stretch expressed as follows: 

 1

3
λ =eq

I
, (10) 

where I1 is the first invariant of the right Cauchy-Green strain tensor. 
The influence of the loading path is clearly highlighted on this figure. Moreover, we have not found 
any effect of the kind of material.   
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Figure 3. k factor as a function of the equivalent stretch λeq (circular defect, a = 0.06 mm). 

 

4. Results 
 
4.1. A new unified expression of J 
 
Since a strong dependence of k on the biaxiality ratio is pointed out, the calculation of J using 
equation (4) requires to analytically express the k factor for every value of b. Another idea is to try 
to unify these results leading to rewrite J in the following form: 

 ( )2 eqJ f Waλ= , (11) 

 
where f is a function of the equivalent stretch which can be expressed in a multiplicative form as 
follows [24]: 

 ( ) ( ) ( )eq eq eqf g
γ

λ λ λ= , (12) 

 

where g is another function of the equivalent stretch and γ is an exponent depending on the 
biaxiality ratio [24] and varying from 1.05 for uniaxial tension to 1.35 for equibiaxial tension. 
Equation (11) therefore becomes: 

 ( )2 γλ λ= eq eqJ g Wa . (13) 
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In this case, as shown in figure 4, all the data can be shifted to get a master curve and the evolution 
of g can be written in a polynomial form as follows: 

 ( ) 2 4 6

2.837 2.888 2.507
0.255eq

eq eq eq

g λ
λ λ λ

= + − + , (14) 

 
As shown on figure 4 all the data (dots) are well fitted by equation (14) represented by the 
continuous line. 
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Eq. (14)

 

Figure 4. g as a function of the equivalent stretch λeq (a = 0.06 mm if not reported). 

Figure 5 shows the validity of equation (11) to estimate the J integral. Indeed, the values 
obtained from equation (11) are compared to the data issued from the Begley-Landes method in 
the case of biaxial loadings.  
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SBR - uniaxial tension (0.06 mm)
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Figure 5. Comparison between J calculated from equation (11) and JBL issued from the Begley-Landes 

method for biaxial loadings. 
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The maximum deviation observed is less than 5% (dashed lines). Note, even not reported on the 
figure, that the accuracy for uniaxial tension and pure shear is improved. 
 
4.2. Fracture criterion 
 
At crack initiation J takes its critical value expressed as follows: 

 02 4 6

2.837 2.888 2.507
2 0.255

c cc eq c
eq eq eq

J W aγλ
λ λ λ

⎛ ⎞
= + − +⎜ ⎟⎜ ⎟

⎝ ⎠
, (15) 

 
where the subscript c denotes the critical value reached at crack initiation. From equation (15) the 
critical stretches can be therefore derived for any loading path. 
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Figure 6. Failure envelopes for (a) NR and (b) SBR. 
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Figure 6 shows the predictive capability of the proposed approach. The failure envelope in terms of 
principal stretches is well predicted when using the intrinsic defect concept coupled with fracture 
mechanics. For NR, the exponent γ can be taken constant while for SBR it is necessary to introduce 
a slight variation with the biaxiality ratio. 
 
5. Conclusion 
 
A fracture criterion based upon the intrinsic defect concept is an original way to predict the critical 
stretches at failure when dealing with rubbers. The methodology we have proposed is quite easy to 
use and only requires two data: the stretch at break under uniaxial tension and the fracture 
toughness in terms of Jc. The constitutive law of the material is also an input which is necessary. We 
have also developed a general formulation of J which can be used, whatever the loading path in 2D 
conditions.  
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Abstract   

 

For rapid crack propagations, two kinds of material behavior have been observed. Typically, most materials 

show an increase of the fracture energy with the crack tip velocity. However, there do exist a few materials 

for which the fracture energy tends to decrease with the velocity [1, 2]. They are viscoplastic blend materials 

like polymers such as rubber toughened polymethylmethacrylate (RT-PMMA). For these materials, crack tips 

are seen to propagate at the same velocity whatever the loading rate is (or strain energy release rate). This 

critical velocity has been shown to be the crack branching velocity, at least at a macroscopic scale. Our study 

shows that the classical approach which considers that the amount of created surface during the propagation 

can be approximated as the sample thickness multiplied by the crack length is not appropriate. Indeed, this 

study shows that the exact fracture surface roughness has to be included in the amount of created surface in 

order to establish an intrinsic material fracture energy GID. As the fracture surface roughness depends on the 

scale at which the sample is observed, a self-affine model widely used for fracture surfaces is introduced [3, 

4]. This statistical geometrical model of the fracture surface with two parameters, a Hurst exponent and a 

topothesy is shown to be effective and provides a better estimate of the intrinsic surface fracture energy. 

 

Keywords  Dynamic fracture, rapid crack propagation, polymers, energy release rate, self-affine analysis, 

Hurst exponent. 

 

1. Introduction 
 

Considering rapid crack propagation, two kinds of material behavior have been observed. On the 

one hand, there are materials for which the fracture energy increases with the crack tip velocity. 

Fracture velocity changes during the crack propagation when the released energy varies, i.e. the 

dynamic energy release rate GID. Practically, a difference of velocity before and after branching is 

observed and, for instance, the main crack propagates faster than the secondary cracks after 

branching [5-7]. On the other hand, there are materials for which the fracture energy tends to 

decrease with velocity. They are viscoplastic blend materials and typically polymers such as rubber 

toughened polymethylmethacrylate (RT-PMMA) or many semi-crystalline polymers. In these 

materials, crack tips are seen to propagate at the same macroscopic velocity whatever the 

macroscopic fracture energy in mode I solicitation [1, 8, 9]. This velocity corresponds to the crack 

branching velocity, typically 0.6Cr, where Cr is the Rayleigh wave speed. In the case of rapid crack 

propagations, as observed in [1], to maintain the propagation at the same macroscopic crack 

branching speed, the surface roughness evolves as a function of the available energy release rate 

GID. Below a minimal value of GID, cracks stop without any decrease of the crack tip velocity 

contrarily to the first kinds of materials. Crack arrest phases correspond to relatively smooth 

fracture surfaces and fracture surface roughness is seen to increase with the value of fracture energy 

at constant velocity. These observations confirm the aim of this study to explore the roughness of 

fracture surfaces as a function of the energy release rate GID. Moreover, classical consideration of 

the created surface such as the sample thickness times the crack length is not appropriate since 

several values can be obtained for the fracture energy at constant crack tip velocity. Evaluating the 

quantity of created surface is not simple since the surface roughness is correlated with the scale at 

which the sample is observed. Hence, validating the self-affine geometrical model would be of great 
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interest. The concept of self-affinity [10] of surface roughness has been described for many natural 

surfaces including fracture surfaces. This concept allows the introduction of the existence of a 

roughness exponent called the Hurst exponent [11] which is known to be unique and universal 

between 0.78 and 0.80 for many materials such as rocks [3, 4, 12] wood [13-15], steel [16-18] or 

polymers [19-21]. This study shows the interest of the self-affine geometrical model of fracture 

surface, with two parameters being the Hurst exponent and the topothesy. 

 

2. Materials and methods 
 

The general principle of Rubber Toughened (RT) reinforcement is to dissipate energy throughout 

the material through elastomer particles in contrast to pure amorphous polymers for which the 

energy dissipation is smaller and only located at the crack tip [22-31]. RT-PMMA consists of a 

PMMA matrix containing a volume fraction of approximately 20% of spherical elastomer particles 

of about 200nm in diameter. The elastomer particles are prepared separately and then mixed with 

PMMA in a fluid state at high temperatures. The glass transition temperature Tg of the matrix is 

105°C while that of the elastomer particles is about -30°C. Fig. 1 presents sample characteristics for 

rapid crack propagation (RCP) tests. 

 
Figure 1. Schematic representation of the strip band geometry (L≈200mm, 25mm<H<45mm, B≈2mm) 

uniformly loaded with imposed displacements u in mode I. A conducting layer (1-an Ag layer of 

approximately 10 µm is spread on the sample) used to record the crack tip position during propagation. 

 

A conductive layer is sprayed onto the sample and the resistance evolution is recorded during the 

fracture, with a National Instrument USB-6351 data acquisition which ensures a 1.25 MS.s
-1

 

sampling rate. After calibration, fracture tip velocities are measured. 

The strip band geometry allows a relatively simple mechanical analysis of the structure [32]. 

Samples are initially preloaded in tension using an Instron tensile testing machine equipped with a 

150 kN force cell. A notch a0 ≈ 5/2.H is machined in the sample before loading. Crack propagation 

is then initiated by an impact of a razor blade at the tip of the notch. The entire test is performed at a 

quasi-constant temperature of 23°C.  

An opto-mechanical stylus profilometer was used to characterize the post-mortem fracture surface 

of the RT-PMMA. A mechanical arm carrying a stylus is moved horizontally at constant speed 

(about 1 mm.s
-1

) and subjected to a gravity force ensuring that the sapphire tip (φ = 5µm) keeps in 

contact with the surface. Measurements are discretized along a grid (Nx, Ny) with a mesh (Δx, Δy). 

This technique is compatible with surface transparency which prevents the direct use of optical 

techniques. The present profilometer cumulates optical precision of the height measurement and 

mechanical description of the air/RT-PMMA interface (no penetration).  

First of all, height measurements Z(X,Y) are used to build the topography of fracture surfaces. The 

chosen mesh grid is: Δx=Δy=10µm with a resolution of 2µm. Fracture maps show the surface 
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roughness during crack propagation, in particular during branching or crack arrest (see Fig. 2-3). 

Note that for RT-PMMA macroscopic fracture speed is observed to be constant even if the 

roughness changes [1]. Fig. 2 shows a perspective view of the fracture topography, before a 

branching zone. 

  
Figure 2. Topography of a fracture surface of RT-PMMA before a branching zone and standard deviation 

σy(x) of the height along the Y axis in function of the X axis which defines the stationary state (A) just before 

a branching zone. 

 

This study also addresses the surface topography decrease just before a crack arrest in a sample of 

RT-PMMA (Fig. 3) when the fracture energy becomes too low for the crack to continue. A small 

cut is made to the samples in order to access crack arrests zones. To illustrate the variation of the 

surface roughness during crack propagation, the standard deviation σy (Eq. 1) of the height Z(X,Y) 

along the Y axis is calculated as a function of the X axis. The amplitude variation of σy is used to 

make the difference between stationary and non-stationary regimes. A stationary regime 

corresponds to quasi-constant fluctuations of σy. Fig. 2 and Fig. 3 show two stationary states before 

branching (A) and after branching (B): 

 

- Regime A: σy amplitudes seem relatively constant just before a branching zone.  

- Regime B: σy amplitudes seem relatively constant just before a crack arrest. 

 , (1) 

 
Figure 3. Topography of a fracture surface of RT-PMMA just before a crack arrest and standard deviation 

σy(x) of the height along the Y axis in function of the X axis which defines the stationary state (B) just before 

a crack arrest phase. 
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In order to estimate fracture surfaces a routine in Fortran was created with two estimating methods. 

The first method called “spherical convolution” consists to probe the experimental surface with an 

imaginary profilometer having a variable needle radius Rp. The second method called “sampling” 

consists in undersampling data, i.e. to keep a point every Rp (Fig. 4). Finally, this program computes 

the amount of developed fracture surface A and developed lengths respectively along X and Y axis 

(lx, ly). 

 

Figure 4. a-Top view of the synthetic profile b- “Spherical convolution” method and “sampling” method 

c-Profile of fracture surface obtained with the help of “spherical convolution” method or “sampling” method. 

 

Finally, the concept of self-affinity introduced by Mandelbrot [10] is used to describe the roughness 

of fracture surfaces of RT-PMMA. It applies to surfaces that are statistically invariant under an 

affine transformation, such as: X → λx.X ; Y → λy.Y ; Z → λz.Z with λx = λy; λz = λx
χ
 with χ, the 

roughness exponent, or the Hurst exponent (0<χ<1). Today, there are various analytical techniques 

to analyze stationary and transient self-affinity. Root Mean Square (RMS), Maximum-Minimum 

(MM), Fourrier Power Spectrum (FPS) and Averaged Wavelet Coefficient (AWC) methods which 

are used in this study are described in [4, 33-35]. The aim is to determine a self-affine geometrical 

model of the fracture surface from the estimates of the Hurst exponent and the topothesy lr or the 

pre-factor C. The topothesy [35-38] which corresponds to the theoretical length scale over which 

the surface roughness has an average slope of 45° (σ(lr)=lr) is calculated using the RMS method (Eq. 

2): 

,                           (2) 

The energy release rate GId (Eq. 3) is computed assuming a classical Griffith energy balance 

accounting for inertial effects such as: 

a 

b 

c 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-5- 

 

,                      (3) 

where B is the thickness of the sample, Δa the crack length, Wela the strain elastic energy, Kcin the 

kinetic energy, Wext the work done by external forces and Wdis the bulk dissipated energy integrated 

over the entire structure. It has been largely assessed with optical techniques that Linear Elastic 

Fracture Mechanics (L.E.F.M.) formalism is valid for the dynamic fracture of amorphous polymers 

since the process zone is sufficiently confined [39, 40]. When the crack tip position a(t) during 

propagation and the initial stress state are known, the energy release rate GID may be calculated 

between two tip positions a and a+Δa by means of a transient dynamic finite element procedure, 

using the CAST3M software [41]. Dissipated energy, such as damping, does not involve nonlinear 

behavior in the process zone but only outside the process zone. Indeed, assuming L.E.F.M, the 

fracture toughness GIdc accounts for non linearities in the process zone by setting GIdc = GId for 

crack length increase. Since it has been shown that viscoelasticty is negligible for these experiments, 

Wdis = 0 [42].  

 

3. Results 
 

During rapid crack propagation (RCP) tests, the macroscopic crack speed is quasi constant for a 

given specimen at a given temperature, whether branching occurs or not (Fig. 5). However, for a 

quasi-constant crack speed, several values of energy released rates have been recorded. The 

information given in the Table 1 highlights a striking difference of <GID> for a measured same 

crack speed. 

 

Table 1. Mean dynamic fracture energy values for cracks which branch (<GID>max) and stop (<GID>min). 

<G
ID

>
min

(kJ/m
2
) <G

ID
>

max
(kJ/m

2
) <G

ID
>

max
/<G

ID
>

min
 

0.58±0.2 1.70±0.2 3.0±0.2 

 

 
Figure 5. Crack lengths versus time in the case of crack branching and in the case of no macroscopic crack 

branching. 

 

To quantify the differences of magnitudes of fracture surfaces between stationary states (A) and (B), 
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pre-factors are compared (Table 2). A significant difference of roughness is highlighted between the 

roughest and the smoothest surfaces observed on RT-PMMA samples. 

 

Table 2. Pre-factors and topothesy calculated with RMS method before a branching zone (A) and a crack 

arrest (B). 

 Pre-factor C (mm) Topothesy lr (mm) C(A)/C(B) 

 A 10
-1.84 

1.10
-4

 
2.4±0.2 

B 10
-2.22 

9.10
-6

 

 

Pre-factors and topothesy are calculated for each regime (A) and (B) for 10 samples of RT-PMMA. 

The ratio of C(A) to C(B) is equal to 2.4 ± 0.2. The self-affine geometrical model for stationary 

states (A) and (B) is defined with two parameters: the Hurst exponent and the topothesy. The results 

obtained by the two methods (RMS and MM) are shown in Fig. 6.  

 
Figure 6. Statistical data analysis (RMS and MM) obtained by the characterization of RT-PMMA fracture 

surfaces (A and B). 

 

The Hurst exponent is obtained from the average slope β of each curve in a log-log diagram with 

β=χ for RMS and MM methods. All values of Hurst exponent which have been obtained are 

summarized in Table 3. The main observation is that the surface roughness of RT-PMMA follows a 

self-affine model in stationary regimes. In suggested stationary regimes (A and B) the self-affine 

model stays stable along the crack propagation with<χ>=0.61 ± 0.05. The average value of the 

Hurst exponent <χ> was calculated using the analysis of 10 profiles. 

 

Table 3. Roughness exponent of RT-PMMA fracture surfaces for stationary states A and B. 

Methods RMS MM 

χ(A) 0.54 0.60 

χ(B) 0.56 0.62 
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Furthermore, a decrease of the prefactor and the topothesy was observed between A and B states 

(Table 2). This corresponds to a significant decrease of surface roughness. Contrary to the pre-factor 

and the topothesy, the Hurst exponent stays stable between the two stationary regimes. The interest 

of analyzing the pre-factor and the topothesy provides an estimate of the difference of fracture 

surfaces between the two domains. Fig. 7 presents the quantity of developed surface for “spherical 

convolution” and “sampling” methods for stationary regimes (A) and (B). The amount of developed 

surface in domain (B) is significantly lower than the amount of developed surface in domain (A).  

 
Figure 7. Total fracture surface for “spherical convolution” method (c) or “sampling” method (e) for 

stationary regimes (A) and (B). 

 

Whatever the method, “spherical convolution” or “sampling”, the amount of developed surface 

which are calculated is relatively similar. The choice of the method thus is indifferent on the result.  

 

4. Discussion and conclusions 
 

Using an dynamic L.E.F.M. approach, RT-PMMA samples have revealed a “loss” of GID unicity 

which is related to BΔa (Eq. 3) at a crack tip velocity of approximately 0.6Cr. Indeed, maximum 

values of fracture energy have been shown to vary up to 3.0 ± 0.2 times the minimum. The results 

suggest that differences of GID exist and are associated to the RMS of the fracture surface σy. In this 

article the roughness of fracture surfaces obtained from the analysis of post-mortem surfaces, has 

been quantified with Hurst exponents and pre-factors ratios during stationary regimes (A and B) 

before and after branching. Surfaces considered as inaccessible, either because of the profilometric 

technique (5µm sapphire radius tip) or because of local branches (sub-surfaces), are neglected in 

this study. However it is observed that the amount of fracture of inaccessible surface seems 
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negligible compared to the accessible surface. It is shown that a crack creates 2.4±0.2 times more 

surfaces before a branching zone than before a crack arrest. In addition, the self-affine model allows 

one to say that the surface roughness could be considered as statistically invariant under an affine 

transformation. Evidently the model could lose its validity below the micrometric scale, i.e. 

resolution scale. The “loss” of GID unicity at approximately 0.6Cr can therefore be associated with 

the amount of created fracture surface even if the quantification of A is practically fastidious. GID is 

calculated as a function of the created projected fracture surface (BΔa) on the average fracture plane. 

In the case of rubber toughened polymer, and most probably semi-crystallines, experiments thus 

show that it would be pertinent to correct the real area of the crack surface ΔA/ΔA0 with ΔA0=BΔa 

the projected area and ΔA the real surface. For these kinds of materials it would be necessary to 

multiply GID by ΔA/ΔA0. Finally, the determination of the Hurst exponent (χ=0.61 ± 0.05) 

independently of the fracture domain (A or B) supports the universality of the self-affine scaling of 

fracture surface for quasi-2D sample geometries. The self-affine geometrical model with two 

parameters (Hurst exponent and pre-factor or topothesy), shows its effectiveness in this type of 

study. However, the single Hurst exponent is no longer sufficient, by itself, to describe all the 

regimes encountered and, more precisely, with these kinds of rubber toughened polymers. 
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Abstract    Notch sharpening of polymeric fracture samples is still an unsolved problem. The existing 

methodologies for the evaluation of the fracture toughness of polymers recommend the use of contact 

techniques such as razor sharpening which, in some cases, can induce high scatter in toughness results or 

even overestimated values.  

The present work analyzes the effect of crack sharpness on the fracture toughness of epoxy resins. 

Three-point bending tests were carried out on specimens with a wide range of tip radii, going from the size 

of natural cracks, ~ 0.1 µm, to 2 mm. The behavior of the fracture toughness versus the crack tip radius has 

been modeled using a two criterion elastic model, a length and a stress, to estimate the overestimated 

toughness values with the crack tip radius and the effect of blunting arising from plastic deformation.  
 

Keywords fracture toughness, crack sharpness, epoxy resins   

 

1. Introduction 
The influence of crack sharpness on the fracture toughness values of polymeric materials has 
recently caught the attention of the scientific community. Several works have appeared in the 
literature highlighting the role of the notch sharpening technique on the fracture parameters of either 
semi crystalline heterogeneous polymeric materials such as ethylene-propylene block copolymers 
[1-3] or amorphous polymers such as polycarbonate [4]. In all these studies, the values of the 
fracture toughness obtained using different approaches were determined from samples sharpened 
via two procedures: a non contact technique based on the femtosecond laser ablation and the 
traditional contact technique using a razor blade. Independently of the material under study, the 
results always followed the same trend. The fracture toughness determined from the samples 
sharpened via the femtosecond laser ablation technique showed lower values than those obtained 
from the specimens sharpened via the traditional razor blade technique. The reason is that the 

femtosecond pulsed laser ablation is characterized by very rapid creation of vapor and plasma 
phases, negligible heat conduction and the absence of liquid phase [5-6]. Thus, this technique can 
remove the material of the notch tip by ablating it with almost no heat dissipation, preventing 
melting and thermal deformations of the surrounding area. However, the specimens sharpened using 
the razor blade always showed damage ahead of the crack tip in form of plastic deformation which 
seems to be the reason of the higher fracture toughness values. 
 
All these discoveries have aroused some questions concerning the well established criteria of the 
quality of the notch. Both ESIS (European Structural Integrity Society) [7-9] and ASTM (American 
Society for Testing and Materials) [10-11] indicate that when a natural crack cannot be generated in 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-2- 
 

polymers by either fatigue cracking, due to hysteretic heating, or by tapping on a new razor blade 
placed in the notch, the sharpening can be achieved by sliding a new razor blade into the root of the 

machined notch. The resulting crack tip radius must be lower than 20 µm. 
 
In the light of the previous results, the aim of the present work is to investigate more deeply the 
effect of the crack tip radius on the fracture parameters of a brittle polymer such as an epoxy resin. 
Special attention will be paid to the reasons of the overestimated values in the fracture toughness 
with the crack tip radius and the influence of blunting will be analyzed using an elastic model 
modified for blunt cracks [12].  
 
2. Theoretical background 
Kinloch and Williams [13] showed that in brittle polymers such as epoxy resins, the localized 
plastic deformation that occurs at the crack tip prior to crack propagation is a controlling factor and 
thus emphasising the role of crack tip blunting at the instant of fracture. A model based on the 
elastic solution for the stresses around the tip of an elliptical hole when subjected to a remote 
tension, σ, normal to the semi-major axis, a, is used to analyze the fracture toughness of specimens 
with blunt cracks [12]. During loading a specimen with an initial crack tip radius, R0, the plastic 
deformation occurring at the crack tip front with length rC and stress σC induces further crack tip 
blunting resulting in an increase in the crack tip radius, RC (Figure 1).  

R

rC

r

σ

σC

R0

RC

a

 
Figure 1. Crack tip front at the instant of fracture of specimens with blunt cracks 

 
The stress σC at a distance rC from the notch tip may be written in terms of the tip radius at the 
instant of fracture, R, and the remote applied tension σ as [14]: 
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For a perfectly sharp crack, R=0, we have: 
 

  
C

C

r2

a
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σ
σ

 (2) 

 
and thus, the fracture toughness of a sharp crack, KIC, can be expressed as a function of either the 
remote applied tension σ and the crack length a or the near field tension at the crack tip σC and 
length factor at the crack front through: 
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 CCIC r2aK πσ=πσ=  (3) 

 
For blunt cracks, the high level of stress developed at the crack tip implies the use of an apparent 
fracture toughness, Kb, that is, the fracture toughness of an equivalent sharp crack specimen with a 
stress distribution at the instant of fracture identical to that of a specimen with a blunt crack. This 
apparent fracture toughness, Kb, is related to the fracture toughness of the material, KIC, via: 
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Since we are using the elastic field, the contained yielding may be modelled using a line zone with a 
stress identical to the yield stress, σY, giving a crack opening displacement, δ: 
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For a crack of original radius R0, the plastic deformation characterized by δ will further blunt the tip 
and assuming smooth blunting, then: 
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So, the increase in the crack tip radius at the instant of fracture is equal to half the crack opening 
displacement. On the other hand, the crack tip radius at the instant of fracture, R, can be also 
expressed as function of the R0 and RC through the expression: 
 

 ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
+=

IC

b

C

C

C

0

C K

K

r

R

r

R

r

R
  (7) 

 
Thus, the fracture for blunt cracks is going to be defined in terms of σC and rC, which is also 
compatible for sharp cracks. For blunt cracks, it is the comparison of R and the length factor rC 

which determines the influence of the crack tip radius. 
 
The apparent fracture toughness, Kb, can be obtained from the experimental fracture toughness 
values, KI, through the equation: 
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where 
^

K is the plastic fracture toughness, that is, a plastic collapse condition of the uncracked 
specimen ligament (the width effect [13]) is to be taken into account as the stress level at failure 

increases with the initial crack tip radius, R0. 
^

K  has been calculated following the guidelines 
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given in [12]. 
  
Finally, combining equations (4) and (7), we have 
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For 
C

0

r8

R
 too many greater than one, equation (9) reduces to: 
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Replacing KIC by the equation (3), equation (10) may be written by 
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From this analysis, it is suggested that KI will be larger, i.e. ductile behaviour, and the criterion for 
this condition can be written as 
 

 1
E8 Y

2
C =
σ
σπ

 (12) 

 
where E is the Young´s modulus of the material.  
 
3. Experimental procedure 
The material under study was a commercial diglycidyl ether of bisphenol A (DGEBA) epoxy resin 
with a Young´s modulus of 2.65 GPa and a yield stress of 85 MPa. The chosen configuration for the 
fracture toughness tests was the Single Edge Notch Bend specimen (SENB) with overall 
dimensions of 6x12x54 mm3. The initial crack length after sharpening to width ratio was 0.5. 

 
All the fracture specimens presented an initial V-machined notch. Different notches were introduced 
in the materials which can be mainly divided into two groups: samples with sharp cracks and those 
with blunt notches. The sharp cracks were obtained by two procedures: the traditional contact 
technique for brittle polymers as tapping and a non-contact technique as the use of a femtosecond 
pulsed laser ablation or femtolaser. For the contact procedure, a light hammer was used to tap a 
razor blade placed into the root of the machined notch till a natural crack was attained. The natural 
crack was inserted with the razor blade at room temperature and frozen at liquid nitrogen 
temperature. In case of the non-contact technique, the sharpening of the notch was produced 
through a Femtolaser [5-6], using a commercial Ti:sapphire oscillator (Tsunami, Spectra Physics) 
plus a regenerative amplifier system (Spitfire, Spectra Physics) based on chirped pulse 
amplification (CPA) technique. For the epoxy, 120-fs pulses at 395 nm with a repetition rate of 1 
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kHz were utilized. The scanning speed was 130 µm/s and 4 passes were carried out with pulse 
energy of 0.008 mJ. The sharp length inserted by the femtolaser was of 500 µm. 
 
For the blunt notched samples, different techniques were used to achieve different crack tip radii 
which can be divided into three groups depending on the dimensions. To introduce notches with 
0.01, 0.02, 0.05, 0.07 and 0.1 mm in diameter, razor blades produced at the Imperial College with 
different crack tip radii were employed. The razor blade was slid gently across the root of the notch 
trying to remove the material without pressing. 
 
To introduce notches bigger in size, that is, with diameters of 0.4, 0.6, 0.8, 1, 1.5, 2, 2.5 and 3 mm, a 
drilling technique was employed using drills with different radii mounted on a high speed drilling 
machine.  
 
Finally specimens with up to 4 and 7 mm in notch diameters were analyzed and for the insertion of 
such huge notches a milling machine was used.  
 
Prior to testing, the surfaces of every single specimen were analyzed via optical microscopes and 
scanning electron microscopy to check the crack tip front and measure the crack tip radius. The 
samples which presented any type of damage in form of microcracks or areas with different colour 
or texture were discarded.  
 
The tests were carried out in an electromechanical testing machine (Instron 3365) at room 
temperature under displacement control at a cross-head rate of 10 mm/min. A three point bending 
fixture was used with a loading span four times de width. A load cell of ± 1 kN and an extensometer 
were used to measure the load and load displacement line, respectively. The methodology employed 
to obtain the fracture toughness and the energy release rate was the ESIS TC4 protocol entitled “KC 
and GC at slow speeds for polymers” [7]. 
 
After the tests, the morphology of the fracture surfaces was inspected via optical microscopes. 
 

4. Results and discussion 
4.1. Experimental results 

Figure 2 shows the experimental fracture toughness values, KI, as a function of the initial crack tip 
radius, R0. As expected, the fracture toughness increases with the notch tip radius. The fracture 
toughness of the specimens with a natural crack obtained by tapping presented the lowest fracture 
toughness values, ∼0.5 MPa·m1/2, and of course the smallest crack tip radii, of 0.2 µm. It is worth 
mentioning that a small increase in the crack tip radius implies a huge increase in the fracture 
toughness. For example, even the specimens with sharp cracks sharpened via femtolaser presented 
values of the fracture toughness almost twice the value obtained from specimens with a natural 
crack, as the crack tip radius of the former was 0.8 µm, four times bigger.  

 
The rapid increase of the fracture toughness with the crack tip radius is due to blunting as the 
fractographic analysis reveals. There is a marked change in the morphology of the fracture surfaces 
as the crack tip radius increases. Figure 3 shows a characteristic fracture surface of a specimen with 
a sharp crack. As shown, the fracture surface is plain and smooth without any remarkable 
characteristic. 
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Figure 2. Experimental fracture toughness, KI, versus the original initial crack tip radius, R0. 

 
 

1 mm
 

Figure 3. Characteristic fracture surface of a specimen with a sharp crack (specimen sharpened using a 
femtolaser) 

 
On the other hand, Figure 4 displays the characteristic morphology of the fracture surface of a 
specimen with a blunt crack introduced via razor sliding. The surface is mainly plain and smooth as 
in the case of specimens with sharp cracks but some river markings appear close to the notch and 
become larger and more accentuated as the notch radius is higher.  
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1 mm
 

Figure 4. Characteristic fracture surface with a blunt notch introduced via razor sliding (initial crack tip 
radius of 25 µm) 

 
The morphology of the fracture surfaces of the specimens with blunt notches inserted via drilling or 
milling changes drastically (Figure 5). The river markings are not longer limited to a tiny area close 
to the notch but they are spread all over the surface and the roughness is increased with the crack tip 
radius. Looking more closely to the surface, there is a more or less rounded region from where the 
unstable crack propagation seems to emerge. This type of morphology is caused by blunting. 

Figure 5. Fracture surfaces of the specimens with blunt notches inserted via (a) drilling (initial crack tip 
radius of 300 µm) and (b) milling (initial crack tip radius of 1.5 mm) 

 
4.2. Modelling 

The model described in the theoretical background was applied to the experimental data presented 
here to find out the role of blunting on the high values of the fracture values with the increase in the 
crack tip radius through the parameters σC and rC.  Figure 6 shows the apparent fracture toughness, 

Kb, against the square root of the initial crack tip radius, 0R . Each colour groups the fracture 

values of specimens with notches introduced via a specific notching technique. In general and 
independently of the notching procedure, the true fracture toughness increases monotonically with 
the crack tip radius although some slightly deviations are to be pointed out. First of all, the values 
obtained from specimens with blunt notches introduced by razor sliding slightly divert from the 
general trend. These values are higher than expected and the microscopic analysis of the virgin 
specimens reveals the reason (Figure 7). There is a tiny region ahead of the crack tip with different 
texture corresponding to some damage caused during the notching process (outlined with a red 
dotted line). Secondly, from Kb ≈ 7 MPa·m1/2, the increase in the true fracture toughness with the 

1 mm

(a)

1 mm

(b)
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crack tip radius is not so marked and it seems that from there on the values are tending to a 
horizontal asymptote. 
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Figure 6. Apparent fracture toughness as a function of the initial crack tip radius 
 
 

50 µm

 
Figure 7. Crack tip front of a specimen with a notch introduced via razor sliding where some damage can be 

observed ahead of the crack front (initial crack tip radius of 35 µm) 
 

Figure 8 shows Kb vs R0
1/2 together with the fitting to equation (9) and table 1 gives the parameters 

of the model. The fracture toughness resulting from the fitting of the data to equation (9) gives a 
value of 0.89 MPa·m1/2, which is higher than the experimental fracture toughness obtained from 
specimens with sharp cracks (0.49-0.83) MPa·m1/2 but lower than the fracture toughness obtained 
from samples with blunt notches introduced via razor sliding (1.34-2.80) MPa·m1/2 (Figure 2). 
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Figure 8. True fracture toughness versus the initial crack tip radius. Line is fitted from equation (9). 

 
Concerning the parameters related to the fracture process, rC and σC describe the critical length and 
the cohesive stress, respectively. The values of rC= 2.6 µm and σC= 220 MPa are comparable to 
those found in the literature for similar epoxy resins [13]. It is interesting to note that the value of 
the plastic condition given by the equation (12) is far away from the unity, so the degree of ductility 
is relatively small. Finally, the value of the increase in the crack tip radius at the instant of fracture 
due to blunting, RC, is 74 µm.  

 
Table 1. Parameters of the model resulting from the data fitting to equation (9) 

KIC (MPa·m1/2) RC (µm) rC (µm) σC (MPa)
Y

C

σ
σ

Y

2
C

E8 σ
σπ  

0.89 82 2.6 220 2.6 0.08 
 

 
5. Conclusions 
This work analyzes the influence of the crack tip radius on the fracture toughness on a brittle 
polymer such an epoxy resin. Different sharpening techniques were employed to attain different 
crack tip radii. To introduce sharp cracks, the traditional contact technique such as tapping a razor 
blade placed into the root of a machined notch and the more sophisticated non-contact procedure as 
the used of the femtosecond pulsed laser ablation were used. For the blunt notches, the procedures 
of razor sliding, drilling and milling were utilized to get different crack tip radii. The lowest values 
of the fracture toughness were obtained for the specimens with sharp cracks, in particular for those 
with cracks inserted via tapping. The fracture toughness increased rapidly with crack tip radius and 
the microscopic analysis of the fracture surface indicated that blunting was the reason of the steady 
increase. 

 
A model based on the line zone model was applied to the experimental data to achieve a useful 
insight into the crack tip sharpness effects. The parameters obtained from the model denote that the 
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degree of ductility reached during the fracture process is not large and the plastic length and stresses 
developed in the crack tip front before the unstable crack propagation are comparable to the critical 
length and cohesive stress.   
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Abstract Trouser tear testing has been concerned in this research work. A polypropylene film and a low 
density polyethylene film used in the packaging industry are considered. The experimental trouser tear tests 
showed different results for both materials when they were subjected to load in different material directions. 
Therefore the hypothesis was verified, that the in-plane material orientation/alignment induced during 
manufacturing, hence creating anisotropic in-plane mechanical properties, also affects the tearing behavior. A 
brittle-like failure was shown in the polypropylene film while the low density polyethylene presented a 
highly ductile behavior. The two polymer films can be classified as one low-extensible and one 
high-extensible material according to the test method utilized. Material parameters in the principal material 
directions i.e. manufacturing direction and cross direction were extracted from the experimental tests for 
further numerical studies. Scanning electron microscope was used for micromechanical and fractographical 
analysis of the crack tip and crack surfaces created during the tests. The methods discussed will help classify 
different groups of materials and can be used as a predictive tool for the crack initiation and crack 
propagation path in packaging material, especially thin polymer films. 
 
Keywords  Anisotropic, thin polymer film, crack propagation, fracture mechanics, SEM 
 

1. Introduction 
 
Polymer films are extensively used in food packaging industry due to their beneficial mechanical 
properties, i.e. the combination of stiffness, strength and ductility. During transportation, handling 
and usage of packages, polymer films are exerted to different loading conditions. Polymers and 
rubber-like materials have previously been extensively studied experimentally in various fracture 
modes [1-3]. For the case of tearing, the experimental and theoretical analysis has been performed 
in [4-8]. This work will focus and extend the analysis on the experimental trouser tear tests in three 
different material directions for two types of polymer films used in packaging industry. 
 
Fracture properties related to the specific material parameters such as critical fracture toughness, 
energy release rate, fracture energy and crack propagation resistance can be determined using a 
fracture mechanical test method. In brittle material this procedure is well known but for ductile 
material it is less developed. The two important fracture modes involved in the trouser tear test, 
mode I – in-plane opening mode and mode III – anti-plane shearing mode together with the mixed 
mode - trouser tear test are depicted in Fig. 1. 
 

      
Figure 1.  Three loading modes of cracked specimens: a) mode I b) mode III  

and c) mixed mode trouser tear test [9] 
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2. Materials 
 
Two types of polymer films with different mechanical behavior were tested and analyzed in this 
work. One oriented polypropylene (PP) film and one low density polyethylene (LDPE) film were 
experimentally tested. The mechanical in-plane material properties for these two thin packaging 
materials have thoroughly been examined in previous works with slightly different scopes and 
interests [6-7,10-13]. In-plane elastic anisotropic material behavior is shown in the PP film 
according to (Table 1). To be able to distinguish the principal material directions a naming 
convention is used i.e. manufacturing direction (MD), cross direction (CD), and 45 degrees to the 
manufacturing direction (45). These abbreviations are further on used to indicate in which direction 
the load has been applied. In-plane material properties for the PP and LDPE are presented in (Table 
1). In-plane material properties primarily dominate the mechanical behavior in the two polymer 
films studied. This is due to the thin thickness of the polymer films, hence plane stress assumption 
is valid. Therefore, out of plane properties are disregarded in this work.  
 

Table 1. In-plane mechanical material properties for thin polymer films [10], [13] 

Material Thickness Material 

orientation

Young’s 

modulus 

Yield  

strength 

Poisson’s 

ratio 

 [m] [-] [MPa] [MPa] [] 

PP 18 

CD 

MD 

45 

5100  

2200 

2800 

29  

28 

28 

0.43  

0.25  

0.30 

LDPE 27 

CD 

MD 

45 

140  

140 

140 

5.1  

5.1 

5.1 

0.4 

0.4 

0.4 

 
 
Manufacturing of polymer films involves several processing steps. During these different steps, 
polymer chains are aligned or enforced to orient in the manufacturing/rolling direction (MD) or 
stretching direction (MD or CD). The degree of orientation in the polymer chains vary in different 
polymer types and mixture of polymers. Temperature, thickness, chemical structure, polymer chain 
lengths, number of cross-links, entanglements and rate of crystallinity are all parameters affecting 
the final mechanical properties in the material. Anisotropy, different mechanical behavior in 
different directions, is therefore most often the case for many polymers. Due to anisotropy, polymer 
films tend to follow different preferred crack directions and find the lowest resistance path for crack 
propagation. Initial direction of crack extension depends of loading scheme and type of material. 
Brittle materials, as PP in this study, usually fracture by mode III defined in Fig. 1. Ductile materials, 
as LDPE in this study, usually fracture by mode I and mode III defined in Fig. 1 when exerted to a 
trouser tear test. If a crack is introduced into a specimen, such as in the trouser tear test, the stress 
distribution is no longer constant and homogenous within the material. The stress will vary and this 
variation is due to size and shape of crack and geometry of specimen. In fact, the geometry and the 
type of loading also have a significant influence on the crack propagation behavior. In brittle 
materials the process zone will be very local and in the vicinity of the crack tip, all the energy 
dissipates and new crack surfaces are created. On the other hand in a ductile material where a lot of 
plastic deformation occurs the process zone and active zone is a rather large area surrounding the 
crack tip. In this case a lot of energy is consumed in the plastic flow and for the trouser tear test in 
substantial leg deformation. 
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3. Experimental Procedure 
 
Preparation and cutting of specimens were performed after pre-conditioning of the materials at 
23C and 50% RH for 40 hours prior to test in accordance with the test procedure defined in the 
standard ASTM D618-08 [16]. Sample cutting of the two types of polymer films were done with a 
sharp medical knife and it is recommended to frequently change blades. To minimize uncontrolled 
errors, such as edge effects, the specimens were cut in the same way every time with the same 
operator. Mounting and handling of the polymer film was carefully done in order to not damage the 
material and edges. Trouser tear test specimen geometry and dimensions are shown in Fig. 2. When 
the specimen is mounted in the tensile test equipment it looks like a pair of trousers, which explains 
the name of the test method. The ‘legs’ of the trouser specimen are then pulled in opposite 
directions to create tearing action. One of the grips in the tensile test machine, holding the specimen, 
is fixed and the other one is moved at a constant rate (10mm/min) during the test. Specimen 
extension is measured by grip separation. The test method utilized in this work, the American 
standard ASTM 1938-08 [15], was used for calculation of the tear resistance and is similar to the 
European standard ISO 6383-1:1983 [17]. These two methods calculate the force necessary to 
propagate a crack in a trouser tear test in plastic/polymer films with a thickness less than 250 m. 
Several experimental tests, minimum five for each material direction, were performed for each test 
setup to characterize the mechanical behavior of each material and for different material 
orientations. 
 

 

Figure 2.  Trouser tear test specimen geometry, illustration by Carl Nordenskjöld                
 

According to Fig. 2 a pre-made crack is introduced in each specimen before mounting in the 
experimental equipment. During the test, when the legs are separated and thus extended, the 
pre-made crack will continue to grow. In the figure the grip area is marked (hatched) and the 
one-color area is the material subjected to load, where the tearing action takes place. PP is brittle 
and sensitive to stress and to avoid crack initiation prior to the test a small slack (2 mm) was 
introduced when mounting. The registered forces in the experimental tests are low and therefore it 
is important that the grippers are rigid and unable to move during the tests. Even a small vibration 
can cause significant deviation in results and this external noise has to be controlled and minimized. 
Hence the gripping equipment was adjusted to be ultimately stiff to prohibit any movement of the 
clamps in the other directions than the stretching direction. 

(dimensions in mm) 
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4. Experimental trouser tear testing results 
 
In the test method, ASTM D1938-08, [15] two different types of behavior is classified; in this study 
PP is a low extensible or non-extensible film and LDPE is a highly extensible film. The generic 
response graphs from trouser tear tests, for the two different classes of materials are displayed in 
Fig. 3. Low extensible films, i.e. PP, exhibit a constant load during trouser testing. For highly 
extensible films, i.e. LDPE, the deformation energy of the specimen legs is significantly higher than 
the tearing energy. Tearing of highly extensible films is accompanied by significant plastic 
deformation.  

a)  b)  

Figure 3. Load vs. time for trouser tear tests in a) low-extensible and b) highly-extensible polymer film, [15] 
 
The force needed to propagate the pre-made crack in a polymer film specimen was experimentally 
measured in the laboratory at Tetra Pak in Lund. The utilized test method can be used for rating the 
tear propagation resistance of various plastic/polymer films of comparable thickness. Force and 
extension were recorded during loading and tearing of the specimens. The results are shown in 
Fig.4 for PP and in Fig.5 for LDPE. Five different specimens for each direction were studied to get 
an idea of mechanical behavior and statistical variation in the two types of polymer films. The force 
registered in the PP-film, as shown in Fig. 4, was low (note the unit mN on the y-axis). There was a 
significant difference of registered force in all the three material directions.  

 

Figure 4. Trouser tear test in material direction 45, MD and CD for PP-film, force vs. extension.  
Bold lines represent mean curves for each material direction. 
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For PP it is possible to clearly distinguish the three different material orientations as shown in Fig. 4. 
A noticeable high peak is shown in the PP-CD samples which probably indicates the breakage of 
chemical bonds in-between the polymer chains or the crystallites. The force is significantly higher 
than the average force for the continuous crack propagation when the material has found the lowest 
energy crack path direction. Lowest tearing resistance path for PP-45 is along the material 
alignment in CD, therefore the crack path is not orthogonal to the stretching direction. This means 
that the highest force is registered in these specimens. The experimental trouser tear test results for 
PP is depicted in Appendix A at different loading stages. In Appendix A is the three different crack 
propagation paths noticeable as depicted above in Fig. 4. It is important to note that the small 
fluctuations in the force values during tearing, present in all PP-graphs in Fig. 4, are not noise from 
the experimental equipment but rather due to the “stick-slip” behavior observed during fracture in 
many polymers [8]. The frequency and amplitude of these small fluctuations most probably relates 
to the morphology and micro mechanism of the polymer material, such as the polymer chain 
alignment, arrangement of crystallites, and distribution of crystalline and amorphous phases. 
However, systematic micro structural and fractographical characterization is needed to fully 
understand the “stick-slip” behavior. The LDPE-specimens don’t show these small fluctuations in 
the force values during tests as shown in Fig. 5. The experimental trouser tear test results for LDPE 
is depicted in Appendix B at different loading stages.  

 
Figure 5. Trouser tear test in material direction CD, MD and 45 for LDPE-film.  

Bold lines represent mean curves for each material direction. 
 
For LDPE the total extension of the trouser test is 90 mm in CD and 60 mm in MD and 45. The 
total extension from tearing is only 50 mm, hence a significant part of the LDPE extension is 
elongation of the two legs. The un-bundled polymer chains, with the majority oriented in MD, 
enable a significant stretching in CD. Therefore a lot of energy is dissipated in material 
rearrangement, plastic work, elongation of the legs and heat generation. However, the initial part, 
until the circle shown in Fig. 5, similar behavior is presented in all three material directions CD, 
MD and 45 in LDPE. For low extensible films such as PP on the contrary, there is no deformation 
of the legs and the total extension is therefore 50 mm, the same length as the minimum possible 
tearing distance. Test results for highly extensible films, i.e. LDPE is depicted visually in Appendix 
B, and for low extensible films, i.e. PP in Appendix A.  
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In addition to the well known fracture mechanical parameters, such as stress intensity factor and 
J-integral defined in [14], Rivlin and Thomas defined the critical fracture energy from a trouser tear 
test. This quantity is also known as tearing energy, which is the energy spent per unit thickness per 
unit increase in crack length. Tearing energy includes surface energy, energy dissipated in plastic 
flow processes, and energy dissipated irreversibly in viscoelastic processes [1]. The equations 
described below are derived from the trouser tear test based on theoretical analysis of crack growth 
behavior [5]. This can simplify the description of the tearing energy from the experimental results. 
The equation for calculation of tearing energy was derived with experimental test of rubber-like 
materials and is also applicable for polymers. The tear strength equation to calculate the critical tear 
energy, , of a propagated crack in LDPE in this study is 
 

  (1) 

 
 is the tear propagation force,	  is the initial width of specimen,  is the thickness of specimen, 
	is the strain energy density. For LDPE the strain energy density can be calculated using the area 

under stress-strain curve from an ordinary tensile test. It was found that the strain energy for LDPE 
is, 2.8	 / . 	 	is the extension ratio of the legs, current length of specimen divided by 
initial length, which is normally 1 except for some materials which have high extension of legs as 
LDPE-CD ( 1.8). In case where high stretching of legs is visible, then Eq. 1 will be used to 
calculate the critical tear energy. Strain energy density, , becomes zero in materials with no leg 
extension, in this study for PP, resulting in the general equation used widely for calculation of 
critical tearing energy in brittle materials, 
 

  (2) 

 
The relationship between rate of tearing and strain energy release rate is a material characteristic 
that is independent of test specimen geometry, when tested low extensible materials [4]. The 
extension in the specimen legs is negligible and ignored for such cases. It can be confirmed from Eq. 
2 that the critical tearing energy is independent of the initial sample geometry and crack length. This 
assumption is valid only if the specimen undergoes mode III dominated failure. Critical tear energy 
for the PP & LDPE is calculated using the above equation. Crack propagation for PP is a completely 
mode III phenomenon so its crack propagation is a complete tearing process, while LDPE has 
plastic flow and deformation of legs in addition to tearing which is generating a mixed mode I and 
mode III failure. Tearing or crack propagation force, tearing work, tearing energy & tear extension 
for PP and LDPE are summarized in (Table 2).  
 

Table 2. Trouser tear test results for two thin polymer films; PP and LDPE 

Material Thickness Material  

orientation 

Tearing 

Force 

Critical Tearing 

energy 

 [m] [-] [mN] [N/m] 

PP 18 

CD 

MD 

45 

21 

50  

68 

2330 

5560 

7560 

LDPE 27 

CD  

MD 

45 

2500 

750 

750 

333330 

55560   

55560 
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The force applied in a trouser tear test for PP and LDPE is plotted versus extension of the clamps in 
Fig. 6. Both loading and un-loading is presented in the graphs. Arrow 1 indicates the initial 
extension to start a tear, overcome the threshold value of force needed to start the pre-made crack 
growing, point F indicates the initial force required to start a crack (crack-initiation), arrow 2 
indicates the force needed to propagate the crack which is constant for PP and increasingly 
non-linear for LDPE. Arrow 3 indicates the final retraction of specimen as applied force is removed. 
Area below arrow 1 indicates the strain energy stored in specimen before crack growth (energy 
required to start a crack), area below arrow 2 indicates the energy released during crack extension 
Arrow 3 indicates the stored energy in the legs at the end of test. The non-linear segments of the 
curves, prior to tearing and during unloading, correspond to stored strain energy in the legs of the 
specimen. 
 

 
Figure 6. Trouser tear test, loading and unloading for PP and LDPE-film in MD. 

 
From the fracture surfaces shown in Fig. 7 for PP and LDPE it is evident that the fracture 
mechanical behavior and processes are different in the two materials. Substantial plastic 
deformation is developed in the LDPE material leading to localized thinning of the cross section. PP 
material has no plastic deformation in the crack tip for tearing fracture. Fracture edges are 
presenting a wavy shaped geometry in the LDPE and representing a straight line in PP. This is an 
area that needs more thorough understanding and knowledge for future studies. The mechanical 
behavior and also the fracture mechanical behavior are strongly coupled to the manufacturing 
technology and process settings, what polymers that are used and also the morphology and chemical 
composition. This subject has to be addressed separately and finding technologies to be able to 
increase the knowledge and understanding of the micro mechanical behavior is important. 
 

   
Figure 7. SEM pictures of the fracture surface profile in PP and LDPE. 

Fracture surface profile

Fracture surface profile 

PP 
18m 

LDPE 
27m 

30m 30m 
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5. Conclusions and discussion 
 
Experimental trouser tear tests were performed in this research work according to the American 
standard ASTM 1938-08 [15]. Two polymer films with different fracture mechanisms and micro 
structural composition were studied, PP and LDPE. Repeatable and reproducible experimental 
results were obtained after adjustments of the experimental equipment. Non-compliant test 
equipment was used due to the low forces registered in the tests. For both materials different 
responses were measured in the three material directions MD, CD and 45. 
 

Trouser tear test results for the highly extensible polymer film, LDPE in this study, show:   
- Fracture is governed by a mixed mode material behavior (mode I and mode III).  
- The tearing energy is directly proportional to the deformation of the plastic yielded zone at the 

fracture edge, hence creating increasing deformation zone with increasing force. Thus 
deformation and strain energy rate is continuously increasing showing higher tearing energy. 

- One of the legs elongates when the crack tip exhibit both mode I and mode III failure, which is 
clearly shown in the case of loading in CD material direction.  

 
Trouser tear test results for the low extensible polymer film, PP in this study, show:  
- Fracture is solely governed by mode III material behavior.  
- There is no pronounced yielded zone, hence all strain energy is consumed and dissipated into 

local plastic flow, crack tip growth, polymer chain orientation and heat generation. 
- Low covalent bonding forces and voids present in the material gives a knotty or shaky tear 
graph. Knotty tear is due to that the crack path follows these small voids which result in small 
variation in forces. 
 
It was found that, the low-extensible PP film requires only a small force to fracture, almost 
negligible compare to the highly-extensible film, LDPE. If the material fractures in a brittle fashion, 
PP in this case, the result is independent of the shape of the test specimen and the manner in which 
the deformation is applied. An almost constant tearing force is needed in brittle materials to 
propagate the crack in different material directions. In this type of material the local deformation in 
the surroundings of the crack tip is determining the global response. However, if the material is 
ductile the behavior is much more complicated. The plastic flow at the crack tip is not directly 
involved in the fracture process and hence the deformation doesn’t only take place locally in the 
vicinity of the crack tip. The test specimen size and geometry influence the result and therefore it is 
hard to find a material parameter governing ductile tearing. To separate the leg extension, the plastic 
flow and the actual tearing force is therefore challenging. It should be noticed that tearing force is 
also influenced to a large extent by type of polymer, temperature, material anisotropy and loading 
rate which has not been tested/discussed in this work. Finally, as seen in the SEM pictures, it is 
possible to distinguish a low-extensible and a highly extensible material by studying at the fracture 
surfaces in samples. In the highly extensible material the fractured surface is presenting a 
wave-shaped geometry. Low-extensible material shows a very sharp crack surface and hence a 
straight line is created during the trouser tear tests. 
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Appendix A – Polypropylene (PP) during trouser tear test, ASTM D1938-02 
a ) initial trouser tearing 

 

b ) continuous trouser tearing 

 

c ) final trouser tearing, edge effects may come into consideration 

 

d ) finalized trouser tear test 

 

 

direction of crack propagation 

crack propagation path 
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Appendix B – Low density polyethylene (LDPE) during trouser tear test, ASTM D1938-08 
a ) initial trouser tearing 

 
b ) continuous trouser tearing 

 
c ) final trouser tearing for MD (edge effects), extension of legs in CD 

 
d ) finalized trouser tearing for MD, continued extension of legs in CD 

 
e ) finalized trouser tear test for MD, continued extension of legs in CD 

 
 direction of crack propagation 

crack propagation path 

deformation of leg 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

Exploring the contributions of variable network structure on rubber 
elasticity using model silicone elastomers 

 
Anju R. Babu1, Namrata Gundiah1, 2,* 

1Centre for Nano Science and Engineering, 2Department of Mechanical Engineering, 
Indian Institute of Science, Bangalore 560 012. 

*Corresponding author: namrata@mecheng.iisc.ernet.in 
 
 
 
Abstract:  

Poly dimethyl siloxane (PDMS) is a highly flexible inorganic polymer currently widely used in soft 
lithography and microfluidics applications due to its optical transparency, biocompatibility, and gas 
permeability in addition to the simplicity in fabrication process and ease of controlling the mechanical 
properties. Recent work has explored phenomenological and structure based entanglement models for a better 
understanding of entropic mechanisms in elastomers and to address limitations in classical rubber elasticity 
theory vis-à-vis the topological interaction arising due to chain crossing and their finite extensibility. To 
quantify the individual effects of physical entanglements and chemical crosslinking on the network 
structure-property relationships, we prepared two differently crosslinked PDMS elastomers and used swelling 
of the polymer in xylene to obtain variable microstructures. Highly crosslinked PDMS networks show 
isotropic swelling in xylene and high values of storage modulus as compared to PDMS obtained using low 
amounts of crosslinker. Uniaxial tension and biaxial experiments show that an increase in crosslinker leads to 
a higher modulus of the elastomers. Biaxial mechanical experiments show that the slip link model best fits our 
experimental data obtained using equibiaxial and nonequibiaxial tests that add constraints to the chain 
deformations. Dynamic mechanical analysis (DMA) studies show the dynamic variations in the chemical 
crosslinks and physical entanglements on the properties of the elastomer networks. Such studies relate 
structure-property relationships in PDMS networks that may be useful in microfluidics, mechanobiology 
studies to assess effects of substrate stiffness on cellular responses and biosensor applications.  

Keywords Polydimethysiloxane, Swelling, Entanglement, Crosslinking 

1. Introduction 

Poly (dimethylsiloxane) (PDMS) is one of the most flexible known inorganic polymers and is a 
widely used as adhesives, dampers, and in microelectronics and biomedical devices [1]. PDMS is 
obtained through differential crosslinking of a base polymer to form tailored networks that can be 
used to produce dramatic changes the material properties of the crosslinked elastomer. Network 
properties are dependent on the amount of chemical crosslinking coupled with a high number of 
physical entanglements produced while keeping all other processing variables constant. Classical 
rubber elasticity models, obtained using the Gaussian description of the networks, show that the 
molecular weight of crosslinked polymer networks is directly proportional to the measured shear 
modulus. Recent investigations have focused on the individual contributions of the chemical 
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crosslinks and physical entanglements to the mechanical properties of elastomers using 
phenomenological and microstructure based models for the total strain energy [2, 3]. Of these, the 
Edward-Vilgis tube model, also referred to as the slip link model [4], and the Arruda-Boyce model [5] 
are promising models to describe mechanics of crosslinked networks.  

Recent investigations in our lab show that the SL model describes the network properties of PDMS 
networks, crosslinked using differential amounts, to produce PDMS networks with varying network 
topography of individual chains. The goals of this study are to investigate the effects of varying 
physical entanglements on the mechanical properties of the PDMS elastomers that are hypothesized 
to produce a measurable difference in the material properties of the networks. We prepare PDMS 
elastomers by varying the crosslinking compound to produce two different network compositions and 
use swelling of the elastomers in xylene to alter the physical entanglements in the structure. Because 
swelling in solvents may cause removal of the uncrosslinked sol fraction of the polymers comprised 
of unreacted PDMS and star molecules [6], we use dynamic mechanical analysis (DMA) methods to 
distinguish between the properties of the prepared elastomers using a linear viscoelasticity 
framework. Further, to clearly distinguish between the entanglements and crosslinks, we use methods 
to swell the elastomers and assess changes in network microstructures using DMA measurements. 
The dynamics of the elastically active networks can be individually tested to quantify the elastic and 
viscous contributions to the mechanical properties of PDMS and investigate the effects of 
stoichiometric imbalance caused by differential chemical crosslinking and physical entanglements on 
the network properties.      
 
2.Materials and Methods 
 
Poly (dimethylsiloxane) was prepared by mixing base silicone elastomer with crosslinker (PDMS, 
Sylgard®184, Dow Corning) in weight ratios of 10:1 and 40: 1, represented as P10 and P40, in this 
study. The mixture was degassed to remove air bubbles and cured at 40 0C for 8 hours to obtain the 
silicone specimens for the mechanical experiments.  

 
2.1 Swelling behavior 
 
PDMS elastomers were completely immersed in xylene at room temperature for 24 hours and the 
swollen sample dimensions in the three directions were recorded using a digital camera (n=3). The 
images were processed to quantify three dimensional changes following swelling. Further, sample 
weights were obtained to characterize the swelling ratios at various time intervals. Swelling of 
elastomers in organic solvents is designed to produce alterations to the network conformations 
whose effects must be quantified using mechanical experiments. Finally, swollen specimens were 
air dried for 24 hours and tested to delineate differences in chemical crosslinks and physical 
entanglements on the measured mechanical properties.  

 
2.2 Mechanical characterization 
 
To characterize mechanical properties of PDMS elastomers prepared using differing crosslinking 
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ratios, monotonic compression and tension experiments were used. Because uniaxial experiments 
are insufficient to quantify the constitutive properties of elastomers, we also use planar biaxial 
experiments using variable stretches in two orthogonal directions to produce a wide range of 
deformations in parameter space. Such data, although scarce in literature, are necessary to quantify 
the differences in material behaviors and obtain a suitable strain energy function to describe the 
material. Finally, we use dynamic mechanical analysis (DMA) experiments to quantify changes in 
specimen microstructure caused due to swelling in xylene.    
 
Uniaxial and biaxial tensile mechanical tests were performed using a custom planar biaxial 
instrument (Bangalore Integrated System Solutions (P) Ltd, India) details of which are published 
elsewhere [7]. Dumbbell (ASTM D412–06) shaped samples of P10 and P40 were cut from prepared 
PDMS sheets using a punching machine with die for uniaxial mechanical experiments. Specimens 
were clamped between two stretcher arms, preloaded to 20 gram force, and stretched uniaxially 
under force control (5 gm/sec). Marker points, placed 14 mm apart in the gauge region, were 
imaged using a video extensometry system, their displacements measured using centroid tracking 
with a custom MATLAB (v7.8.0.347 (R2009a)) programs which were finally used to quantify 
strains in the sample. Stretch (λ) at any point of elongation was calculated using a direct method 
obtained as a ratio of change in length during deformation to the original length. Loads in the 
specimen during deformation were continuously recorded and converted to engineering stresses 
using the cross sectional dimensions following prior to the experiment. Young’s modulus was 
calculated using the linear portion of the stress-strain plot which corresponded to about 10% stretch. 
Biaxial and nonequibiaxial experiments were performed on flat P10 and P40 sample of dimensions 
40 mm x 40 mm with thickness ranging from 1-1.6 mm. In this protocol, the elastomer sample was 
preloaded to 20 grams and stretched in the two orthogonal directions in various load ratios of 
4.3:1.7, 3.3:5, 1:2, 2.3:3.3 and 1:1 at a rate of 2 gram/sec.  
 
Monotonic compression test was done using Zwick/RoellZ005 Universal Testing Machine, GmbH 
Germany. Cylindrical samples (n=3) of PDMS of length 13 mm and diameter 30 mm were prepared 
and the specimens were compressed at a rate of 0.5 mm/sec, following a preload of 20 gm. 
 
DMA experiments were carried out using P10 and P40 PDMS samples (n=3) of dimensions 40 mm 
length, 10 mm width and 4-5 mm thickness prepared using the two crosslinking ratios as described 
earlier. A Bose Electroforce® 3200 instrument (Bose Corp. USA) was used to preload PDMS 
samples to 0.1 N load followed by sinusoidal cyclic displacement of amplitude 1.5mm over a 
frequency range from 0.5 to 80 Hz. Discrete Fourier transforms of the analog force and 
displacement traces were calculated using custom MATLAB programs and the phase difference 
between these traces, δ, were used to compute the storage ( , loss moduli (  and loss tangent 
(tan δ) defined as 

                 E cos δ, "  E sin δ,   tan "                        (1)     

odu    where E is Youngs m lus.          
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3. Results and discussion 

.1. Effects of swelling on PDMS samples 

eight ratio of swollen PDMS samples, calculated as  

 
3
 
W

                  %    100     (2)          

ollen and swollen sample respectively
Sw ra
clearly show that swelling ratio for P40 specim

 
Figure 1. Variations in swelling ratio of P10 and P40 specimens swollen in xylene over a 28 hour period. 

At each time interval, P40 samples have a higher swelling ratio as compared to P10 specimens. 

Tab  
welling in xylene for 4 hours calculated based on initial sample dimensions before swelling.  

rences in the sw  of  samp with c  sa ple 
dimensions. All samples swell isotropically in the three dimensions albeit the changes in P40 

 and  in equation (2) are the weights of unsw . 
elling tio for P40 and P10 are plotted for various time intervals (Figure 1). These results 

ens is significantly higher than that for P10 group at 
each time interval. Further, specimens from both groups reach equilibrium swelling by 24 hours. 
Specimens swollen in xylene for 4 and 24 hours were air dried for one day to remove residual 
xylene and obtain an altered polymer microstructure produced by changes to the physical 
entanglements in the polymer networks.  

 
le 2 shows corresponding changes in specimen length, width, and thickness following

s
 
  Length (%) Width (%)  Thickness (%) 

   Before  After 24 
 drying  ying dr

P  10 3.70± 8.88 74 -034.27± 6.02 3 49.56±12. .84±0.85 
 P40 71.62±3.36  63.55±8.61 1 -10.82±3.93 75.71±2.8
 

Diffe ollen weights P10 and P40 les correlate hanges in the m

specimens were significantly higher than P10 samples respectively. We dried the samples in air for 
24 hours to investigate possible changes in weight and thickness. Our results show that dried P40 
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samples have significantly lower weight (-17.03±9.73 %) as compared to control unswollen 
samples. However, there were no differences in the corresponding dry weights for the P10 
specimens (-3.80±0.07%). These differences in specimen weights correlated with a decreased 
thickness of P40 samples by about -10.82±3.93%. that suggest removal of uncrosslinked PDMS 
polymer, commonly referred to as sol, from the network structure due to swelling in xylene [5, 8]. 
Spectroscopic methods, among others, may be useful to investigate such effects and will be used in 
the future to quantify the effects of xylene treatment on PDMS elastomers. These results are similar 
to those seen by others to investigate the effects of swelling of different solvents, including xylene, 
on solubility of PDMS [9].  
 
3.2. Mechanical Characterization 

 
Figure 2. Uniaxial tension (a) and compression (b) results for P10 and P40 samples. 

 
Uniaxial t  

=2) and the average values of the stress corresponding to each strain value are represented in 

he stiffness between groups, 
ey are insufficient to be used to obtain a strain energy function to describe the microstructural 

 

ensile tests in compression and tension were performed on the P10 and P40 specimens
(n
Figure 2a,b. Tensile moduli were obtained using the slope of stress-strain curves corresponding to 
strains of about 10%. Results show that P10 samples have a significantly higher modulus (p<0.05) 
of 1400.02±15.84 kPa as compared to P40 specimens (39.46±4.34 kPa). Hence, a decrease in 
chemical crosslinking amounts causes dramatic differences in the mechanical properties of PDMS. 
We note a corresponding trend in results from compression experiments with a modulus of 
2687±75.65 kPa and 300.48±9.15 kPa for P10 and P40 respectively.  
 
Although uniaxial tests are useful to provide comparisons between t
th
properties of elastomers. We must instead rely on comprehensive biaxial tests performed using 
constraints in two orthogonal directions to obtain a parameter space of deformations. We performed 
nonequibiaxial and equibiaxial experiments on P10 and P40 samples to explore the contributions 
caused by strain induced topological adaptations in network structure due to loading in the two 
orthogonal directions (Figure 3). Equibiaxial experiments confirm that P10 sample has stiffer 
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response as compared to the P40 specimen.  
 

We use results from biaxial experiments to evaluate phenomenological and microstructural based 
strain energy models to describe the PDMS networks. These investigations show that the slip link 

 
 
Figure 3. Equibiaxial (E) and nonequibiaxial (NE) stress-stretch results for P10 and P40 
amples [10] obtained by differential stretching of samples in two orthogonal directions 

lements and crosslinks, we use methods to swell the 
lastomers and assess changes in network microstructures using DMA measurements. P10 and P40 

ues for tanδ demonstrate the 
ominance of elastic behavior contributing to the measured viscoelastic property of P10 and P40 

model [10], which considers individual contributions of physical entanglements and chemical 
crosslinks on microstructural mechanics of elastomer networks, fit the biaxial and uniaxial 
experimental results better (r2 =0.958) than Mooney Rivlin model, Arruda-Boyce, and the 
neo-Hookean models. However comparisons between the model fits to the P40 and P10 samples 
shows that in highly crosslinked P10 stress-strain behavior have contributions from physical 
entanglements.  

s
denoted 1-1 and 2-2 in the figure. The maximum load in the P10 sample was 600 gram 
whereas that in the P40 was 60 gram. The different ratios in NE experiments were normalized 
with respect to these maximum loads.   
 
To clearly distinguish between the entang
e
samples in the unswollen state and that obtained by swelling and drying the elastomers were 
subjected to cyclic sinusoidal loading as described earlier (Figure 4).  
 
Higher values of  as compared to  with corresponding low val
d
samples. In general,  and  for PDMS increases with an increase in frequency. Although 
entangled chains can slide freely at low frequencies, they are unable to loosen at higher frequencies 
that result in restriction in the motion of the polymer chains and a corresponding increase in 
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modulus. The trend of equency dependent response of storage and loss modulus of swollen P10 is 
however different as c mpared to that of unswollen specimen due to the presence of xylene. A 
similar frequency dependent response for dried samples following swelling and unswollen P10 
specimens suggests that the chemical crosslinking of networks was not altered due to swelling. In 
contrast, there is a large variation in the storage modulus of unswollen and swollen, dried specimen 
for P40 specimens. Thes differences may arise due to the presence of trapped entanglements in the 
highly crosslinked P10 samples leading to lower rearrangements in the entanglements during 
swelling as compared to P40 specimens that also shows loss of sol fraction of uncrosslinked 
material and a corresponding lower molecular weight. The rate of increase in  for the P40 
specimens with respect to increase in frequency was however high compared to P10 specimens. 
 

 

fr
o

 
Figure 4. Effect of swelling in xylene on storage modulus ( ), loss modulus ( ) and damping 
factor (tan δ) for (a) P10 and (b) P40 specimen.  
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Table 3. Percentage increase ′ of P10 and P40 when frequency varies from 1to 80Hz   
 Control Xylene  for 

4hr, 
drying 

Xylene for 
24hr, drying 

ylene  for Xylene  for 
 

X
24hr 
 

4hr 
 

P10 38.09±0.85 28.05±1.39 39.10±1.31 8.15±1.48 7.87±0.01 
P40 159.60±10.29 239.35±71.02 103.42±18.62   

 

 

4. Conclusions 

To stu e tan  cr he c behavior we performed 
swellin a m r P MS prepared ith different weight 

tios of base polymer to crosslinker, denoted as P10 and P40, in this study. Tensile, compression and 
iaxial mechanical tests show that P10 specimens demonstrate a stiffer response as compared to P40 

 from biaxial experiments were fit to the Edward-Vilgis slip link model using a 
nonlinear least squares fit method. Our results show that the mechanical response of elastomers 

B for the analysis software with the DMA 
experiments. 

ance of PAN/PDMS composite nanofiltration membranes. Sep. Purif. 
Technol, 45 (2005) 220-231. 

dy th  effect of en glements and osslinks in t macroscopi
g me surements and echanical cha acterization of D w

ra
b
specimens. Results

demonstrate individual contributions from chemical crosslinks and physical entanglements. To 
delineate the effect of crosslinking and entanglements we performed DMA measurements on 
unswollen control material and those swollen in xylene, and dried in air for the P10 and P40 samples 
in the study. Our study shows that the P10 specimens have higher values of Young’s modulus and 
storage modulus and a corresponding low swelling ratio due to the higher degree of crosslinking and 
hence presence of trapped entanglements. In contrast, a low degree of crosslinking in P40 samples 
demonstrated a higher viscous contribution as compared to the elastic behavior of the P10 elastomers. 
Our results also show that both P10 and P40 exhibit an increase in rigidity and loss modulus at high 
frequencies. Dynamic mechanical experiments also show that the elastic and loss moduli decrease 
due removing of uncrosslinked polymer and locking the chains in different configurations produced 
by swelling. Ongoing stress relaxation experiments are envisaged to characterize the effects of 
swelling on the mechanical properties that will lead to a better understanding of the effects of 
entanglement in the on viscous properties of PDMS.  
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Abstract  Shear thickening fluids (STFs) classified as Non-Newtonian fluids are fluidic composites of 

dense suspensions. These fluids display unusual phase transitions between liquid and “solid” phases due to 

recoverable changes in viscosity at a critical rate of shear. This study characterizes the fracture behavior of a 

STF with 58 vol.% dispersion of styrene/acrylate particles in ethylene glycol. Double cantilever beam (DCB) 

specimens with the STF as adhesive layer were utilized to investigate the Mode-I fracture energy of the STF. 

The fracture behavior of the STF of different thickness was evaluated in detail at different crack opening 

displacement rates, varying from 1 mm/s to 50 mm/s. The results indicate that the fracture behavior of the 

STF is very rate-sensitive. However, before the opening displacement rate reaches 5 mm/s, the STF is not 

showing any “solid” like behavior. The average Mode-I fracture energy of the STF increases with an increase 

in the opening displacement rate up to 30 mm/s, after that the values are plateaued and almost constant at 

240 J/m
2
. This is comparable to the fracture toughness of a typical epoxy. The fracture energy of the STF 

also shows an inverse dependence on the thickness of the STF at low opening displacement rates, but at high 

rates such dependence was not observed. 

 

Keywords  Fracture energy, Shear thickening fluid (STF), Rate effect, Double cantilever beam (DCB), 

Adhesive thickness 

 

1. Introduction 
 

The ability to divert or dissipate dynamic energy during impact has many engineering challenges in 

industrial, biomedical and military applications. Shear thickening fluids (STFs) can play a vital role 

in engineering designs as energy shunting materials. STFs are mostly fluidic composites of dense 

suspensions that exhibit reversible shear thickening behavior, and STFs are non-Newtonian fluids, 

which can sometime display intriguing phase transitions between liquid and “solid” phases due to 

the recoverable changes in viscosity at a critical shear rate [1]. The use of STFs opens up many 

opportunities in developing new passive, energy-absorbing systems in applications including liquid 

dampers/brakes, liquid armor, etc.  

 

Over the last few decades, the shear thickening behavior of concentrated dispersions has been a 

major topic of interest for rheologists owing to their immense importance in industry [1-4]. Shear 

thickening was initially believed to be a severe problem, because it leads to such issues as failure of 

mixer motors due to overloading, damage mixer blade and other processing equipment, and induce 

dramatic changes in suspension microstructure, such as particle aggregation, which results in poor 

fluid and coating qualities [1]. The early investigations of shear thickening behavior were to 

mitigate damage on processing equipment caused by the shear thickening transition [5, 6]. Later 

STFs have become attractive due to their unique property that makes them ideal for energy 

absorption applications. When subjected to an impact, this shear rate-activated fluid converts from a 

low viscous to a high viscous state almost instantaneously, and it can absorb some of impact energy 

while helping to dissipate the remaining energy. Many studies have been done on the energy 

absorption applications of STFs. For the personal protection with application of STFs as ‘liquid 

armor’, it has attracted many efforts in research [1, 7-9], and STFs-treated fabrics showed not only 
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the enhanced ballistic resistance but also higher flexibility and light weight [10-17] than the 

untreated ones. STFs have been also used in several other specific applications, especially in ski 

boot cushioning, liquid couplings, shock absorber fillings, rotary speed limiters, damping and 

control devices [18, 19]. 

 

The previous studies clearly highlight the strong potential of STFs for various industrial 

applications as new adaptive energy-absorbing materials, owing to their unique mechanism of 

recoverable liquid-“solid” transitions. The performance of the STF-based systems is greatly 

dependent on the behavior of STFs near the shear thickening transition as well as their properties 

after the shear thickening transition in particular. Most existing research has focused on the 

characterization of STFs using classic rheological methodology. Previous research primarily dealt 

with examining the response of shear thickening systems, especially in the identification of critical 

transition which indicates shear thickening occurrence. However, the properties of STFs after the 

shear thickening transition cannot be captured because of the limitations of conventional 

rheometers.  

 

In this study the fracture behavior of a STF composed of 58 vol.% dispersion of styrene/acrylate 

particles in ethylene glycol [20] was investigated to quantitatively evaluate the dilatant ability of 

STF to shunt energy after shear thickening transition. Virtually for all applications fracture 

toughness or fracture energy is one of the most important material properties for characterizing 

energy dissipation capability; and it can be dependent on several factors, such as the type of loading 

(e.g. tensile and shear), the environmental conditions (e.g. temperature and moisture), the loading 

rate. Fracture tests were performed using a double cantilever beam (DCB) specimen with STF as 

adhesive layer to investigate the effect of displacement rate and adhesive layer thickness. A high 

speed digital (HSD) camera was used to carefully examine the fracture behavior of STF.  

 

2. Experimental 

 
2.1. Material 

 

The STF used in this research work is a water soluble fluid composed of 58 vol.% dispersion of 

styrene/acrylate particles in ethylene glycol, supplied by BASF AG (Germany). The spatial 

distribution and the geometry of particles have been examined previously using a Zeiss 902 

transmission electron microscope (TEM) and a scanning electron microscope (SEM) [20], and the 

shape of particles is near-spherical with an average size of about 300 nm; the particles were well 

dispersed in the ethylene glycol with the existence of micro-sized flocculation. 

 

2.2. Specimen Configuration 

 

There is no standard method to measure the Mode-I fracture energy of STFs. In this work, double 

cantilever beam (DCB) specimens with the STF as the adhesive layer were adopted in such an 

approach. The upper and lower beams of DCB specimens were carbon fiber-epoxy (CF/EP) plain 

woven composite beams, which were selected owing to their high stiffness, lightweight and smooth 

surface properties. The CF/EP beam was 200 mm long with 30 mm in width and 1.7 mm in 

thickness. Two aluminium (Al) loading blocks were bonded on the upper and lower surface of 

CF/EP beams at one end using a high strength adhesive, as shown in Fig. 1.  

 

Before applying the STF, the surfaces of CF/EP beams were cleaned by rinsing with water. After 

water rinsing and complete drying, STF was uniformly distributed between two beams with a 

folded Al foil of 0.02 mm in thickness, which replicates a single entity of a start-crack (Fig. 1). The 
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length of the start-crack amounted to 50 mm. The folded Al foil was chosen to form the start-crack 

due to its flexibility, thin and smooth surface features. To maintain the uniform thickness of the 

adhesive layer without voids in it, sufficient STF needs to be applied to allow a continuous 

spreading of the STF from the center of the specimen to the edges by squeezing flow. Different 

adhesive layer thicknesses, ranging from 0.2 mm to 2.05 mm, were obtained for the Mode-I fracture 

experiments.   

 

Pre-existing 

Crack by 

Folded Al Foil 

Tensile 

Load, P 

Tensile 

Load, P 

Al Loading 

Block 

STF as 

Adhesive Layer 

Lower CF/EP 

Beam 

Upper CF/EP 

Beam 

STF 

Thickness 

 
Figure 1. Schematic diagram of a DCB specimen with STF as adhesive layer and Al foil as a pre-existing 

crack 

 

2.3. Mode-I Fracture Test Procedure 

  

An Instron 8501 servo-hydraulic machine configured with a data acquisition system was utilized to 

conduct experiments in a displacement-controlled mode. The load experienced throughout the 

experimental duration with respect to the crack opening displacement was monitored and recorded 

through the load cell by a digital data acquisition unit at a sampling rate of 1000 Hz. Experiments 

were performed under various stroke speeds, ranging from 1 to 50 mm/s for the DCB specimens 

with different STF thickness, while holding all other variables constant. Stroke speeds chosen for 

experiments were 1, 5, 10, 20, 30, 40, and 50 mm/s, and all tests were undertaken under ambient 

conditions. Up to 50 experiments were conducted at each displacement rate with different STF 

thickness. 

 

2.4. High-Speed Photography 

 

Video recording was performed during each experiment using a high speed digital (HSD) camera 

with a frame rate of 500 frames/sec (fps) at a resolution of 512 ×240 pixels per image, in order to 

capture the specimen’s physical movement. It helped to calibrate the actual displacement, and it 

also helped to observe the crack opening and crack propagation. With the help of a software 

program, the fracture behavior of STF in different stages of loading could be evaluated in detail. 

 

2.5. Fracture Energy 

 

The fracture energy of the STF to resist opening separation can be established by accessing the raw 

data obtained from the experiments. Continuous records of HSD image, load and corresponding 

opening deflection of CF/EP beams were used for determination of the fracture energy of STF in a 

DCB specimen. The data reduction scheme to determine the fracture energy for the DCB specimen 

with an adhesive layer of STF is the 'Modified Beam Theory (MBT) Method' [21] which quantifies 

the strain energy release rate at the crack initiation and propagation. The fracture energy or the 

critical energy release of a DCB specimen [22] is expressed as: 
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where, Pc = the critical load for crack growth, δc = the opening displacement at the critical load Pc, 

b = the specimen width, and a = the start-crack length. 

 

3. Results and Discussion 
 

3.1. Fracture Load 

 

The response of the STF undergoing DCB fracture test was quantitatively assessed by 

synchronizing the load experienced by DCB specimen against its opening deflection in conjunction 

with the records of the HSD camera. Fig. 2 shows the typical load-displacement curve at a 

displacement rate of 40 mm/s. At point O1, a local hike in load can be observed, but no crack 

growth was clearly visible in the specimen, Fig. 3(a). When the load was further increased, reaching 

its peak, point O2, a white spot was observed in the STF layer at the tip of the start-crack, Fig. 3(b), 

showing the initiation of crack growth. After the peak, point O2, the load started to drop 

continuously, accompanied by crack propagation in the specimen, Fig. 3(c).  

 
Figure 2. Load-displacement curve of a DCB specimen at a displacement rate of 40 mm/s  

   
Figure 3. Fracture of STF was observed by HSD camera at dissected points of load-displacement curve in 

Fig. 2 

By comparing the load-displacement curve of each specimen with corresponding video images, the 

critical load and the corresponding opening displacement for calculating the Mode-I fracture energy 

of the shear thickening fluid were defined. It was observed that not all DCB specimens showed the 

fracture behavior as a conventional solid. In particular, specimens tested at low displacement rates 

or with a thick layer of STF, exhibited an opening during which stretching of the STF with less 

(a)   (b) (c) 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-5- 

 

bending of the two CF/EP beams occurred. Additional calculation was done to get the effective 

Young’s modulus of the CF/EP beams using the load-displacement curve and following the simple 

cantilever beam theory. For those DCB specimens, for which the effective Young’s modulus of the 

CF/EP beam was clearly lower than that measured (using the same CF/EP laminate beam under 

three-point bending and following the procedure of ASTM D7264), the fracture energies calculated 

using Eq. (1) were excluded from the further discussion. 

 

3.2. Effect of STF Thickness  

 

It was expected that the STF layer thickness is a critical parameter, since the shear thickening 

phenomenon occurs only in localized regions where the shear rate goes beyond the critical shear 

rate, which is around 5/s [20]. Therefore the shear thickening effectiveness can disappear with 

increasing volume of the STF, especially at a reduced shear rate. The relation between the critical 

load to split the STF and the STF thickness is discerned in Fig. 4, with the STF thickness in a range 

from 0.2 mm to 2.05 mm. By arranging the maximum forces with respect to the STF thickness, it 

can be seen that a small STF thickness requires a greater load to split the STF in a DCB specimen, 

and vice versa. The greater the fluid thickness, the less aggregation or jamming of particles occurs, 

hence resulting in a lower critical load to split the specimen. However this relation is more obvious 

for low displacement rates (e.g., Fig. 4(a) for 5 mm/s and Fig. 4(b) for 10 mm/s). With increasing 

the displacement rate, the effect of the STF thickness on the critical load reduces. For displacement 

rates from 40 mm/s to 50 mm/s the critical load does not display any significant dependence on the 

STF thickness, Fig. 4(e) and Fig. 4(f). 
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Figure 4. Effect of STF thickness on critical load at different displacement rates 

 

Eq. (1) shows that the Mode-I fracture energy of STF is directly proportional to the critical load, 

and therefore, it is expected that a similar tread of Mode-I fracture energy in relation to the STF 

thickness exists. The Mode-I fracture energy versus the STF thickness is plotted for different 

displacement rates in Fig. 5. 
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Figure 5. Effect of STF thickness on Mode-I fracture energy at different stroke rates 

 

Up to a displacement rate of 20 mm/s, a reduced fracture energy with increased STF thickness is 

visible. This means, a larger STF thickness certainly results in a decreasing efficiency of the STF to 

absorb energy. However, with increasing the displacement rate this inverse relation cannot be 

observed anymore. For displacement rates from 30 to 50 mm/s, the Mode-I fracture energy does not 

show any significant relation with the STF thickness, in particular not at 50 mm/s.  

 

3.3. Effect of Loading Rate  

 

The loading or displacement rate is one of the most prominent parameters for examining the 

fracture behavior of STFs. The rates used here for the DCB fracture experiments were 1, 5, 10, 20, 

30, 40, and 50 mm/s. The maximum of 50 mm/s was limited by the capacity of the Instron 8501 

testing machine. The actual displacement rate was validated using the synchronized HSD images as 

well as the calculation from the time and displacement data. It was found that the actual 

displacement rates were very close to the preset ones in the testing range chosen. Existing 

differences were small, with a maximum being about ±4% of the preset ones. 

 

  
Figure 6. Effect of stroke speed on (a) critical load and (b) fracture energy of STF with different thickness 

 

At a low displacement rate of 1 mm/s, STF is able to flow as an ordinary fluid, and the load cell did 

not measure any clear load with respect to the opening displacement, indicating such a 
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displacement rate is not enough for STF to have the transition from liquid to “solid”. The HSD 

camera also shows there is no clear shear thickening effect of STF at this rate. In fact, before the 

displacement rate reaches 5 mm/s, STF did not show any “solid” like behavior, therefore no 

“fracture” was visible. 

 

The effects of displacement rate on the critical load and fracture energy of the STF are graphically 

represented in Fig. 6, showing the results for each individual specimen. Fig. 6(a) presents the 

critical load with respect to displacement rate from 5 mm/s to 50 mm/s. With increasing 

deformation rate, the viscosity of the STF at the crack tip sharply increased, thus suppressing flow 

of the STF; instead it stiffens greatly and is capable of resisting an opening displacement more 

efficiently, causing a higher load. The increasing trend is supported by studies in the literature, 

which acknowledge a positive correlation between the STF’s viscosity and the rate of deformation. 

The critical load varies with a substantial scatter for all displacement rates, because of the effect of 

STF thickness, articulated in the previous section. Other factors may also contribute to the scatter, 

such as voids or the uneven STF thickness because of leak of STF before the start of a test. 

However, the mean value of the critical load clearly increases with an increase in displacement rate 

up to 40 mm/s. A further increase in the displacement rate shows that the average critical load 

remains almost on a steady value. The mean values as well as the standard deviations of critical 

loads for different displacement rates are presented in Table 1. 

 
Table 1. Means and standard deviations of critical load and fracture energy at different displacement rates 

Displacement Rate 

[mm/s] 

Critical Load, Pc 

(Mean ± SD) [N] 

Fracture Energy, GI 

(Mean ± SD) [J/m
2
] 

5 14 ± 9 56 ± 46 

10 25 ± 9 123 ± 58 

20 36 ± 7 198 ± 59 

30 42 ± 6 243 ± 60 

40 46 ± 9 242 ± 76 

50 45 ± 8 240 ± 61 

 

Almost a similar trend is observed for the Mode-I fracture energy of STF for different opening 

displacement rates in Fig. 6(b). As the critical load values, the fracture energy also shows a clear 

scatter in the values at each displacement rate, attributed to the effect of STF thickness. Also here, 

the average values and the standard deviations of fracture energy were calculated and summarized 

in Table 1. With an increase in the opening displacement rate, a positive relation is found between 

the fracture energy up to a displacement rate of 30 mm/s. At a low rate of 5 mm/s, the STF is able to 

absorb a small amount of energy while acting as a viscous “solid”, though its actual value may be 

arguable. After the displacement rate reaches 30 mm/s the average fracture energy of STF is 

plateaued and remains almost constant with an averaged value about 240 J/m
2
. This value indicates 

that the STF is capable of absorbing a certain amount of fracture energy, being comparable to a low 

cross-linked epoxy [23]. It seems the average value of Mode-I fracture energy of STF peaks at 30 

mm/s, and it tends to reduce slightly after the displacement rate of 30 mm/s. However, such a 

tendency needs the careful evaluation of further studies, especially with facilities allowing higher 

displacement rates.  

 

4. Conclusion 

 
In this study, DCB specimens were used to characterize the fracture behavior and Mode-I fracture 
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energy of a shear thickening fluid (STF), containing 58 vol.% dispersion of styrene/acrylate 

particles in ethylene glycol. Effects of displacement rate (up to 50 mm/s) and STF thickness in the 

range of 0.2 to 2.05 mm were evaluated in detail. 

 

The results reveal that as the displacement rate increases, the local shear rate at the crack-tip 

increases, sharply increasing the viscosity of the STF, thus suppressing the flow of the latter. It 

stiffens greatly and is capable of resisting an opening displacement efficiently, causing a higher load. 

Confirmed by the high speed camera images, STF clearly shows a “solid” behavior, fracturing with 

crack growth, when the opening displacement rate is higher than 20 mm/s. The Mode-I fracture 

energy of the STF increases with an increase in the displacement rate until 30 mm/s. In addition, the 

STF thickness was found to have a significant influence on the value of Mode-I fracture energy, 

attributed to the shear-thickening mechanism.  

 

The most interesting result is that the STF adopted in this study shows almost a constant average 

value of fracture energy of 240 J/m
2
 after the displacement rate is higher than 30 mm/s. This value 

indicates that the STF is capable of absorbing a certain amount of fracture energy, being comparable 

to a low cross-linked epoxy.  

 

Future studies will be conducted at higher displacement rates. Such a more comprehensive 

characterization of the fracture behavior of STFs will certainly aid the development of energy 

absorbing devices using various STFs. 
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Abstract  The failure can be caused in polymers by thermal stress and vapor pressure during reflow process. 
A profound view on dynamic growth of voids during reflow process is provided in this paper. The 
mechanical model is analyzed at first. Then the dynamic equation is derived via the energy method. 
Furthermore, we apply the method to numerically solve the dynamic increase of void volume fraction under 
the linear-elastic model. Also, the increase proceeding under different Young’s Modulus is compared. It is 
interesting that the final void volume fraction remain constant when the Young’s Modulus keeps unchanged 
during the reflow process. At last, the dynamic growth curves on the assumption of super-elastic constitution 
under different initial void volume fraction are compared. It is notable that the initial void volume fraction is 
extraordinarily significant for the eventual deformation. 
 
Keywords  Polymers, dynamic growth, vapor pressure, electronic packaging 
 
1. Introduction 
 
Polymer materials have wide applications in industry such as being adhesive film in the 
microelectronic packaging. However, polymers are of high porosity which influences the reliability 
of electronic packing. Besides, most of polymers are hydrophilic materials which are capable of 
absorbing a large number of moisture in ambient environment. According to the requirement of 
electronic packaging, electronic devices would experience a reflow process which is completed 
within a few minutes. The peak temperature of devices during this process typically ranges from 
220℃ and 260℃, consequently moisture stored in polymer materials vaporizes and becomes vapor 
pressure which also pose serious threat on the reliability of package[1-3]. With regard to instable 
growth of micro-voids, there are a large number of works related to the field.  Ball[4] investigated 
discontinuous equilibrium solutions of cavitations in the year of 1982. Based upon Ball’s theory, 
Lopez-Pamies et al. [5-6] put forward the defect-growth theory. As to the failure of cavitations 
caused by vapor pressure, Fan et al. [7] derived a micromechanics based vapor pressure model, 
Huang et al. [8-9] studied cavitations’ instabilities of a central hole in an infinite plate subjected to 
distributing pressure. And then, Guo et al. [10-12] investigated instabilities of micro-voids subjected 
pressure on the inner boundary and thermal stress on the outer boundary. Also, there are some 
literature investigating the cavitation instability in different packaging materials[13-15].However, 
the former work  mainly focuses on the critical load of instable growth of micro-voids. Actually, it 
is also significant to produce a profound understanding of the dynamic growth process of voids, 
which will be beneficial to the industrial design. In the industry of electronic packaging, we can 
control the temperature to optimal processing when electronic devices are manufactured. Therefore, 
it is of great importance to acquire the responding increase of micro-voids with respect to time.  
  
The outline of the paper is organized as follows: In Section 2, the mechanical model is built up. In 
Section 3 the energy principle is introduced to derive the transient growth equation of micro-voids 
to help further the discussion in the next section. In Section3, we utilize the equations in Section 3 
to obtain the curve of growth of micro-voids as the time increases under the elastic and super-elastic 
models, respectively. In the end, the results obtained are compared, and some intriguing phenomena 
appear through our analysis. This paper will present a good understanding on how the void growth 
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during reflow process, and will benefit the engineer’s design of polymer materials in this industry. 
 
2 Formulation of Mechanical Model 
 
The moisture absorbed by the electronic materials is trapped in numerous pores (or micro-voids). 
During reflow process, the temperature of the package is raised to about 220℃ or more, which 
induce the evaporation of moisture in micro-voids. Thus, the micro-voids are subjected to internal 
vapor pressure p and remote stress A

rσ , which denotes the thermal stress due to the increased 
temperature . For the purpose of analysis, it is convenient to consider a spherical volume of material 
containing a micro-void of spherical shape with initial inner radius R1 and outer radius R2. We 
assume that the matrix material is incompressible. And the micro-void will enlarge when it 
subjected to the combined effort of vapor pressure p and thermal stress A

rσ . Therefore, we assume 
the r1 and r2 as the inner and outer radius after deformation. The mechanical model is displayed in 
Fig. 1.  

 
Fig. 1 The mechanical model of micro-voids under the action of vapor pressure and thermal stress 

The micro-void is geometrically characterized by the initial and current void volume fractions f0 and 
f : 
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There are numerous vapor pressure models based on various theories. vapor pressure p satisfies the 
ideal gas law, then the vapor pressure model we use is shown as follows[16]: 
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Where p0 is the initial pressure at room temperature, T represents current temperature, T0 denotes 
initial temperature,α  represents coefficient of heat expansion, ∆T= T-T0. During the reflow process 
in electronic packaging , temperature loading mode will reach the peak temperature more than 
220℃, and temperature variation could be represented as the function of time t. Fig.2 displays a 
kind of temperature loading process with respect to the time. 
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Fig.2 A typical temperature loading 
How to utilize the variational principle to derive the growth function of micro-void? Firstly, we 
describe an arbitrary point(R, Θ, Φ) in the spherical coordinates in the initial configuration, and (r, θ, 
φ) represents the corresponding coordinates in the deformed micro-voids. It is notable that the 
deformation is spherically symmetric, therefore 

r=r(R),θ=Θ, φ=Φ (2)

Therefore, the domain before deformation is  
0 1 0 2{( , , ) | 0 ,0 2 ,0 π}D R R R R π= Θ Φ ≤ ≤ < < Θ ≤ ≤ Φ ≤  

According to spherically symmetry, domain after deformation is  
1 2{( , , ) | ( ) 0 , , }D r r R R R Rθ ϕ θ ϕ= = ≥ ≤ ≤ Θ = Φ =，  

Because of the condition of incompressibility, the volume relation below can be obtained: 
3 3 3 3

1 1r r R R− = −  (3)

In terms of Eq. (2), the current void volume fraction can be displayed as  
3

0
3

0 01
f af

f f a
=

− +  
(4)

Where a=r1/R1 denotes the growth ratio of the micro-void. 
 
3 Derivation of Governing Equation 
 
In the section above, the geometrical configuration has been described. In this section, the 
fundamental formulation will be discussed in detail. We denote W as the strain energy function of 
the electronic packages. As to the linearly elastic material, the function is well-known for us[17]. 
When the ambient temperature is relatively higher or the materials themselves are soft, the 
super-elastic model should be taken into account. There are a vast amount of super-elastic models. 
In this paper, the neo-Hookean strain energy function will be introduced when the super-elastic 
analysis is conducted. The function of neo-Hookean material can be written as 

2 2 2( 3)
2 rW θ φ
μ λ λ λ= + + −

 
(5)

Where, rλ , θλ , φλ represent the principal stretches in the respective directions, respectively. Cauchy 
stress components in spherical coordinate system (r, θ, φ) corresponding to neo-Hookean materials 
are shown below: 

r r
r
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λ
∂

=
∂ ,      
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= =
∂  

(6)

Also, the principal stretches in the respective directions can also be described as: 
' ( )r

dr r R
dR

λ = =
，      

( )r R
Rθ φλ λ= =

 
(7)

The total potential energy can be expressed as follows: 

( )2 1 2

1 1 2

2 2 24 ( , , ) 4 4
R r r A

r rR R R
E R W dR R p R dR R dRθ φπ λ λ λ π π σ= − +∫ ∫ ∫  

(8)

According to the principle of least potential energy, we can obtain the governing equation from the 
first term in total potential energy after variation. Taking the Eq. (4)-(6) into the newly obtained 
variatianal equation, the governing function of dynamic growth of micro-void can be formulated. 
 
4 Results and Discuss 
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In the last section, the derivation of governing function is discussed. In this section, we apply the 
method discussd above to predict that how void volume fraction f increase with respect to the time.  
 If we assume the material is linearly elastic, the governing function is shown as follows: 

0 0 0

2 3 0 0
0 0 0 0 0

0 0
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1 14 (1 ) [ ln ln ] 9 ( )
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dTp f f f f f Tdf dt
f f f fdt ET f f e p f f f T
f f f f

α

α

Δ

− − −
=

− −
− − + −

− −  

(9)

Where E is the Young’s modulus of polymer materials applied in electronic devices. Due to the 
limited influence of thermal loading,thermal stress can be ignored, which means that the vapor 
pressure plays the major part on the growth of micro-voids on the proceeding of reflow. It is 
obvious that Eq. (9) is a IVP which can be solved numerically. The initial condition is that when t=0, 
f= f0.Another problem is that as the loading temperature increases, the polymer materials will 
undoubtedly become softer and softer. As a result, the Young’s modulus will decrease sharply. 
Hence, we compare three types of Young’s modulus: 1GPa, 0.1GPa and linear decrease from 1GPa 
to 0.1GPa. The other  parameters  are selected as follows : f0=1％, P0=0.1MPa, T=0.94t+T0, 
T0=25℃， -41.5 10α = × .The growth of f as the time goes on is demonstrated in Fig. 3. 
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Fig.3 Dynamic growth of micro-void under different Young’s Modulus 

  
As it shown in Fig. 3, it is clearly to see the growth of cavitation during reflow process .and it is 
also notable that the soften the material are , the larger the deformation of micro-void is . In the 
electronic industry, it is not difficult for us to measure the Young’s modulus of polymer materials 
with regards to different temperature. Thereby, we can accurately simulate the dynamic growth of 
micro-void regarding to variation of Young’s modulus.  In addition, the method of temperature 
loading also influences the transient growth of micro-voids. If the temperature T is non-linearly 
dependent with time t, the whole increase of void volume fraction will be different from the result 
in Fig. 3. Fig. 4 depicts the compassion between the linear temperature loading and quadratic 
temperature loading (T=0.003t2+0.19t+T0). We can see that when the temperature loading change, 
the void will increase in another way. However, it is intriguing to find that the final void volume 
fraction after the reflow process is the same no matter how matter the temperature is loaded in 
linear form or quadratic form if the Young’s modulus remains unchanged with increasing 
temperature. However, if Young’s modulus of materials varies with temperature, the fascinate 
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phenomenon will not appear. 
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Fig. 4 Comparison between dynamic growth of micro-void under different temperature loadings 

  
In reality, it is impossible for most of polymer materials to maintain the property of linear elasticity. 
In most of cases, polymers behave as super-elasticity even at the room temperature. The 
neo-Hookean model is one of the most common models applied in polymer materials. The dynamic 
growth equation can also be derived via the same method discussed above: 
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The shear modulus μ is set to 333 MPa ,and other variables is of the same value with that in the 
former discussion. The void growth is shown in Fig. 5. It is notable that the increase of void volume 
fraction is closely dependent on the value of initial void volume fraction.  
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Fig.5 Dynamic growth of super- elastic micro-void under various initial void volume fraction 

 
5 Conclusions 
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In this paper, theoretical results for dynamic growth of micro-voids are obtained with the context of 
finite deformation. The numerical method is applied to calculate the deformation of a void under the 
constitutional model of linear elasticity and super-elasticity. According to results acquired, it is 
notable that ways of growth are completely different when the temperature loadings are various. 
Secondly, when the Young’s Modulus remains constant, the consequent that the final value of f will 
never change is fascinating. At last, the increase of void volume fraction is extremely dependent on 
the initial void volume fraction. Our investigation will provide a good understanding of mechanism 
of dynamic growth for engineers and researchers. 
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Abstract   
 
In this paper, we used the eXtended Finite Element Method (XFEM), implemented in the software CAST3M 

developed by Commissariat à l’Energie Atomique (CEA), to simulate the fatigue crack growth of the contact 

wire in the railway catenary.  

The material characteristics and parameters of the Paris law were identified thanks to experimental tests 

performed in a laboratory of Société Nationale des Chemins de Fer Français (SNCF). Specimens were cut 

directly from the contact wire. Two mean-stress levels were considered. The stress intensity factors were 

calculated by Finite Elements Method.     

In order to validate the model and check its robustness, we performed a parametric analysis with different 

crack geometries. The numerical results showed a good agreement with the experimental observations in 

terms of the evolution of the crack shape and its growth rate. These results show that this numerical strategy 

is relevant and efficient to predict the critical size and the residual lifetime of the fatigue cracks detected by 

maintenance operations (Ultrasonic monitoring).  

 
Keywords:  fatigue crack growth, numerical simulation, eXtended Finite Element Method (XFEM), 
railway catenary. 
 
 

1. Introduction 
 
The role of the catenary system is to transmit the electrical energy from the energy supply point to 
trains (Fig. 1). To ensure a good current collection quality during a train passage, the pantograph 
applies a vertical force on the contact wire. This upward force causes a periodic bending stress. In 
addition to this periodic bending stress, the contact wire is subjected to a constant mechanical 
tensile force depending on the maximum speed of the line. The role of this tensile force is to avoid 
problems of dynamic instabilities in the contact wire. Moreover, the wear due to the pantograph 
passages reduces the cross section of the contact wire which leads to a higher tensile stress in the 
wire. These conditions accelerate the risk of fatigue fracture of the contact wire.   

To predict the propagation of fatigue crack, different approaches could be considered. The most 
popular one is Finite Element Method (FEM). However, the conventional FEM using fixed meshes 
can only deal with this type of problem, either if the crack path travels through mesh nodes, or if we 
remove mesh elements [1]. This is an extremely important limitation in industrial applications.  

In order to overcome the disadvantage of FEM, we used in this paper the eXtended Finite Element 
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Method (XFEM), implemented in the software CAST3M [4] developed by Commissariat à 
l’Energie Atomique (CEA), to simulate the fatigue crack growth of the contact wire. The 
identification of material parameters and the numerical modeling of the contact wire are described 
in the next sections. The numerical results are shown and discussed in the last section of the paper. 

 

 
Figure 1. Railway Catenary 

 
 
2. Fatigue Tests 
 
2.1. Fatigue test specimen 
 
In order to identify the mechanical characteristics and the fatigue crack growth law of copper 
contact wire, we had carried out fatigue tests with specimens cut directly from the contact wire (Fig. 
2). An initial crack of 1mm depth was created on the contact size in the middle of the specimen. 
 

 

Figure 2. Specimen for fatigue tests (copper contact wire) 
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2.2. Fatigue crack growth test rig and conditions 
 
The fatigue crack growth test rig is illustrated in Fig. 3. These tests were conducted in air at room 
temperature on a servo-hydraulic test machine having a load capacity of 50 tons with a frequency of 
10 Hz under constant amplitude loading. These tests were conducted at different stress ratio R. 
 

 
Figure 3. Fatigue crack growth test rig. 

 
2.3. Test results 
 
The test results are shown in the figure 4. Using the test results coupled with numerical calculations 
(FEM), we identified the parameters of Paris law (m, C) and the toughness (K1c) of the copper 
material.  
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Figure 4. Fatigue crack growth in the contact wire  
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3. Modeling 
 
3.1. XFEM Model 
 
In this paper, we used the eXtended Finite Element Method for linear elastic fracture mechanics 
(LEFM), in which an enrichment basis is added to the classical finite element basis approximation. 
This is done using the partition of unity method developed in Babuska and Melenk [2]. The 
enriched basis shape functions are associated to new degrees of freedom and the displacement field 
can be written (see Moes et al. [1]): 

( ) ( ) ( ) ( ) ( )∑∑∑∑
Ν∈Ν∈Ν∈

++=
α

αα ,ii
ii

ii
i

ii bxFxNaxHxNUxNU
branchcut

             (2) 

N is the set of the standard finite element nodes, Ncut the set of nodes which belong to elements 
completely cut by the crack and Nbranch the set of nodes containing a crack front. Ni are the standard 
finite element shape functions, H(x) is a Heaviside function which value is 1 if x is above the crack 
surface and -1 if x is under the crack surface. [Fα] is derived from the LEFM asymptotic 
displacement field: 
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3.2. Numerical algorithm 
 
The eXtended Finite Element Method (XFEM), implemented in the software CAST3M developed 
by Commissariat à l’Energie Atomique (CEA), was used in this paper to simulate the fatigue crack 
growth of the contact wire.  

In this XFEM model, the mesh of the structure (three dimensions) without crack is fixed during the 
crack growth. The position of the crack inside the structure is identified thanks to an independent 
crack mesh (two dimensions) which needs to be updated after each crack growth step. 

 

Figure 5: Numerical algorithm for fatigue crack growth simulation. 
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The numerical algorithm is shown in Fig. 5. The Paris’ law and the toughness are material inputs 
which are identified in the previous section. The calculation of stress intensity factors Ki is done by 
using the domain integral method (J integral). The crack growth step damin is a numerical input. A 
convergence study for this numerical input is necessary.    

The simulation is stopped if the stress intensity factor K1 is greater than the toughness Kc of copper 
material. Otherwise, the crack front is updated and a new crack mesh is constructed.  

 

4. Numerical Results 
 
4.1. Inputs 
 
In this section, we study the fatigue crack growth of a contact wire in flexure using the XFEM 
presented in previous section.  

The meshes of the structure (worn contact wire without crack) and the two initial cracks are shown 
in Fig. 6. In the cross section of the structure, QUAD elements are used. The final mesh (3D) of the 
structure is obtained by extrusion of the cross sectional profile. Special 3D XFEM elements are 
used in the crack zone. Whereas, the elements used to mesh the cracks are classical 2D triangular 
elements.  

 

Figure 6: Meshes of the structure and initial cracks 

The material parameters (Paris’ law and toughness) are identified in the section 2 and the numerical 
model is presented in the section 3. 

Structure 
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4.2. Results 
 
Figure 7 shows the stress intensity factors calculated at the crack front for different types of initial 
crack. We can see from these results that the mode I is dominant (K2 ~ 0 and K3 ~ 0) in all cases. 
Thus, the Paris’ law is applicable for our model.  
 

 

Figure 7: Stress intensity factors for three initial cracks 

Using the XFEM model described above, we’ve performed different crack growth simulations. We 
can see in the figure 8 a comparison between the numerical simulation and the test result. The 
numerical results showed a good agreement with the experimental test in terms of the evolution of 
the crack shape and its growth rate.    
 
In the figure 9, we show the crack growth simulated for three types of initial crack. Figure 10 shows 
the evolution of the crack depth in function of the loading cycles. This type of curve could be used 
in combination with the ultrasonic measurements to optimize the maintenance planning of the 
contact wire. For example, if we detect a crack of contact wire (point A) at the moment t, using the 
numerical curve (Fig. 10) we could estimate the action timescale before reaching the critical crack 
(point B). To follow the real crack growth, some additional measures could be performed between 
twos points A and B. If necessary, the critical point B could be modified after each measurement.    
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Figure 8: Comparison between the numerical simulation and the test result 

 

Figure 9: Crack growth for different initial cracks 

 

Figure 10: Evolution of the crack depth 
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5. Conclusion 
 
In this paper, we used the eXtended Finite Element Method (XFEM), implemented in the software 
CAST3M developed by Commissariat à l’Energie Atomique (CEA), to simulate the fatigue crack 
growth of the contact wire. 

The material characteristics were identified thanks to experimental tests performed in a laboratory 
of Société Nationale des Chemins de Fer Français (SNCF) with specimens cut directly from the 
contact wire. 

Different geometries of crack were studied. The numerical results showed a good agreement with 
observation in term of the evolution of the crack shape and its growth rate. Theses preliminary 
results show that this numerical strategy can be used to predict the critical size and the residual life 
of fatigue cracks detected by maintenance operations.  

A more detailed study on the real cracks detected in the contact wire will be the target of the next 
step. 
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Abstract With the development of new generations of CRH trains in China, one new fatigue integrated 
analysis method was proposed to evaluate high speed train carbody structure fatigue life and durability. The 
CRH train’s carbody structure was used here as an example for study the interaction relation between vehicle 
dynamic characteristic and fatigue property running in BEIJING-TIANJIN intercity line. The detail method 
steps include: Firstly, MBS (Multi Body Simulation) technologies allowed the development of more detailed 
and accurate vehicle-rail rigid-flexible coupled dynamics model which can be used as input of stress 
distribution calculation. And The typical carbody structure’s fatigue load spectrum and extrapolation were 
calculated here through quasi-static stress method according to field running condition for different radius 
curve (400-2500 m), which was random combination of Track irregularity, W/R profile and Cant deficiency. 
Secondly, Aluminum alloy structure FE (Finite Element) analysis technologies, such as modal analysis, 
substructure and stress calculation, were used to determine structure critical location and understand carbody 
structure nature frequencies and mode shapes influence. FM (Fracture Mechanics) assessment analysis for 
different load condition combination based on the structure stress distribution and stress/strain time histories 
results. Thirdly, carbody structure fatigue stress distributions in carbody selected dangerous regions were 
calculated in sub-model. And The analysis results were compared with the field dynamic stress test results. 
Finally, carbody fatigue life and durability analysis results were estimated based on aluminum material S-N 
curve with Palmgren-Miner damage cumulative theory. The critical structure fatigue failure influence can be 
taken into account in stress distribution used as input of FM. This work targets the capabilities of MBS and 
FEM (Finite Element Method) in the fatigue and durability design early stage and verification phase of the 
high speed train key structure, such as bogie structure, axle and wheel, etc. The results also illustrate that the 
proposed numerical simulation method can give an important contribution in terms of high speed train key 
structure component fatigue and durability evaluation. 
Keywords Railway, Carbody, Fatigue life, Multibody Dynamics, FEM 
 

1. Introduction 
With the rapid development of high-speed railway in China, the CRH series train’s vehicle key 
structure components fatigue design and analysis method are also facing the serious challenge of 
many technical difficult problems, such as running safety and ride comfort. Especially for the 
important structural components fatigue design and durability analysis method, there are many 
aspects worthy of consideration and study [1-2]. Despite the conventional railway vehicle structure 
fatigue design method had been applied in some structural components’ durability during last 
years .But with the continuous improvement of vehicle speed, it has been revealed that dynamically 
loaded structure components’ fatigue damage and structure destruction maybe become one of 
potential technical problems in future. Most of the recent research on the dynamic behaviors of 
vehicles /rail has been simulated by the need to understand the basically cause of practical service 
problems arising from the interaction between the vehicle and the track and to develop solutions or 
treatments for those problems.  
With respect to structural fatigue problems, great deals of research have been done these years. 
During the more recent structure fatigue simulation techniques research, an integrated design 
methodology had been made use to evaluate structural fatigue (R.K.Luo,et al.1994, Stefan 
Dietz,1998).These procedures make use of multibody simulation packages (Schielen, 1990;kortum 
and sharp,1993) to determine the dynamic loads acting through the suspension onto the vehicle 
structure. Measured track data are generally used as excitation inputs. Using a finite element model 
of the structural a component on which the dynamic forces are acting, stress concentration locations 
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are identified and analyzed. Structure dynamic stress histories are determined under simulated 
loading and the fatigue life is determined using an appropriate fatigue theory. In reference [3], the 
author had systematically presented one hybrid simulation method to the carbody structure fatigue 
life assessment based on MBS (Multibody Simulation) and FEM (finite element method). In this 
paper, based on some typical literatures’ achievements [4-7], one new fatigue life and durability 
evaluating method of high speed train carbody structure is proposed here to evaluate the carbody 
structure fatigue property and applied to the structure fatigue design. And one complex railway 
EMU carbody was used as an example to describe the detail method steps how to use in fatigue 
design development processes.  
 
2. Structure Fatigue Numerical Calculation Method  
There are three main factors, which affect the structure fatigue behavior: The S-N curve of 
structural components; the load time histories; and structural geometrical features. The carbody 
structure of railway vehicle is subjected to a very large number of variable amplitude stress cycles 
during their operational life. Large structural stress and complex load conditions are the main 
causes which lead to vehicle structural components’ fatigue crack initiation and crack growth. And 
the weld structure manufacturing process of the structural components is one of the main factors 
which cause the structure destruction. Since this paper focuses on the structural fatigue damage 
caused by vehicle structural dynamic characteristics, so there will not be to evaluate the structure 
damage from the perspective of welded structural fatigue. Some weaknesses locations of the 
carbody structure are studied, such as the location of the secondary suspension, the traction or 
braking, the corners of the window, and so on.  
This method considers the dynamic behavior of the full vehicle. It can greatly reduce the physical 
prototype test cost and design fault, while it can improve the accuracy of structural durability design 
and life prediction. Fatigue is one of the primary mechanisms causing deterioration of high speed 
train vehicle carbody structure during its lifetime. Straight track, tracking/ braking, curve passing, 
aerodynamics effect and other cyclic or alternating loads easily subject the carbody structure to 
huge numbers repeated stress over its life time. Cyclic loading causes fatigue cracks initiation, 
which causes cracks to form in the structure. These cracks grow longer with each stress cycle, 
degrading the carbody’s structural strength and life. A crack initially grows slowly, but the rate 
accelerates as these cycles accumulate, to the point at which rapid crack growth results in a fracture. 
Thus, some durability design criteria for carbody are those can endure accumulated fatigue damage 
during service Life-Cycle to prevent structural failure.  
A full vehicle’s multibody dynamic model including carbody, bogies, the primary suspension and 
track are set up using the famous MBS software pack SIMPACK. The vehicle is described as rigid 
bodies interconnected via several different suspension systems. Several typical load cases, such as 
tangent line and curve passing, were performed in order to verify the accuracy of the dynamical 
model in reproducing the full vehicle dynamic behavior simulation. Carbody structure fatigue 
analysis puts a great demand on accuracy including MBS and FEM model .The quasi-static stress 
method was performed for carbody to obtain the stress histories. FEM model cannot be too complex 
since the dynamic analysis and fatigue assessment is time consuming. The finite element analysis 
method was used in software ANSYS. The load time histories are very important aspects since they 
are the actual source of fatigue failure prediction. Several complex loading conditions must be 
determined, either by analytical approaches or by dynamic stress tests. Due to the computational 
effort involved in dynamic simulations, only selections from the stress history can be used. 
Decisions as to what loads to apply must therefore be designed and selected analytically. Different 
types of railway vehicle operational conditions must be considered in additional to some extreme 
load cases generated from error operation.  
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A fatigue assessment method describes a sequence of steps to be taken in order to predict fatigue 
life from a given state of stress and strain. For carbody subjected to variable amplitude stochastic 
loading, the main steps include: 
 Rain flow cycle counting; 
 Damage calculation for each cycle; 
 Fatigue damage accumulation. 

 The proposed new method for high speed train carbody structure is shown in Fig.1. 
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Fig. 1: New carbody structure fatigue life evaluation flowchart  

Vehicle Dynamics Simulation with MBS. Dynamics analysis of the full vehicle can be used to 
obtain the load time histories for the carbody structure in typical running cases, such as the straight 
and curve lines. The CRH train vehicle was selected for this study to create the detailed multibody 
dynamics model, which was running between the Beijing-Tianjin intercity lines in China. The 
model has been substantially altered to accommodate more load cases and used to simulate railway 
vehicle dynamic behavior. The loads such as inertial loads and external loads derived using 
multibody dynamics analytical methods are mostly used for fatigue calculation [8].  
The vehicle has been modelled with the aid of the MBS software SIMPACK library elements like 
rigid or flexible bodies, force elements and joints. The carbody was described as rigid body by each 
other. Several linear spring and damper elements describe the primary and secondary suspension 
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unites, the bump stops and viscous dampers are represented by nonlinear characteristics. The 
configuration and suspension characteristics of the system are included in the dynamic model. The 
full vehicle multibody dynamics model was shown in Fig.2.  

           

Fig.2: Dynamic model of carbody 

The typical running case in operating condition has been designed to perform multibody dynamics 
simulation, which includes straight running, curve passing and traction/braking etc. The load 
histories have been calculated in MBS, which include forces, velocities, accelerate and angular 
velocities etc. And in order to take account of the influence of elastic carbody, the interface program 
FEMBS between finite element analysis codes and SIMPACK is used here to generate input data 
for flexible bodies to MBS simulation. The paper adopted the track irregularities is the real track 
excitation spectrum. They run on a straight railway in speed 200 km/h to 300km/h. Some dynamics 
simulation results are shown in Fig.3. 
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Fig.3:  Vertical and lateral acceleration of carbody center 

Finite Element Modeling of Carbody. The carbody structure fatigue damage is mainly caused by 
the vehicle dynamic response, which is usually expressed as stress or strain time history. 
Stress/Strain calculations for fatigue life estimation can be performed in the time domain or 
frequency domain. The quasi-static stress method was used to obtain the stress/strain time histories. 
The detail carbody stress analyses with ANSYS were performed based on MBS and FEM. And 
mode analysis is also performed here. The finite element model of the carbody is shown in Fig.4. 
Modal analysis is usually used to determine the natural frequencies and mode shapes of carbody 
structure. The modal analysis results are shown in Fig.5 and Table1. 

  
Fig.4: Carbody finite element model   Fig.5: The 1st Torsion mode of Carbody structure 
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Table1.The results of the modal analysis 

Mode No. Frequency(Hz) Mode shape 
1 13.186 1st Lateral bending 
2 19.078 1st Vertical bending
3 21.700 2ndLateral bending 
4 23.096 1st Torsion 
5 23.438 2nd Vertical bending 
6 25.627 3rd Lateral bending 
7 26.836 3rd Vertical bending 
8 30.477 2nd Torsion 
9 30.779 4th Vertical bending +Breathing 
10 33.762 Breathing 

Fatigue Assessment of the Carbody Structure. The carbody structure fatigue life was predicted. 
and compared with the life calculated from the original test datum. The material used in the carbody 
was A6N01S-T5.The stress-Life(S-N) curve was created in software Fe-Fatigue according to the 
material fatigue design manual which is used in the fatigue life calculation. Based on the structure 
S-N curve and the Palmgren-Miner rule, the carbody structure fatigue life was evaluated. The results 
of the rain flow cycle counting are usually presented as a rain flow matrix giving the number of 
cycles occurring at various combinations of range and mean stress [9, 10]. Then the values of range 
and mean are rounded off to discrete values to give a matrix of manageable size. The calculation 
results for test point and node 70770 corresponded to the test points are shown in Fig.6. 
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Fig. 6: Rainflow cycle count of C52 and Node 70770   

3. Field Lines Dynamic Stress Test 
In order to determine the accuracy of strain predicted from the simulation model, the field lines 
dynamic stress/strain test for carbody was performed to the carbody fatigue estimation. And fatigue 
life of carbody was calculated from the original field dynamic stress test data. The field dynamic 
stress/strain test points for the carbody and results for test point C52 are shown in Fig. 7. 
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Fig.7 Dynamic stress/strain test and results for carbody 
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4. Results and Discussion 
The primary goal of this paper is shown how to correctly evaluate the railway structure fatigue 
damage at the critical location of the carbody. It can show the relation mechanism between full 
vehicle’s carbody dynamic characteristic and structure fatigue property. The safety factor analysis 
based on S-N method based stress was used to calculate the carbody damage distribution. Finally, 
according to rain flow matrix and Markov chain theory, material S-N curve, structure dynamic 
stress, and Palmgren-Miner damage summary theory, carbody structure fatigue life can be evaluated 
and compared with the field stress test results. Some carbody structure fatigue life calculation 
results are shown in Table2.And some fatigue analysis results are shown in Fig. 8. 

Table 2. Fatigue life estimation comparison 

Name Mean(MPa) Min (Mpa) Max(Mpa) Range(Mpa) Life repeats
Test point c52 1.436 -5.814 9.522 15.336 2.694e6 
Node 70774 -0.903 -9.253 7.045 16.298 2.278e6 

 

   
Fig.8: Safety factor analysis results 

5. Conclusion 
The new fatigue life and durability evaluating method of high speed train carbody structure based 
on MBS and FEM was proposed to evaluate the CRH vehicle carbody structure fatigue properties. 
This method can be used in early structure fatigue design in railway carbody structure new product 
development stage. Some simulation results are also shown and compared with the field dynamic    
stress test results to validate the method effective. The results also prove that the MBS-FEM 
simulation method can evaluate the carbody structure correctly. It is also beneficial to understand 
the influence for dynamic property to structure fatigue life prediction and satisfy with railway key 
structure component’s durability design. 
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Abstract 
 
On July 9, 2008 a high speed train derailed in Cologne main station, Germany at a low speed because an axle 
was broken. Fortunately, the derailment happened at a low speed so that nobody was injured. The reason for 
the broken axle was investigated and it turned out that most likely large inclusions located shortly underneath 
the surface in a T-transition were the origin of the final crack. Basing on that result, a systematic 
investigation on existing safety assessments of railway axles was performed. This results in an analysis of the 
production process of axles and in a critical review of existing of existing assessments. Improvements and 
future developments are outlined. 
 
Keywords railway axles, derailment, service loading fatigue, inclusions, safety assessment 
 

 
1. Introduction 
 
A hollow axle of a German high speed train broke on 9 July 2008. Fortunately, the train derailed at 
low speed after change of running direction when crossing a Rhein bridge in Cologne. The failure 
occurred when the axle was in service 3.09 million kilometers which refers to 109 loading cycles. A 
more detailed report on the failure investigation is provided in  [1]. Because the fracture surfaces 
were heavily destroyed no definite answer could be given to the question of the initiation site. 
However, non-metallic inclusions of unacceptable size were found nearby the crack origin. The 
investigators assume a similar inclusion to be responsible for fatigue crack initiation. Basing on this 
event, a critical review of state-of-the-art design is presented and the further development is 
basically revealed. 
 
2. Safe Life and damage Tolerance Concepts: State-of-the-Art and Necessity of 
Improvements 
 
2.1. Overview 
 
The design and operation of railway axles are based on a two-stage safety concept comprising “safe 
life” and “damage tolerance” methods. Figure 1 schematically illustrates the state-of-the-art concept 
and extends it by further options which are presently under development or offer additional 
potential in the future. The figure is taken from an extended discussion on axle safe design which 
the authors of this paper and others presented in  [2]. This shall not be repeated here in detail. 
Instead a number of selected issues shall be briefly discussed which, as the authors think, promise 
potential for further increasing the safety level of axles. These are: 
 
(a) Limiting the projected lifetime as a consequence of features such as damage accumulation, 
potential very high cycle (VHCF) effects and corrosion. A specific concept is the “one-million miles 
axle” based on a worst case scenario including fatigue crack propagation; 
 
(b) Taking into account the most common reasons for fatigue crack initiation, corrosion pits, 
damage due to flying ballast impacts and non-metallic inclusions in the material by advanced design 
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rules, and; 
 
(c) Improving the reliability of non-destructive testing (NDT) with respect to its probability of 
detection (PoD)-crack size characteristics. 
 

 
 
 

Figure 1: Components of a safety assessment of railway axles. All options not marked with a * refer to 
present or future development. 

 
2.2 Limiting the Projected Lifetime? 
 
Figure 2 gives a brief overview on the various options of fatigue strength and fatigue life design of 
railway axles. 
 
Figure 2a: The approach followed by the present standards (in Europe EN 13103  [3] for trailing and 
EN 13104  [4] for driving axles) implicitly assumes a constant amplitude loading with the stress 
amplitude being conservatively estimated as superimposed maximum loading, i.e., different to 
reality all loads are assumed to act simultaneously. Unknowns, e.g., a potential reduction of the 
admissible stresses below the fatigue limit due to the very high cycle fatigue (VHCF) phenomenon 
(for a service time of 108 and more loading cycles) or other features are covered by ample safety 
margins. The maximum permissible stress in the axle is given by the fatigue limit of the material 
under consideration (EA1N carbon steel = C35, normalized and EA4T alloy steel = 25CrMo4, 
quenched and tempered) but it additionally depends on the type of axle (solid or hollow) and the 
axle section (away from or beneath the press fits, etc.). If the axle is exposed to corrosion some 
reduction of the permissible stress is required but no detailed rule is given in the standards cited 
above. However, EN 13261 ( [5], Tab. 11), in such a case, specifies a value of 60% of the maximum 
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allowable stresses of EN 13103 and EN 13104. For all other cases, where the axles are not exposed 
to environmental corrosion, it is assumed that no reduction of the fatigue limit due to some kind of 
damage occurs during service which implicitly means that protection measures have to be taken 
which exclude such damage or the damage has to be removed soon after it appears in service. 
 

 
 

Figure 2: Potential concepts of fatigue strength analysis. 
 
Figure 2b: As an alternative to the standard method, VHCF could be taken into account by replacing 
the fatigue limit by a sloping curve beyond the knee-point. Sonsino  [6], based on the re-analysis of 
a large body of fatigue data proposes a modified fatigue life diagram with a decrease of 5% per 
decade loading cycles in logarithmic scales for steels. Note, however, that the author explicitly 
excludes from this rule cases where environmental or fretting corrosion is present (such as in axle 
press fits).  
 
Figure 2c: A design stress spectrum, i.e., a histogram of the frequency of occurrence of different 
stress magnitudes, is compared with an S-N curve corrected for damage accumulation. This is 
obtained by a modified Palmgren-Miner rule according to one of several proposals. Note that, 
different to Figure 2b, the drop of the S-N curve beyond the knee-point is not caused by the VHCF 
effect but by damage accumulation. A special feature of variable amplitude loading is that loading 
cycles with stress amplitudes below the fatigue limit may contribute to fatigue damage when there 
is a mixture of stress amplitudes above and below this level. This is the case because the high stress 
amplitudes (above the fatigue limit), due to their damaging effect, cause subsequent lowering of the 
fatigue limit. Depending on the applied stress spectrum the drop in the S-N curve can be more 
pronounced than those caused by the VHCF effect because of which one could think about cases 
where it “covers” the latter in a conservative way. 
 
Figure 2d: A damage accumulation analysis is used to obtain a damage-equivalent constant stress 
amplitude. This is then used like the maximum stress amplitude of Figure 2a but it actually 
describes variable amplitude loading. The fatigue strength analysis is performed as in Figure 2a or b 
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against the constant amplitude S-N curve.  
The approaches according to Figures 2c and 2d have been proposed in some recently finished 
research projects on the safety of railway axles ( [7], see also  [8],  [9]). Note that they require real 
stress amplitude spectra, e.g., from test runs. Although a number of those has been determined over 
the last decade (e.g.  [7],  [8],  [9]) there is still need for generally accepted reference loading spectra 
for the various kinds of railway transportation (high speed, freight etc.) and different track quality 
(modern high speed and traditional track, significantly curved track, track with switches and 
crossovers, e.g., at stations, etc.). As long as generally accepted information of that kind is not 
available the damage accumulation based analyses are hardly an alternative to the fatigue limit 
based standards discussed at the beginning of this section. But, although it can be argued that these 
“cover” the damage accumulation effect by its ample safety margins, damage accumulation based 
approaches, in the opinion of the authors of this paper, point into the right direction for future 
development. Note, however, that they have to include further effects such as damage due to 
corrosion and ballast impacts during service (see Section 2.3). 
 
2.3 In-service effects on Fatigue Life 
 
Corrosion pits and notches due to flying ballast impacts develop during service which means that 
the fatigue strength is not a material and/or component property established once for all but can 
reduce during the lifetime of the component. Failures of axles in freight wagons are frequently 
caused by corrosion pits at the axle shafts. Besides the corrosion effect itself corrosion pits act as 
stress raisers. 
 
With respect to flying ballast impacts a systematic screening has shown that the latter is a rather 
typical issue of high-speed traffic  [10]. Whereas only on 5% of other axles showed impact notches 
30% of the high-speed axles were affected. The reason for flying ballast is aerodynamic effects with 
respect to the high speed which make impact from debris more likely. On 9 February 2006 a 
passenger train derailed in New South Wales, Australia after an axle completely fractured at the 
radius relief area between the gear and wheel seats  [11]. Whilst the crack initiation site could not be 
identified on this specific axle, twelve similar axles were found with fatigue cracks at identical axle 
sections. Five of these were closer examined. In each case the crack originated from small surface 
indentations with depths between 0.1 and 0.9 mm which, by means of chemical analyses of 
crystalline material embedded in the indentations, could be identified as the result of ballast 
impacts. 
 
The average depth of the detected impact notches was 0.8 mm, i.e., significantly larger than that of 
typical corrosion pits  [10]. The 95% upper bound depth of about 2 mm was close to earlier 
assumptions in  [12]. Of course a ballast-induced notch is not a crack although there is some chance 
of sharp edges from which small fatigue cracks could easily develop. A systematic investigation on 
the typical and most dangerous impact notch geometry and its effect on the local stress 
concentration and small crack initiation and on the residual stress field generated by the impact is 
due in the future. Note, that impact damage also promotes stress corrosion crack initiation by local 
damage of the coating and the introduction of complex residual stresses. 
 
2.4 Potential effect of on-metallic inclusions 
 
Non-metallic inclusions originate from the steel manufacturing process such as illustrated in Figure 
3. When, e.g., aluminium is added for deoxidisation, oxidic inclusions such as Al2O3 are formed, 
silicon oxides can be introduced form mould powder etc. Besides oxides there may also be sulfides 
such as MnS or other particles. The size of the inclusions is in the order of ten µm up to mm. 
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During forging or rolling the inclusions can be crushed, this way forming clusters or inclusion 
“chains”. An example is shown in Figure 4 which belongs to the failure investigation on the 
German high speed train mentioned in the beginning of Section 1 (for details see  [1]). 
 
 

  
 

Figure 3: Sources for non-metallic inclusions during steel manufacturing. 
 
In general, the lifetime of a crack consists in the initiation stage, where cracks are formed due to 
irreversible plastic deformation along slip bands, short crack propagation (up to a size of roughly 
0.5 to 1 mm in engineering materials), long crack propagation (beyond that crack size) and final 
fracture. The effect of the non-metallic inclusions consists in a substantial shortening of the crack 
initiation stage leaving short crack propagation as the stage which controls lifetime. Inclusions 
differ from the matrix in several aspects: they have different elastic constants (stiffness mismatch), 
different strength and hardness properties (strength mismatch) and different thermal contraction 
coefficients (thermal contraction mismatch). Frequently, they show a square-edged shape which, in 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-6- 
 

combination with the difference in hardness between particle and matrix causes stress 
concentrations at the corners and, due to this, local damage in the adjacent matrix material when the 
component is subjected to applied loading. An example of the effect of inclusions on the lifetime of 
carbon steel is presented in Figure 5. Note that it is the defect area normal to the loading direction 
(which, in axles, is much smaller than that in axial direction) that correlates with the fatigue life 
(and strength). 
 

  
Figure 4:  Nearly axially orientated non-metallic inclusions found in sections adjacent to the fracture surface 

very close to the crack origin in the broken axle of the German high speed train mentioned in 
Section 1 (according to  [1]), axle type shown schematically. 

 
In order to prevent large inclusions EN 13261 refers to the materials standard ISO 4967 which gives 
rules for maximum tolerable inclusion dimensions between 76 and 436 µm depending on the 
inclusion type (sulphide, aluminate and silicate globular oxide) and the category of steel quality (1 
or 2). The absence of larger particles has to be proven by metallography at a limited (approximately 
200 mm2) polished area parallel to the axial direction half-way between surface and centre in solid 
and between outer and inner surface in hollow axles at the section of the largest diameter (Figure 6). 
No guidance is given on the number of axles of a batch to be investigated. This is the more 
problematic as large inclusions at critical positions – which could act as fatigue crack initiation sites 
– have to be assumed to be very rare in reality; a statement which is obvious at the background of 
the relative small number of axle failures in reality. It is certainly not consistent to look for seldom 
events by a very limited sample. In addition, one could ask whether it is meaningful to look for 
large inclusions in the middle of the wall and not at the potentially critical locations in the axles 
such as the T notch or other geometric transitions or the press seats. 
 
On one hand microscopic defects in the order of some ten or hundred micrometers which have to be 
detected by means of metallography based on a very limited sample, on the other hand the 
exclusion of much larger macroscopic defects in the order of millimetres by NDT screening of the 
whole component – and in between a gap, at least if one thinks about standard NDT methods. 
 
What could be an alternative to these inconsistent requirements? In [2] the authors proposed to 
perform a more thorough investigation on a number of carefully chosen axles (e.g. by  ultrasonic 
immersion technique or destructive methods) and to use the result for statistically specifying an 
upper-bound inclusion size which, by state-of-the-art quality control, will be found with high 
probability. Smaller defects which could escape its detection have then to be taken as existent even 
if the NDT record is “negative”. This limit defect size could then be used, in a worst case scenario, 
for the specification of a general reduction factor for the fatigue strength. The NDT technique has to 
be developed such that defect sizes larger than the limit are very probably be found by quality 
control measures which have to be exclusively based on a methodology allowing the complete 
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screening of the mechanically critical positions of the axles. 
 

  
 

Figure 5: Effect of the defect area normal to the loading direction on the fatigue life of a hot rolled A537 
carbon steel at a maximum stress of 260 MPa (according to Ma  [13]). 

 

  
 

Figure 6: Location for the metallographic proof of the absence of inclusions larger than permissible with 
respect to ISO 4967 and EN 13261 (not in scale). 

 
2.5 Reliability Issues of Non-destructive Testing (NDT) 
 
A science-based inspection regime consists in two major elements: facture mechanics based residual 
lifetime and the probability of detecting (PoD) a crack of a certain size. Combining both types of 
information, the probability to find a potential crack in due time, i.e., before it becomes critical can 
be determined as a function of the inspection interval. No discussion on the fracture mechanics part 
shall be provided here, see, however the detailed discussions of the authors in  [2]. 
 
Non-destructive testing is usually performed by ultrasonic (US) (shorter interval) and magnetic 
particle inspection (MPI) (larger interval). It seems likely, that MPI is the most cost-effective NDT 
technique for a bare axle (the wheels, bearings, brake discs etc. are removed) during its overhaul. 
Note, however, that there might be the risk of scratching during dismantling. Unfortunately fatigue 
cracks may be initiated and grow to failure in less time than needed to wear out the wheels. 
Therefore, costly and disruptive axle inspections in between overhauls have to be carried out which 
are usually based on US as a compromise between a limited intrusiveness, which disrupts train 
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service, and a lower PoD compared to MPI.  
 
With respect to ultrasonic inspection it has to be distinguished between: 
 
− far end scan (the axle is inspected from the end of the axle to mid-span or further) 

near end scan (the axle is inspected from the end of the axle to an adjacent seat) 
and high angle scan (the axle is inspected from the axle body across the seat), 

− inspection from the outer surface in solid axles and from the bore in hollow axles,  
− manual or automated testing, and 
− standard or sophisticated test and analysis methods such as phase array, synthetic aperture 

focusing technique (SAFT) etc. 
 
PoD-crack size curves for railway axles have first been determined by Benyon and Watson  [14] in 
2001 (see also the subsequent discussion in  [15]). The by now most up-to-date and most systematic 
study of PoD on railway axles has been performed in the European WIDEM project  [16]. In Figure 
7 some of these data are shown along with the data of  [14]. Note that none of the curves can be 
generalised because they belong to specific test setups.  
  
 

 
 
Figure 7: Probability of detection (PoD) of cracks as a function of crack depth. (a) Data obtained by 

magnetic particle inspection and ultrasonic techniques (according to  [14]; 50% confidence level; 
solid axle); (b) Comparison between ultrasonic near end scan data for solid axles and ultrasonic 
data obtained from the bore of hollow axles (according to  [16]; 50% confidence level). 

 
The overall probability of non-detection (PoND) as the complement to the POD is identical with the 
probability that an axle with an initial crack of 2 or even more millimeters depth (such as assumed 
in the fracture mechanics analysis) fails because the crack was not found in due time. This has to be 
distinguished from the failure probability of an arbitrary axle in the fleet which is smaller by 
magnitudes since a pre-existing crack of that size is very unlikely. 
 
Besides the fracture mechanics based residual lifetime the steepness of the PoD-crack size curve is 
the second key parameter for establishing inspection intervals. This is illustrated in Figure 8. The 
failure probability of the axle, i.e., the probability that the crack will not be found in due time, 
increases for a larger inspection interval but it significantly reduces for a shorter one, i.e., with any 
additional inspections before potential failure (Figure right). The PoD of a specific inspection 
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becomes larger when the crack is more extended and when the PoD-crack size curve is steeper 
(Figure 8 left). Therefore, measures for improving the PoD-crack size curve [in the figure from (1) 
to (2)] are of paramount importance for reaching an optimum between safety and cost-efficiency. 
 

 
 
Figure 8: Schematic correlation between the PoD-crack size characteristics of a NDT method, the inspection 

interval and the failure probability of an axle with a pre-existing crack. 
 
No detailed discussion on options for improving the PoD-crack size characteristics shall be given 
here because this is a subject of ongoing and future research activity, see however the remarks in  [2]. 
Certainly increasing automation will lead to improvements in NDT quality since, this way, human 
factors such as the level of training and experience of the inspectors and others which significantly 
contribute to the variability in manual inspection results are eliminated. Another measure is the 
application of more sophisticated test and analysis methods, e.g., for US, the application of the 
phase array or synthetic aperture focusing technique (SAFT). Note, however, that the challenge is 
not just to have more reliable NDT methods but to optimize these for railway axles with respect to 
the inspection time needed such that cost-intensive intrusiveness, which disrupts train service, is 
kept as small as possible. 
 
3. SUMMARY 
 
Starting with an axle failure case and a failure statistics for Europe the paper gives a brief overview 
on selected issues of existing and potential innovative safe life and damage tolerance methods for 
railway axles which, as the authors think, promise some potential for further increasing the safety 
level of axles. The issues addressed comprise questions of limiting the projected lifetime as a 
consequence of features such as damage accumulation, the potential very high cycle fatigue effect 
and corrosion including the “one-million miles axle” concept and in-service effects on the fatigue 
life such as corrosion pits and flying ballast impact notches. Special attention is put on the potential 
effect of non-metallic inclusions on fatigue strength and lifetime. A gap in the existing quality 
regulations has been identified. As an alternative it is proposed to carry out a throughout 
investigation of the as-is state and to correct the design fatigue strength with respect to a limiting 
defect size which will not be found with acceptable probability in quality control. Defect sizes 
above this limit have to be found with high reliability by innovative NDT techniques. Finally, the 
improvement of the PoD-crack size characteristics of NDT has been identified and discussed as a 
paramount goal for reaching an optimum between safety and cost-efficiency. 
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Abstract  
Ships structures are subjected to various types of cyclic loads from waves, wind and cargo operations that 
cause fatigue damages in the structures. There exist rules to regulate the structural design with sufficient 
fatigue strength to survive their service period. However, fatigue cracks do occur earlier than expected in 
numerous locations of e.g. ocean-crossing container vessels. The presence of fatigue cracks greatly affects a 
ship’s safety and serviceability. Managing how initiated cracks grow is an important task to ensure a safety 
and cost-effectiveness ship transportation. The objective of this study is to develop a robust method, which 
can be used to predict crack growth and crack maintenance in ship structures. A longitudinal stiffener of a 
2800TEU container vessel with full-scale measurements of e.g. strain signals and operation conditions are 
used in the study. Firstly, a spectral S-N fatigue analysis is adopted to predict when the first crack occurs in 
the ship’s most fatigue-critical region. Then the crack’s growth characteristics are modeled by the code 
FRANC2D. Finally, the time needed for the crack initiation and growth are studied in terms of structural 
maintenance plan, i.e. crack growth management. 
 
Keywords  Fatigue crack, hydrodynamic loads, ship structure, spectral method and wave height. 
 
1.  Introduction 
 
The size of ships has increased rapidly during the last decade as a result of the fast growth of the 
global shipping market and the developments of construction technologies that also makes the high-
tensile steels widely used in ships.  The increase of dimensions and high-tensile steel usage in ships 
made the ship structures more flexible when they are operated in waves. The wave (hydrodynamic) 
loads can cause continuously changing stresses and result in fatigue damages in ship structures, 
which challenges the ship’s structural integrity and thereby its safety. Therefore, ship structures 
should be designed with sufficient fatigue strength based on the rules [1], where fatigue strength is 
assessed using stress-based approaches (the high-cycle fatigue analysis). In ship class rules, the 
stress range distribution is normally provided for the fatigue assessment. But for a novel ship design, 
the stress range distribution is not available and should be computed by a direct calculation method 
that demands huge computation powers to consider the ship’s specific operation conditions and 
encountered wave environments. However, large uncertainties cannot be avoided in the above two 
fatigue design processes [2]. For example, a ship’s real encountered wave environments may be 
different from that used and proposed in the fatigue design rules [3, 4]. The results from the 
hydrodynamic loads analysis can be large [5]. There are additional factors which are also often 
disregarded in the fatigue analysis of ship structures, such as analysis of the effects of redistribution 
of residual stresses from manufacturing, corrosion, weld defects, etc., and these factors contribute to 
even larger uncertainty in the fatigue assessment. The sum of all these factors may explain why 
fatigue cracks are found earlier than expected in many vessels. Repairing the entire minor to 
moderate cracks is expensive and it is seldom an alternative, due to the economic issues related to 
the maintenance process. Hence, the understanding if “initiated” and visible cracks are critical to the 
structure’s integrity becomes an important issue. Tools and methods for maintenance plan based on 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-2- 
 

crack growth management should therefore be developed. In the literature, crack propagation under 
various sailing conditions has been investigated in e.g. [6]. A summary of the progresses of using 
fracture mechanics in the maritime industry is summarized in [7]. 
 
The objective with the current study is to present the derivation of a useful method that can be used 
to predict the fatigue crack growth in a ship structure. In the development, the special loading 
characteristics of ship structures are dealt with. It has been formulated to assist maintenance 
planning with respect to e.g. repair of fatigue cracks. A structural detail with an initiated crack in a 
2800TEU container ship is used to demonstrate the approach using fatigue loads from a direct 
calculation. The results are compared with full-scale measurements made on the vessel. Finally, 
based on the operation conditions for the current case study vessel and the existing crack, the 
number of voyages the ship structure can undertake before final rupture is investigated.  
 
2.  A spectral method for ship fatigue assessment 
 
For the ship fatigue assessment, the long-term structural stresses are divided into a series of short 
stationary signals [8]. A stationary process can last for from 20 minutes to several hours. The 
structural stress under a stationary sea state is caused by the wave loads applied on ships. The waves 
in a sea state is often described by the significant wave height, Hs, the wave period Tp, and a 
specific wave spectrum S(Hs, Tp). In order to estimate a ship’s fatigue damage under a sea state, its 
structural stress is often assumed to be Gaussian distributed [9]. Hence, both the hydrodynamic 
loads and the structural stresses can be computed by linear theories. 
 
2.1. High-cycle fatigue analysis 
 
Ship structures are designed to behave elastically during its design life of around 20 years. The 
fatigue strength is assessed by stress-based approaches, i.e. high-cycle fatigue design principles. In 
the analysis, the material behavior is characterized by a S-N curve, with a log-linear dependence 
between the number of cycles to failure N, and the stress cycle range S, log(N ) = α − m log(S). 
Different S-N curves exist for different materials, geometries, welds, etc., the parameters a and m 
are usually categorized based on the properties of structural details in the class rules. The stress 
ranges, here denoted by Si, (i = 1,…,n), can be obtained by the rainflow counting method for each 
sea state. Finally, the accumulated damage is calculated using the linear Palmgren-Miner law as: 

 D = Si
m

αi=1
n∑  (1) 

In order to estimate the fatigue damages accumulated in a sea state, it is necessary to get the total 
number and distribution of the stress ranges Si. Since the stress is assumed to be Gaussian, it is 
sufficient to get the spectrum of structural stresses for the ship fatigue assessment. 
 
2.2. Ship structural stresses in a sea state 
 
The variability of structural stresses, denoted by X(t) here, is mainly caused by the change of the 
wave loadings applied on ships. Hence, it is essential to get the correct wave (hydrodynamic) loads. 
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The structural stresses due to the wave loads can be computed by beam theory. To simulate and 
evaluate realistic ship operation conditions, the computation has to be done for many sea states, at 
various ship speeds, U, and different heading angles, θ. In general, a frequency domain analysis is 
used to first compute the Response Amplitude Operators (RAOs) of the hydrodynamic loads using 
linear potential strip theory [10]. Then, by means of beam theory, the transfer function of structural 
stresses Hσ(ω|U, θ) is calculated using the section modulus of the structural detail of interest. Often, 
a stress concentration factor is added in the transfer function to get the local stresses. Thereafter, the 
stress spectrum under arbitrary sea states, Sσ(ω|Hs, Tp), can be computed as: 

 Sσ (ω |U,θ, Hs,Tp ) =| Hσ (ω |U,θ ) |2 ⋅Se(ω | Hs,Tp ), (2) 

where Se(ω|Hs, Tp) is the encountered wave spectrum. It is not always explicitly derived for all wave 
frequencies, but the spectral moments are rather easy to obtain and of great interest in fatigue 
analysis. The n-th order spectral moments is calculated by:     

 λn = ω +ω 2U cosθ / g
n

H
σ

2 (ω |U,θ )S(ω | Hs,Tp )dω0
∞∫ .  (3) 

Let R denote the local maxima of the Gaussian stress signal X in a sea state. The distribution of R 
can be described by Rice’s distribution function: 
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⎛
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⎜

⎞
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⎟

2

 
(4)

 

where Φ is the standard normal cumulative distribution function, σx is the standard deviation of X 

and , ε is the spectral width parameter. If ε = 0, Eq. (4) becomes Rayleigh distribution: 

 FR (r) =1− e
− r2

2σ x
2
, whereR ≥ 0 (5) 

For the narrow band Gaussian process, the number of local maxima can be computed through the 

zero-upcrossing frequency of the signal X(t) as  . 
 
2.3. A spectral fatigue method 
 
Since the waves in a stationary sea state are actually random processes, the stress cycle range S is 
also a random variable with the probability density function (pdf) denoted by fS(s). Then, the 

expected value of Sm is computed by E[Sm ] = sm fS (s)ds0
∞∫ . For a zero mean narrow band Gaussian 

stress X(t), the stress cycle range S is approximated by two times the stress amplitude R, i.e. S ≈ 2R. 
Subsequently, by means of Eq. (5), E[Sm] can be computed by: 

 E[Sm ] ≈ (2r)m fR (r)dr = 2 2σ x( )0
∞∫

m
Γ m

2
+1

⎛
⎝
⎜

⎞
⎠
⎟ (6) 

where Γ(x) is the gamma function. The expected fatigue damage computed by Eq. (1) becomes: 
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 E[D] = N0

α
E Sm⎡⎣ ⎤⎦ ≈ N0

α
2 2σ x( )m

Γ m
2

+1
⎛
⎝
⎜

⎞
⎠
⎟  (7) 

where N0 is the expected number of stress cycles and computed by N0 = T·fz for X(t), t ∈ [0, T]. 
Finally, the expected fatigue damage caused by the narrow band stress X(t) denoted by DT, is: 

 DT = E[D] ≈ T
2πα

λ2

λ0

2 2λ0( )m
Γ m

2
+1

⎛
⎝
⎜

⎞
⎠
⎟ (8) 

Equation (8) is also known as the narrow band approximation and works quite well even for stress 
signal with spectral width parameter ε up to 0.5 [10].  
 
3.  Crack propagation analysis for ship structures 
 
Ships follow specific inspection and maintenance plans based on rules and regulations. Because of 
large costs during the repair process [11], ship owners would like to repair ship defects and cracks 
during the ship’s regular hull survey, which should be carried out from every 2 to 5 years depending 
on the type and age of the vessel. However, it is not practical or possible to repair all the cracks at 
once. Consequently, it is of great interest to study when fatigue cracks propagate and reach a critical 
length which requires immediate repairing. In the following, an efficient way for such an analysis is 
derived and it has been limited to Model I crack propagation according to linear elastic fracture 
mechanics principles.  
 
3.1. Fatigue crack propagation analysis 
 
The rate of fatigue crack propagation under cyclic loads can be described by the Paris’ law [12] as: 

 da
dN

= C ⋅ ΔK k  (9) 

where a is the crack length, N is the number of cycles, da/dN is the crack growth per load cycle, and 
C and k are material parameters from experiments. The ΔK is the range of the stress intensity factor 
during a load cycle, i.e. ΔK = Kmax-Kmin, where the stress intensify factor K is defined as 
K = σ f (a / w) πa , in which σ is the tensile stress perpendicular to the crack plane, f(a/w) is the 
dimensionless parameter in terms of the crack geometry. The value of K can be difficult to describe 
analytically for ship structures due to their geometrical complexity. Alternatively, codes such as 
FRANC2D [13] can be used to compute K as a function of the crack length. Let  . 
The stress intensity factor can be written as K = σY. For the computation of Y by Franc2D, the crack 
growth is treated as a series of stages, i.e. the crack grows from aj, j = 0,1,…, M, corresponding to 
the value of Yj, j = 0,1,…, M. Here, a0 is the initial crack length and aM represents the critical crack 
length defined for crack repair. Finally, the stress intensity factor range becomes ΔK = ΔσY. 
 
3.2. Fatigue crack growth under a sea state 
 
Following the reasons in Section 2.3, here the stress signal X(t) is also assumed to be a zero mean 
narrow band Gaussian process. Further, it is assumed that the compressive stress does not contribute 
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to the crack propagation. Hence, the stress range Δσ equals to the local maximum of X(t), Δσ = R. 
Let T denote a sea state lasting period, say 30 minutes, and assume that Y is constant for a crack 
from aj to aj+1, i.e., Y = Yj, which is computed by fracture mechanics codes such as the FRANC2D. 
The expected number of stress cycle N0 is known from Section 2.3. Then the expected crack growth 
in the sea state can be computed by: 

 ΔaT = E Ci=1
n∑ ΔKi

n⎡⎣ ⎤⎦ = CN0Yj
kE[Δσ k ] = TC

2π
λ2

λ0

Γ k
2

⎛
⎝
⎜

⎞
⎠
⎟ 2λ0Yj( )k

 (10) 

where λ0 and λ2 are the spectral moments of X(t) in the sea state as Eq. (3). By means of Eq. (10), it 
is straightforward to compute how many sea states a ship can sail until the crack of interest reaches 
to aM, which is the critical crack length that requires repair, cf. crack growth management.  
 
3.3. Sailing wave environments and ship response 
 
When a ship sails across the ocean, e.g. on the North Atlantic trade, the ship typically encounters 
one or two storms with high significant wave height Hs, see Fig. 1 (left) for an example. Depending 
on the weather forecast information, captains can choose different routes for safety and economics 
reasons. For the prediction of fatigue crack growth, it is of great interest to know the distribution of 
the wave environment a ship will encounter in a few years. A large amount of data is available, such 
as wave measurements from satellites, hindcast or buoys, which can be used for this purpose. There 
also exist statistical models built up based on the data, e.g. [14], which can be used to simulate the 
mean and covariance of wave environments along various ship routes.  
 

        
Figure 1. (Left) One voyage from Europe to North America with the significant wave height Hs for all the 
encountered sea states during the voyage; (Right) response amplitude operators of two bending moments for 
a ship operating with 10 m/s forward speed and heading angle 20 degrees. 
 
For ship fatigue assessment, the structural response should be computed for all encountered sea 
states. In the maritime industry, the response is often described by the transfer function, Hσ(ω|U, θ), 
which depend on the ship speed and the heading angle. When sailing in the North Atlantic Ocean 
from Europe to North America, ships usually have to go against waves with a heading angle to the 
wave encounter direction that varies between 20 to 50 degrees. As a result, the normal stress signal 
X(t) is composed of stresses from the ship’s vertical bending, horizontal bending and Vlasov 
Torsion. In the right plot of Fig. 2, an example of these two bending moments is depicted.  
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4.  A case study: fatigue analysis of ship structures 
 
A structural detail amidships (see Fig. 2) of a 2800TEU container ship is used to demonstrate the 
approaches for ship fatigue analysis presented in the previous sections, i.e. fatigue initiation in 
Section 2 and crack propagation in Section 3. The purpose of the analysis is to explain how the two 
analysis methods can be implemented to plan the maintenance of ship structures. The structural 
detail of interest was identified from reports, which stated that fatigue cracks were initiated after 
less than half of the vessel’s fatigue design life. Hence, instruments were installed onboard to 
measure the time series of strains (stresses), significant wave height, heading angle and ship speed 
when crossing the North Atlantic. The measurement campaign includes 14 voyages where 7 go 
from Europe (EU) to North America (NA), while the other 7 go to EU from NA. For the following 
fatigue analysis, the parameters in the S-N curve [9] and the Paris’ law [15] are listed in Table 1 . 

 
Table 1. Material parameters in the S-N curve and in Paris law for the AH36 steel. 

Parameters  α m C K
Values 1012.76 3 1.45 ×10‐11 2.75

S‐N curve Paris law

 
 

        
Figure 2. A fatigue crack in the case study vessel and the structural detail in the fracture analysis. 

 
4.1. Fatigue crack initiation analysis  
 
Firstly, by means of the measured stress signals, the fatigue damages accumulated during each 
individual voyage are computed by the rainflow counting method – they are denoted as the 
“observed” damages. Secondly, the transfer function of structural stress is computed by means of a 
2D strip theory hydrodynamic analysis and the simple beam theory for structure analysis.  Then, 
combining the transfer function with the wave measurements (Hs, Tp) for all encountered sea states, 
the fatigue damages are computed by the spectral method as Eq. (8). The results from both methods 
are presented in Fig. 3. It is of interest to focus the study of the fatigue damages during winter 
season voyages from Europe to North America where the ship were operated in the harshest 
conditions. For these voyages, the spectral method gives maximum 30% discrepancy from the 
observed damages, but in the long-term analysis, the spectral method works well in comparison 
with the rainflow method. The results also confirm the initiation of a fatigue crack observed 
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Figure 3. Observed fatigue damages and damages computed by the spectral method introduced in Section 2.3 

for all measured voyages. Voyages 1-7 represent winter seasons, 8-14 represent summer seasons. 
 
4.2. Crack propagation analysis and maintenance plan 
 
A ship’s structure integrity can be strongly affected by fatigue cracks depending on their locations. 
Sometimes, the cracks can lead to undesirable consequences, such as oil leakage and compartment 
flooding, or even structural failure of the entire ship. In principle, the deck plates and longitudinal 
stiffeners/girders have to undertake the ship’s global strength. The cracks around these areas should 
be repaired well in time before they reach to a critical value. For this purpose, the crack propagation 
analysis is needed to plan the cracks maintenance. For the example container ship, the critical crack 
length is assumed to be 200 mm. The crack propagation analysis is performed using the approach 
presented in Section 3.2. It enables us to estimate how many voyages or sea states the ship can sail 
before the crack reaches to 200 mm. The initial and interval crack growth length is set to be 5 mm 
for the linear elastic fracture mechanics analysis. A strong beam is attached on the top of the 
stiffener to model the deck effect as shown in Fig. 2. A crack is initiated at the connection between 
the longitudinal stiffener and the associated bracket with high stress concentration. The crack 
growth path and corresponding stress intensity factors KI are computed using FRANC2D [13]. For 
the current boundary and loading conditions, an analysis showed that crack propagation was 
governed by Mode I. The final stage of the crack propagation and KI are presented in Fig. 4. 
 

             
Figure 4. Fatigue crack growth path and stress intensity factors computed by FRANC2D, where the initial 

crack length is 5mm, the crack is propagated straight upwards, and the element is set to 20 mm. 
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In order to predict the fatigue crack growth, it is necessary to get the wave environments, which the 
ship will encounter in the future years’ operation. In this study, the ship is assumed to sail along the 
same routes as the measured 14 voyages. Further, it is assumed that the ship is operated with the 
same speed and heading angle as the measured ones. The significant wave heights Hs along the 
measured routes are simulated using a spatio-temporal wave model presented in [14]. It contains the 
covariance structure of the ocean field in both time and space and enables us to simulate the value 
of Hs and their correlations for all locations (sea states) along the measured routes. Because of the 
natural variability of the wave environments, the value of Hs could change as in Fig. 5, together 
with the observed in one winter voyage. In the study, a stationary sea state is assumed to be 30 
minutes and described by the Pierson-Moskowitz (P-M) power spectrum density which is expressed 
in terms of the significant wave height, Hs, and the wave period, Tp. 
 

 
Figure 5. Significant wave heights along the route in Fig. 1 using the spatio-temporal model [14]. 

 
The crack propagation analysis is divided into various crack growth stages/intervals. For each stage, 
the crack increment is computed by Eq. (10) for the ship in a specific condition (Hs, Tp, U and θ). 
Subsequently, how many sea states the ship can sail for the crack growing from ai to ai+1 can be also 
calculated. Finally, the repair time, i.e. when the crack reaches to the critical length 200 mm, can be 
easily predicted. Using the repeated simulations of encountered Hs as in Fig. 5, the mean and 
variance of the fatigue crack growth under a certain period can be estimated. Therefore, the 
variation of the total sailing time until the crack propagates to a specific length can be predicted. 
 
Using the wave environments from the wave model simulation [14], the ship can sail for 2.53 years 
before the crack reaches 200 mm. If the waves are simulated many times from the other approach, 
the median value of such a period is 2.74 years, while the standard deviation of the period is 0.34 
year. Within each interval, the expected number of sea states needed for the crack to grow 5 mm is 
shown in Fig. 6, as well as the standard deviation of the number. When the crack length is short, 
more sea states are needed for the crack to propagate 5 mm. It can grow very fast when the crack is 
close to its critical value. In this case, only a few sea states can cause the crack to propagate 5 mm. 
It should be noted that the number of sea states for the crack to grow 5 mm does not always 
decrease as the crack length increase, such as the crack grows to 25 mm, 50 mm etc. This is because 
the crack can grow slower when the ship meets more calm sea state, e.g. during summer, or/and 
sails with a better operation condition (speed and heading angles with respect to waves, and less 
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loadings etc.). These findings can be used in a ship fatigue routing plan, i.e. optimization of ship 
courses, ship speeds, heading angles and loading conditions. It has to be combined with the 
shipping schedule, structural ultimate safety, onboard weather forecast information and regular 
inspection to maximize the ship’s serviceability before the regular inspection and maintenance. 
Further, the large standard deviation in Fig. 6 indicates that the ship has a potential to extend its 
repair time dramatically if the ship’s operation is well planned. 
 

 
Figure 6. Median and standard deviation of the sailing periods (number of sea states) when the fatigue crack 
reaches 200 mm. Bars: median values of sea state number; lines: the standard deviation of sea state number 

needed for the crack to propagate 5 mm. 
 
5.  Discussion and conclusions 
 
Conventional fatigue design of ship structures is carried out using high-cycle fatigue approaches, 
with stress ranges from either empirical data or direct calculations. Because of large uncertainties 
involved in the ship fatigue design process, such as the variation of encountered wave environments, 
computation of hydrodynamic fatigue loads and stress concentration factor, etc., fatigue cracks 
occur much earlier than expected. It is of great interest to study the crack propagation conditions in 
order to design and plan a maintenance strategy based on crack growth management, which ensures 
e.g. safety of the vessel. In this study, an efficient method for fatigue crack propagation analysis in 
ships was derived based on the narrow-band spectral fatigue method. The spectral method was 
validated by full-scale measurements on a 2800TEU container ship, to give accurate prediction of 
stress range distributions. In a crack propagation analysis, a case study using an example from 
reality of a structural detail prone to fatigue was used to demonstrate the application of the proposed 
method. The results show that depending on the encountered wave environments, the crack is 
critical and needs to be repaired within 2 to 3 years. During the crack propagation process, many 
sea states were required for the crack to grow 5 mm, but when the crack reached close to 200 mm, 
only a few sea states grew the crack 5 mm. It indicates the necessity to repair the crack in time since 
it can grow so fast that structural integrity and safety may be jeopardized. 
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Abstract  During fatigue of metastable austenitic steels, local plasticity is linked with the formation 

of martensite. It was shown that cubic ´ martensite nucleates at slip band and  martensite 

intersection sites ahead of growing fatigue cracks. Since such intersections require the operation of 

alternate slip systems, martensite formation was found only for shear-controlled single-slip crack 

propagation (mode II) prevailing during the early propagation phase of microstructurally short 

fatigue cracks. Surprisingly, cracks were found not to initiate within martensitically transformed 

grains but by a fraction of 70% along twin boundaries. The extent of martensite formation ahead of 

a propagating crack increases with increasing crack length and eventually, gives rise to 

transformation-induced crack-closure effects. The interaction between the crack tip plasticity and 

the local microstructure was quantitatively analysed by automated electron back-scatter diffraction 

(EBSD) in the scanning electron microscope (SEM) applied to the electro-polished surfaces of 

fatigue specimens. Following a geometrical model for martensitic transformation, further analysis 

of the relevant fatigue mechanism became possible aiming to both mechanism-based life prediction 

and tailoring fatigue resistant microstructures. 

 

Keywords  austenitic steels, martensitic transformation, fatigue crack propagation, short crack model 

 

 

1. Introduction 
 

Metastable austenitic stainless steels, e.g., AISI 304, may exhibit a transformation from fcc 

austenite into bcc martensite (´ martensite) if a certain monotonic or cyclic plastic strain value is 

exceeded. This so-called TRIP effect (transformation-induced plasticity) is widely technically used, 

e.g., for work-hardened spring elements. From a thermodynamic point of view, at room temperature 

the Gibbs free energy difference G between the fcc and the bcc phase is not large enough for 

spontaneous martensitic transformation to occur. However, this changes when sufficient plastic 

strain energy Gmech is added, as it is schematically represented in Fig. 1a. Generally, the phase 

relationship between the parent fcc austenite and the martensite can be explained by the Bain 

relationship as shown in Fig. 1b [1]. From a microstructure point of view, plastic slip along the {111} 

slip planes of the fcc austenite cause the formation of extended stacking faults (due to the low 

stacking fault energy of the metastable austenitic steels), i.e., hexagonal  martensite bands. The 

cubic ´ martensite nucleates at intersection points of the  martensite bands (cf. [2,3]). Between 

the parent austenite and the transformed martensite, the Kurdjumov-Sachs relationship is fulfilled 

(cf. [4]):  

  }101{||}111{ and     111||110 . (1)  
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a b 

Figure 1. (a) Contribution of the mechanical strain energy Gmech to the thermodynamic driving force for 

austenite-to-martensite transformation and (b) unit cell model of the martensitic transformation,  

according to Bain [1]. 

 

According to Olson and Cohen [3], the ´ martensite volume fraction f´ can be calculated as a 

function of the plastic strain pl by Eq. 2: 

 

    n

plα αεexp1βexp1f  , (2) 

 

with n being a material-depending exponent,  a temperature-depending constant, and  accounting 

for the probability that martensite embryos are formed at shear-band intersections. While under 

monotonic loading conditions the ´ saturation level is reached at f≈0.9, under cyclic loading 

conditions the transformation depends on the accumulative plastic strain pl, cum and sets in only 

when a critical threshold of pl/2≈0.3 is exceeded [5]. Under high-cycle fatigue (HCF) loading 

conditions and correspondingly very small pl, plastic deformation is limited to grains of favorable 

orientation of the slip systems, with values of the Schmid factor MS≈0.5. Smaga et al. [6] use the 

Olson-Cohen model to define a damage parameter that includes inhomogeneous cyclic hardening 

due to martensitic transformation. In very-high cycle fatigue (VHCF) Müller-Bollenhagen et al. [7] 

had shown that the onset of fatigue damage in form of local plasticity is stopped by martensite 

formation (self healing of defects); they concluded that metastable austenitic stainless steels exhibit 

a real fatigue limit. However, in the HCF regime short fatigue cracks may initiate without 

martensitic transformation. The propagation of such cracks cannot be shielded completely by the 

formation of martensite in the plastic zone ahead of the crack tip [4].  

In order to understand and to predict the propagation behavior of microstructurally short fatigue 

cracks in metastable stainless steels, the geometrical model of Bogers and Burgers [8] was 

employed. It considers co-operative slip at two austenite slip systems as schematically represented 

in Fig. 2. Here, bcc ´ martensite nucleation is a product of partial dislocation displacement on 

every 2
nd

 (T/2) and every 3
rd

 (T/3) {111} slip plane, respectively.  

 

    fccfcc 121a
6
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2

1

2

T
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13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-3- 

 

 
Figure 2. ´martensite nucleation at {111} slip-band intersection points, according to the model of Bogers 

and Burgers [8].  

 

The Bogers-Burgers model for martensite formation at fcc shear band intersections has been proven 

experimentally in various studies and is the basis for the modeling concept introduced in section 4. 

 

2. Experimental 
 

The experiments were carried out on cylindrical specimens of the metastable austenitic stainless 

steel AISI 304L provided by Deutsche Edelstahlwerke Siegen, Germany, with the chemical 

composition given in Table 1. Prior fatigue testing, the specimen material was solution heat-treated 

for 1.5h at a temperature of 1050°C in order to homogenize the microstructure resulting in an 

average austenite grain size of 74µm. To analyze microstructurally short fatigue cracks within a 

limited area, two shallow notches were machined at 0° and 180° of the gauge length of the 

specimens (see Fig. 3). To apply electron channeling contrast (ECCI) and electron back-scatter 

diffraction (EBSD) within the scanning electron microscope (SEM), the surface of the specimens 

was electrolytically polished at T=-15°C/15V using perchloric acid (8%, cf. [9]). 

 
Table 1. Chemical composition of the metastable austenitic steel used in this study (in wt. %). 

 

alloy Fe C Cr Ni Si Mn Cu Mo 

AISI 304L Base 0.03 18.1 8.75 0.62 1.85 0.54 0.37 

 

 
Figure 3. Shallow-notched specimens for microcrack characterization in a  

servohydraulic testing system. 
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Fatigue cracks were followed using a MTS810 servohydraulic testing system under load control at a 

stress ratio of R=-1. Crack length analyses and measurements of the crystallographic 

orientation/phase distributions were done in the SEM by periodically removing the specimens from 

the testing machine. The fatigue limit was estimated by rotating bending tests following the 

staircase approach.    

 

3. Results 

 
The fatigue limit of the AISI 304L test material was found to lie in the range between 

/2=230MPa and /2=240MPa. It is worth mentioning that (i) above a number of cycles of 

N≈510
5
 cycles no failure was observed at all and (ii) the fatigue limit is of the same order of 

magnitude than the 0.2%-offset yield strength of Rp0.2=237MPa. HCF microcrack propagation 

studies were carried out at a stress amplitude (fully reversed, R=-1) of /2=245MPa. After a few 

thousands of cycles, martensitic transformation occurred in favorable oriented grains of a high 

Schmid factor close to MS=0.5. Furthermore, it is believed that the high elastic anisotropy of 

austenitic steel (A=2C44/(C11-C12)=3.81, cf. [10]) promotes the local transformation process, but 

obviously also crack initiation. About 70% of all crack initiation events (48 evaluated cracks) can be 

correlated with twin boundaries, which exhibit high anisotropy stresses, as it was analyzed in the 

studies of Heinz and Neumann [11] and Blochwitz and Tirschler [12]. Surprisingly, crack initiation 

cannot be correlated with martensitic transformation.  

Figure 4a shows an example of crack initiation at a twin boundary. Only when the crack path leaves 

the twin boundary (above and below the twin boundary crack segment) and continues by alternating 

activation of various {111}<110>-type slip systems, martensite could be identified by means of 

EBSD phase analysis. Obviously, the slip intersections act as martensite nucleation sites, according 

to the theory of Olsen and Cohen [3] and Bogers and Burgers [8]. This observation is further 

supported by Fig. 4b. Again, the crack was initiated at a twin boundary segment. When following 

the right-hand branch of the crack, one may notice that propagation follows a {110} martensite 

plane. It is believed that the activation of alternate slip systems in the austenite ahead of the crack 

tip cause martensite formation. In the following, further crack propagation occurs within the 

martensite phase. In a more pronounced manner this was observed within the circle area in Fig. 2b. 

However, as long as fatigue crack propagation is driven by the activation of only one slip system, 

no martensite formation can be identified. 

 

 a b 

Figure 4. Microstructurally short fatigue cracks: (a) crack initiation at a twin boundary without any 

martensite formation (see EBSD map beside) and (b) crack propagation operated by alternating slip in 

combination with massive martensite formation (see EBSD map below).  

The Bogers-Burgers mechanism was identified by using transmission electron microscopy (TEM). 
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Figure 5 shows the intersection of {111} slip bands, which can be interpreted as stacking faults 

changing the stacking sequence from ABCABC with the fcc austenite to ABAB within the slip band. 

Such stacking faults correspond to  martensite bands. Where these bands intersect bcc ´martensite 

is formed (see Fig. 5a). 

 

 
 a b 

Figure 5. Deformation-induced ´ martensite formation during HCF loading of AISI 304L steel after N=10
5
 

cycles: (a) TEM micrograph and (b) schematic representation.  

 

Analysis of the crack propagation rate as a function of the local microstructure revealed that the 

crack propagation rate decreases strongly, when (i) the propagation mode changes from single-slip 

propagation mode to double slip propagation mode, (ii) the crack propagates into transformation 

martensite, or when (iii) the crack tip approaches a grain boundary. Generally, the strong 

interactions between the plastic zone ahead of the crack tip and the local microstructural features 

give rise to an oscillating crack propagation rate, which was found at lower stress intensity ranges 

K than the threshold value Kth. The comparison of the propagation behavior of several 

microcracks with the one of a long crack is shown in Fig. 6.  
 

 
Figure 6. Propagation behavior of short (2a<400µm) and long fatigue cracks in  

metastable austenitic steel AISI 304L. 
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4. Modeling Concept and Discussion 

 
It is the aim of the study to predict the complex propagation behavior of microstructurally short 

fatigue cracks, as presented in section 3. For this purpose a short crack model has been developed 

where the crack and its plastic zones are meshed by boundary elements (for details see [13,14]). The 

boundary elements represent shear displacements along individual slip planes and normal and shear 

displacements within the crack. Accounting for the boundary conditions that (i) within the crack the 

normal displacements must be positive and no shear stresses are present and (ii) the shear stress 

values within the slip bands are limited to the friction stress fr, the equation system for the 

displacement distribution along crack and slip bands can be calculated. The crack propagation rate 

results from the cyclic crack tip slide displacement CTSD as follows 

 ΔCTSDC
dN

da
 , (4) 

where C represents the irreversible part of CTSD that contributes to crack advance.  

In order to account for the Bogers-Burgers mechanism of martensitic transformation (see section 1), 

the model has been extended to alternate slip ahead of the crack tip. Vector addition of the slip 

displacements bt1 and bt2 (see Fig. 7) give a resulting displacement bR. The magnitude of these 

displacements determines the size of the corresponding martensitic transformation zone. The 

direction of the resulting displacement does not necessarily correspond to a slip direction of the 

martensite phase, the displacement bR is projected onto the current crack propagation direction, 

eventually resulting in the crack tip displacement bRP corresponding to CTSD within the crack 

propagation plane.  

 

 
 a b  c 

 

Figure 7. Modeling concept for strain-induced martensite formation ahead of a growing fatigue crack: (a) 

crack tip with martensite and the various austenite slip systems, (b) displacement at two representative slip 

planes, and (c) corresponding new martensite zone with the respective crack tip slide displacement.   

 

 

As mentioned before, the austenite to martensite phase transformation results in a 2.57% volume 

increase. Therefore, a volume strain m is implemented in the model. As schematically shown in Fig. 

8, the martensite phase and the individual grain boundaries are meshed by boundary elements that 

describe absolute displacements of the boundaries. By superimposing the displacements within the 

plastic zone ahead of the crack tip (relative displacements) with those of the boundaries (accounting 
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for the individual elastic properties) and the volume strain within the transformation zone, one can 

predict crack propagation.   

 

 

Figure 8: Schematic representation of the boundary element model: (a) crack with adjacent slip bands and 

martensite transformation zone in an individual grain of stiffness E1 and (b) superimposition of crack-free 

grain, crack in an infinite plate and volume expansion strain m.  

 

Figure 9 shows the application of the model to a real microstructurally fatigue crack in AISI 304L. 

Certainly, the simulation shows a martensite distribution of much higher homogeneity than the 

experimental evaluation, but the predicted crack propagation rates are in reasonable agreement. 

Hence, one may conclude that the modeling concept represents the governing mechanisms in the 

right way, supporting the concept of Bogers and Burgers to be applicable to fatigue crack 

propagation in combination with martensitic transformation in metastable austenitic steels. 

 

 
 a b  
Figure 9. Microstructurally short fatigue crack in AISI 304L: (a) EBSD phase distribution, SEM micrograph 

and predicted strain induced martensite, (b) corresponding simulated vs.  

experimental fatigue crack propagation.   
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5. Conclusions 

 
Crack propagation during high-cycle fatigue loading of metastable austenitic steel AISI 304L is not 

only governed by interactions with local microstructural features such as the alloy grain boundaries. 

Moreover, plastic slip ahead of the crack tip causes the formation of strain-induced ´ martensite. 

According to a geometrical model of Bogers and Burgers, the fcc austenite to bcc martensite phase 

transformation can be described by co-operative activation of partial dislocations on two 

intersecting {111} type slip bands. It was proven by scanning and transmission electron microscopy 

that martensite formation occurs only within areas of multiple slip activation. For crack initiation 

and propagation along single slip bands no martensite formation was identified. Depending on the 

local crystallographic orientation of the grains with respect to the remote stress axis and depending 

an the amount of martensite phase formation, the crack propagation rate is increased or decreased, 

respectively. This can be qualitatively predicted by computer simulation using a boundary element 

approach where the crack and the possible slip planes are described by boundary elements allowing 

for martensitic transformation according to the Bogers-Burgers model. 

 

 

 

Acknowledgements 

The financial support by Deutsche Forschungsgemeinschaft DFG under grant no. PAK104 - 

KR1999/11 is gratefully acknowledged. 

 

 

References 

[1] E.C. Bain, The nature of martensite transformation, AIME Steel Division, 70 (1924) 25-46. 

[2] H. Schumann, Bildung von ´-Martensit im Schnittbereich von -Martensitplatten, Kristall 

und Technik, 12 (1977) 363-370. 

[3] G.B. Olsen, M. Cohen, Kinetics of strain-induced martensitic nucleation, Met. Mat. Trans, 6A 

(1975) 791-795. 

[4] U. Krupp, I. Roth, H.-J. Christ, M. Kübbeler, C.-P. Fritzen: In-Situ SEM Observation and 

Analysis of Martensitic Transformation during Short Fatigue Crack Propagation in Metastable 

Austenitic Steel, Adv. Engng Mater., 12 (2010) 255. 

[5] M. Bayerlein, H.-J., Christ, H. Mughrabi, Plasticity-induced martensitic transformation during 

cyclic deformation of AISI304L stainless steel, Mater. Sci. Engng A, 114 (1992) L11. 

[6] M. Smaga, P. Starke, D. Eifler, J. Fingerhuth, B. Nieweg, D. Siegele, Bewertung der 

Ermüdungsfestigkeit metastabiler austenitischer Stähle unter Berücksichtigung zyklischer 

Ver- und Entfestigungsvorgänge, in: Fortschritte in der Werkstoffprüfung in Forschung und 

Praxis, M. Borutzki, G. Moninger (Eds.), Verlag Stahleisen, Düsseldorf, 2012, pp. 173-178. 

[7] H.-J. Christ, C. Müller-Bollenhagen, M. Zimmermann, Effect of deformation induced 

martensite on the very high cycle fatigue properties of a metastable austenitic stainless steel, 

in: Proc. 5
th

 Int. Conf. on Very High Cycle Fatigue (VHCF 5), C. Berger, H.-J. Christ (Eds.), 

DVM Berlin, 2011, pp. 171-176. 

[8] A.J. Bogers, W.G. Burgers, Partial dislocations on the {110} planes in the bcc lattice and the 

transition of the fcc into the bcc lattice, Acta Metall. 12 (1964) 255-261. 

[9] I. Roth, Untersuchungen zum Ausbreitungsverhalten mikrostrukturell kurzer Ermüdungsrisse 

in metastabilem austenitischen Edelstahl, doctorate thesis, University of Siegen, 2011. 

[10] H.M. Ledbetter, Predicted monocrystal elastic constants of 304 type stainless steel, Physica 

128B (1985) 1-4.  



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-9- 

 

[11] A. Heinz, P. Neumann, Crack initiation during high-cycle fatigue of an austenitic steel, Acta 

Met. Mat. 38 (1990) 1933-1940.  

[12] C. Blochwitz, W. Tirschler, Twin boundaries as crack nucleation sites, Cryst. Res. Techn. 40 

(2005) 32-41.  

[13] M. Kübbeler, I. Roth, U. Krupp, C.-P. Fritzen, H.-J. Christ: Simulation of Stage I-Crack 

Growth Using a Hybrid Boundary Element Technique, Engineering Fracture Mechanics, 78 

(2011) 462. 

[14] U. Krupp, Fatigue crack propagation in metals and alloys, Wiley VCH, Weinheim 2007. 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

 

-1- 
 

 

Suspension Springs – Experimental Proof  
of Reliability under Complex Loading 

 

Matthias Decker1,*, Steffen Rödling1, Manfred Hück2 

 
1 Main Department for Strength, Function, Materials, IABG mbH, Ottobrunn, 85521, Germany 

2 Ing.-Büro Hück, Vaterstetten 85591, Germany 
* Corresponding author: decker@iabg.de 

 
Abstract  Fatigue strength of suspension springs in service life is subject to numerous influences. Besides 
the mechanical loading, determined by the kinematics of the suspension system, road conditions and driving 
maneuvers, fatigue strength of suspension springs is vitally affected by material properties, coating and 
environmental influences. Typical failure modes of suspension springs and their causes can be divided into 
several groups like static and cyclic loads, geometry and dimensions, manufacturing influences, mechanical 
defects of coating or steel surface, corrosion, fretting corrosion and imperfection of steel purity. This paper 
covers the influence of mechanical loading taking into account the influences of the kinematics of the 
suspension system, environmental conditions and steel purity. This leads to a comprehensive experimental 
validation strategy for suspension springs. Also statistical effects are discussed that have to be taken into 
account for a safe proof out. 
 
Keywords  Suspension springs, fatigue, corrosion, steel purity, testing 
 

1. Introduction 
 
Springs are used in many technical applications and play a vital role as elastic elements. In 
passenger cars, steel coil springs are used widely as suspension springs and as valve springs. Their 
durability in these cases is vital for the safety and reliability of the vehicle. Therefore, failure of 
suspension as well as of valve springs must be avoided with a high level of safety. For this, 
dedicated concepts for design and proof out are necessary. 
 
In this paper, the relevant service loads acting on suspension springs of cars will be shown as well 
as pictures of typical failure modes. Besides a description of the failure modes leading to a defect of 
a suspension spring, a concept for proof out of suspension springs will be discussed, taking into 
account fatigue due to mechanical loading under corrosive media, contact and abrasive wear and 
damage due to grit impact. Finally, a concept for proof of steel purity is shown. 
 
This paper is focused on coil springs used in passenger car suspensions. However, the methods may 
be used for evaluation of others springs in other applications with adaptions that take into account 
the differences in the respective application. 
 
2. Material, Design and Conditions of Installation 
 
Suspension springs of ground vehicles are subject to high static and cyclic loads. In order to realize 
the wanted stiffness characteristics within a minimum of designed space and mass, high strength 
steels like 52CrMoV4 or 54SiCr6 with a tensile strength of 1400 up to 2000 MPa are widely used. 
The local stresses acting in the springs are very high with a high frequency of occurrence. The 
sensitivity of steels to stress concentrations due to notches increases with increasing tensile strength 
and yield ratio. Therefore, springs made out of high strength steels will be sensitive to defects on 
the surface that may be caused by the production process, grit impact, abrasive wear or corrosion. 
 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

 

-2- 
 

 

Figure 1. Failure caused by discontinuity of 
microstructure (inclusion) [2] 

Figure 2. Influence of size of non-metallic inclusions 
on local fatigue limit [1] 

Also, nonmetallic inclusions or other imperfections within the material may cause a failure, 
especially under high cycle fatigue loading. The combination of high local stresses and defect size 
may lead to stress concentrations above the threshold value for crack propagation. Hence, a material 
defect can act as an initial crack, propagating under cyclic loading and leading to a failure of the 
spring (see Fig. 1). In [1], the influence of nonmetallic inclusions in high strength steels was 
investigated in a comprehensive way yielding a correlation of the size of inclusion and upper 
boundary of possible fatigue limit (see Fig. 2). For the design of springs made from high strength 
steels, this means that the higher the used stress level and therefore the necessary strength level of 
the material, the more critical steel purity must be taken into consideration in testing for 
development, qualification and quality assurance. Since nonmetallic inclusions usually follow a 
different statistical distribution than the cyclic strength values of the base material, these have to be 
taken into consideration separately. Whether an impurity in the material will be critical for the 
endurance of a spring, does not only depend only on the size of the impurity but also on its location 
within the spring, since crack propagation will only occur, if there is a high local stress level at the 
location of the defect. This fact must be considered with respect to the critically stressed material 
volume and the statistical size effect. Detailed description on this can be found in [2]. 
 
With high strength steels in suspension springs of ground vehicles, special focus must be set on the 
risk of stress corrosion cracking. This effect may not necessarily depend on a higher tendency for 
corrosion of the used steel. It may also be caused by the high local stresses in combination with the 
notch sensitivity of the material. In order to decrease the risk of stress corrosion cracking, nowadays 
suspension springs are coated with specialized coating systems. Not only do these coatings prevent 
the spring from corrosion but also from other surface damages like grit impact. 
 
The local stresses acting within a coil spring depend mainly on the geometrical design, the axle 
kinematics and the load applied. Also the local design, stiffness and surface properties of the spring 
attachments do influence the local stresses and the risk of abrasive wear and corrosion in the contact 
area of springs and spring attachments. While in a MacPherson strut, the upper and lower spring 
attachment will only move in a linear displacement (parallel deflection), in twin lever axle 
kinematics, also a lateral displacement as well as a rotation between the upper and lower spring 
attachments usually occur (circular deflection, see Fig. 3). Off course, this will yield different local 
stresses in the springs. The geometric design as well as the stiffness of the upper and the lower 
spring attachment as well as the geometric design of the first and last winding of the coil spring can 
significantly influence the local stresses in this critical area. These effects must be considered both 
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in the design as well as in the validation process of a spring. The design of the spring attachment 
does not only influence the local stresses within the spring in the contact area. It also influences the 
abrasive wear on the spring coating in the contact area, especially in the lower attachment. 
Especially under corrosive media, the contact area plays a vital role for the fatigue live of a coil 
spring. Springs that may be deflected up to block experience contact wear at the areas of contact. 
This also may damage the coating and enable corrosion on the spring. 
 

   
Figure 3. Kinematics of parallel and circular deflection in car suspension and test facility (* [3], ** IABG)

 
3. Service Loading 
 
Besides geometry, material, production and conditions of installation, the loads and environmental 
conditions in service determine the service life of springs. The mechanical loads consist of a static 
preload and superposed cyclic loading. Fig. 4 gives a schematic overview of a typical load history 
of a suspension spring of its lifetime in a vehicle, beginning with its installation. 
 
Maximum and minimum deflections are determined by the conditions of installation and the axle 
kinematics. The static preload consists of the preload due to mounting and the preload of the 
proportional weight of the car. This typically causes car springs to experience cyclic stresses with a 
high mean-stress. The cyclic loads are caused by driving maneuvers and surface roughness. A 
typical passenger car will only be moved for about 3% of its service life (counted in days rather 
than number of cycles). Hence, also effects acting during the 97% of time when the car is parked 
must be taken into account, since stress corrosion cracking may also act in these periods. 
 

 
Figure 4. Schematic loading of suspension springs of passenger cars [4] 

The cyclic loading of a spring consists of a variety of load cases (see Fig. 4). While cruising on 
paved roads will cause low to middle load amplitudes, driving on rough roads or off road, dynamic 
cornering and special incidents like driving through a pothole or over speed bumps will cause much 
higher loads that also have to be safely taken into account. Also, combinations of different 
maneuvers must be considered, such as high vertical dynamics due to rough road surface while 
taking a sharp corner at high speed. Thus, the full possible travel of the spring, from fully extended 
to fully compressed, usually is covered. For a safe and still economically sensible design and test 
strategy, both amplitudes as well as number of occurrence of the different load cases must be 

*) *) **) **) 
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investigated by means of extensive road load measurement, road data profiling, multi body 
simulations, statistical evaluation and extrapolation of the respective results (see also [5]). 
 
Besides mechanical loading, suspension springs in ground vehicles are subject to environmental and 
service conditions that may influence the service life especially of high strength springs 
significantly [4]. In many regions, corrosive media are present on the roads at least temporarily. 
Anything from normal humidity over rain to salt water will be found during driving cars on roads 
all over the planet. Hence, corrosion can act on the springs if they are not covered by a durable 
coating. Especially during winter periods, grit that hits the springs may damage this coating making 
its protection void. Additionally, micro mechanical relative movement in the contact region between 
spring and spring seat will cause abrasive wear on the coating. This effect may be intensified, if 
abrasive media like grit or sand are cumulated in the lower spring seat. Due to the permanent static 
pre load due to assembly and car weight, springs are under a constant pre-stress, thus being subject 
to the threat of stress corrosion cracking. This threat is significantly higher under the conditions 
described. 
 
The influences shown on the service life of suspension springs in ground vehicles under cyclic 
loading are not independent from each other. For example, the influence of corrosive media is much 
stronger, if the coating of the spring is damaged due to grit impact. Hence, the combination of load 
influences must be regarded as a complex load scenario in design and testing in order to cover the 
combined influences. 
 
In commercial vehicles, especially in heavy trucks, leaf springs rather than coil springs usually are 
used in the suspension. Here, besides the influences described above additional effects may be 
important. Leaf springs usual front axles of commercial vehicles are subject to additional load cases 
such as torsional deformation due to vehicle roll and driving over single sided obstacles or S-shaped 
bending due to breaking moment [11, 12]. These have to be taken into consideration in design and 
testing. 
 
4. Failure Modes 
 
Coil Springs in passenger car suspensions show a number of typical failure modes, caused by 
material defects, the production process and complex service loading. Often, failures are caused by 
a combination of influences. Surface damage due to grit impact and abrasive wear together with 
corrosion may initiate crack propagation finally yielding a defect of the spring. 
 
The most common failure mode of suspension springs of ground vehicles is the formation of fatigue 
cracks initiated from surface defects. The high strength steels used for these components are very 
sensitive to any geometrical or metallurgical discontinuity. In the sense of fracture mechanics, these 
can be interpreted as cracks. Making use of the potential of the high strength steels used for 
suspension springs, high local stresses will be allowed in the springs, yielding high stress intensity 
factors at these cracks. If the threshold value for crack propagation is exceeded, the cracks will 
propagate under the cyclic loading causing a failure of the component. Fig. 5 shows a typical failure 
of a suspension spring of a passenger car starting from a surface defect.  
 
Another failure mode is shown in Fig. 6. Here, a fatigue crack started from a non-metallic inclusion 
below the surface of the spring. Since these internal defects will only lead to a propagating crack, if 
the threshold value for crack propagation is exceeded, they will only cause a failure, if they are 
located in a highly stressed volume of the spring. Hence, the frequency of occurrence of this failure 
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mode is smaller than the one of defects on the surface, where local stresses are naturally high due to 
the stress distribution over the cross-section under combined torsional and bending loading. Reports 
about failures due to internal defects can be found e.g. in [6] for coil springs and in [7] for leaf 
springs. These failures follow a different statistical distribution then failures due to surface defects 
(see Fig. 1). In component testing, this effect is difficult to cover because of the low probability of 
occurrence, hence special test methods and statistical evaluation should be used as described in [2]. 
 

Figure 5: Fatigue fracture of suspension spring  
initiated at surface [8] 

Figure 6. Fatigue fracture of coil spring initiated
at non-metallic inclusion [IABG] 

 
Harsh environmental conditions may decrease the cyclic strength of a spring considerably. Grit 
impact, abrasive wear and corrosive media can form defects acting as starting crack yielding a 
component failure. Fig. 7 shows a typical fracture surface of a suspension spring. The crack started 
from a surface defect under corrosion and propagated under cyclic loading. The significant 
influence of corrosion on the cyclic strength of high strength springs is shown in Fig. 8. Here, 
numerous springs where tested with constant amplitude cyclic loading in dry air and under a 5% 
NaCl-solution that was sprayed on the specimens intermittently. The test results were statistically 
evaluated. For a clearer picture and a better understanding, only the regression lines are shown. 
 
Taking the S-N-curve of the test results under “dry” laboratory conditions as a reference, the 
influence of corrosion due to salt water can be seen for uncoated springs, coated springs without 
pre-damage and coated springs with pre-damage due to grit impact. All tests were performed on 
IABG Corrosion Spring Testing Machines (Fig. 9). The grit impact was generated with an IABG 
Grit Impact Simulator. The test parameters for grit impact as well as for corrosion were optimized 
in order to reproduce typical effects as can be seen on springs under service loading for longer 
periods. It is apparent that corrosion can decrease the cyclic strength of a high strength spring 
significantly. The effect can be reduced considerably by application of adequate surface coating, but 
cannot nearly be eliminated. If the surface coating is pre-damaged by grit impact, the better part of 
the positive effect is lost again. Also note that in all cases, up to 2·106 load cycles, no clear 
endurance limit can be found when testing in corrosive environmental conditions. 
 
Taking into account these results, it is clear that for safe evaluation of the cyclic strength of 
suspension springs in ground vehicles, a combined test procedure must be defined and obeyed that 
covers all the effects described. Cyclic testing in dry laboratory conditions still may be very helpful 
for a first evaluation and optimization of geometry, material and production process. A final 
qualification test however must also contain grit impact, abrasive wear and corrosive media. 
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Figure 7. Fatigue fracture initiated by a corrosion pit [8] 
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Figure 8. Influence of corrosion and pre-damage on 
fatigue behavior of suspension springs [9]

Figure 9. Corrosion Spring Testing Machine 
[IABG] 

 
5. Experimental Proof of Service Strength 
 
A test concept for suspension springs of ground vehicles has to cover all failure modes with the 
required safety factors in order to limit the probability of failure to an acceptable minimum. Here, a 
separate definition of development and qualification tests may be reasonable. While development 
tests may be performed on specimens from the raw material or generic spring geometries in dry 
laboratory condition, the authors strongly recommend a comprehensive test program with the 
specific springs from the series production process for a final qualification test. 
 
For evaluation of raw material and semi-manufactured products like the spring wire, the usual tests 
for static properties like yield strength and ultimate tensile strength etc. should be amended by tests 
for cyclic properties in order to securely assure the cyclic strength and the steel purity. Fig. 1 shows 
test results from a large test program where only 1 out of 120 springs failed due to a non-metallic 
inclusion at very low load amplitude. This is equivalent to a probability of failure of 1 out of 30 cars 
(usually having 4 springs each), which surely is not acceptable! These inclusions can very hardly be 
found with component tests. Due to the inhomogeneous stress distribution, only a small portion of 
the volume of a coil spring is loaded to local stress levels at which a crack will propagate starting 
from this inclusion. In order to investigate steel purity, special cyclic tests are recommended using 
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specimens with a high critically stressed volume in order to facilitate the finding of the largest size 
of inclusion with an affordable effort for testing [2]. 
 
To investigate the steel purity in an efficient and safe way, a test machine and test method was 
developed at IABG using dedicated specimens that cover the critically stressed volume of about 50 
springs with only one test. This test does not depend on a specific geometry of a spring and is 
recommended as development and acceptance test for raw material and semi-manufactured parts 
like spring-wire. It is much more reliable than the commonly used method for determination of steel 
purity only based on the analysis of metallographic specimens [2]. 
 
To the authors’ knowledge and believe, the fatigue strength of a high strength coil spring for use in 
the suspension of a ground vehicle can only be safely approved, if tests on series production parts 
are performed in realistic installation conditions (original spring seats and orientation). A simulation 
of the axle kinematics with special focus on the deviations and deflections of the spring seats in 
both limits of travel is mandatory. The environmental conditions consisting of corrosive and 
abrasive media have to be simulated. If the risk of grit impact cannot be eliminated during service 
life, testing of springs that have undergone a grit impact simulation prior to the fatigue test in 
corrosive environmental conditions is mandatory. Only with this combined test procedure, realistic 
results can be obtained that allow for a safe evaluation of the service strength in field use. 
 
A complete simulation of the axle kinematics containing all boundary conditions may be performed 
in a front or rear axle test facility. However, installation and running costs of these test facilities are 
very high and a lot of car components are needed for the test that may not be available at the time of 
testing. Moreover, a specific variation of test parameters in order to investigate the influence of 
single parameters often is difficult or not possible. Therefore, Resonance Testing Machines are 
commonly used for testing of coil springs, since they combine extremely low energy consumption, 
high reliability and a minimum of effort for the single test setup. Using an adjustable axle geometry 
simulator, the kinematics of the real axle can be reproduced. Corrosive environmental conditions 
can be generated in a realistic way by a facility for supply and intermittent application of salt water. 
Abrasive wear can be simulated by application of abrasive media at the lower spring seat where the 
media would also accumulate in real field use. Hence, all influences that are relevant for the fatigue 
life of suspension springs under complex loading can be simulated in a precise, effective and cost 
saving way (see Figure 9). 
 
The number of specimens to be tested as well as the test spectra and the parameters for pre damage, 
simulation of corrosion and abrasion must be determined in a way that the different types of field 
use are covered with a high level of certainty, yielding test results correlating well with field 
experience. To cover statistical effects, the number of tests, the selected test amplitudes and the 
method for statistical evaluation of the test results must be described precisely. 
 
An example for a description of a qualification program for coil springs was defined by German 
OEMs in the working group for springs and stabilizer bars [10]. To avoid incidental failures from 
non-metallic inclusions, the authors additionally recommend a test of the raw material or the half 
manufactured product for steel purity as described in [2]. A continuous adaption of the test 
parameters to new information from field use should be performed in order to always keep the test 
procedure up to the level of technology. A comparison of tested samples with parts from field use 
can be used to scale and adapt the test parameters in order to generate test results correlating with 
field use in an optimized way. 
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Depending on the focus of investigation, research tests may be performed on generic test samples. 
360°-sections from cylindrical coil springs have proven a good sample geometry since they can be 
reproduced with a minimum of manufacturing costs for the samples. With a special Resonance 
Testing Machine for single coils, specific influences of e.g. material, heat treatment and shot 
peening can be studied using generic specimens. Compared with tests on designed to specification 
coil springs, tests on generic test springs can be performed with identical geometry of test sample 
providing comparable test results over a very long period time. However, the different stress 
distributions in a single 360°-section and the spires in complete coil spring must be taken into 
consideration in definition of the tests and in interpretation of the test results.  
 
6. Conclusion and Outlook 
 
It has be shown that for safe qualification of fatigue strength of suspension springs in passenger cars, 
a test program must be specified and performed consisting of test of series production springs under 
cyclic loading with simulation of the axle kinematics, environmental conditions and pre-damage. 
Additional test on specimen for the proof of steel purity are recommended by the authors. This is 
especially important for springs made out of high strength steels in order to fully make use of the 
potential of high strength materials with a maximized reliability. For quality assurance, mechanical 
testing of samples for steel quality as well as testing of springs from series production is 
recommended. 
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Abstract To meet the cost and weight reduction requirements in welded structures, high-strength 
low-alloy (HSLA) steels are increasingly used in all fields of mechanical engineering. However, in 
comparison to low-strength steels these materials are more susceptible to notches or initial cracks. 
Therefore, an extensive investigation of fatigue crack growth behaviour in the different 
microstructural zones of the heat-affected zone (HAZ) of the weld is necessary for an appropriate 
lifetime evaluation of welded joints. 
For this purpose, fracture mechanics parameters like thresholds and crack growth rates in the 
different microstructural zones of the HAZ as well as in the base material are characterized by 
single edge notched bending (SENB) specimens. The different microstructures are reproduced with 
a Gleeble thermal simulator system using the same heating curves as measured previously during 
the welding process of a representative joint. The specimens feature the three characteristic 
microstructural zones of the HAZ (intercritical, fine-grained and coarse-grained zone). The effect of 
varying stress ratio R on the crack growth threshold and the crack growth curves is also assessed. 
 
Keywords  fatigue crack growth, HAZ, microstructures, HSLA 
 

1. Introduction 
 
For cost reduction reasons in mechanical engineering, especially in the field of welded 
constructions, the use of high-strength steels increases. Low-strength steels are uncomplicated in 
construction and usage due to notch insensitivity and good-natured crack propagation behaviour, 
whereas high-strength steels are much more challenging in construction and processing. With rising 
strength these steels are more susceptible to notches, pores or initial cracks, so the adequate 
dimensioning of welds made of such steels requires a high degree of knowledge of material-specific 
values. Although post-welding conditioning like high-impact treatment is common for such welds, 
the effects of these treatments have been investigated only phenomenologically so far. Especially 
the shift of the mean stress and its influence on the fatigue behaviour of the different microstructural 
zones in the heat affected zone of the weld has to be investigated. Whereas the effects of the weld 
toe can be described with classical stress-based approaches, the effects of pores or initial cracks 
require a more sophisticated fracture mechanic approach. In corresponding guidelines like the IIW 
recommendations [1] thresholds of only 2 MPa√m are used, which lies below the effective 
threshold ΔKtheff.. This leads to a high safety factor on one hand, but is in conflict with the principle 
of lightweight design on the other hand. Furthermore, only the crack propagation behaviour of the 
base material is well known, while the other microstructural zones of the weld are ignored. So the 
aim of this work is the investigation of the fatigue crack propagation behaviour in the different 
characteristic microstructural zones of the HAZ of a welded joint at different stress ratios.  
 
2. Manufacturing of the different microstructural zones 
 
The HAZ of a welded joint can be subdivided into three different zones, where the microstructure 
differs significantly from that of the base material (Fig. 1). The base material (BM) is a 
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Figure 1. Characteristic microstructural zones of the HAZ of a double-submerged arc-welded joint [3] 

 
thermomechanically rolled high-strength steel with an average grain size of 4-5 µm. The so-called 
intercritical zone (IZ) has a fine microstructure with an average grain size of about 5 to 6 μm, while 
in the fined-grained zone (FZ) an average grain size of about 10 to 20 µm was determined. The 
coarse-grained zone (CZ) shows an average grain size of up to 50 μm. The chemical composition of 
the base material is shown in Tab.1. 
 
Before reproducing the microstructures it is necessary to get information about the local “heat 
treatment” due to the welding process for the formation of the characteristic zones of the HAZ. For 
this purpose metal sheets with a thickness of 20 mm are double-submerged arc-welded to represent 
the real welding process. For the appropriate measurement of the temperatures sensors are pinned 
onto the blank sheets in defined distances to the weld (Fig. 2, left). The gathered temperature curves 
(intercritical zone IZ, fine-grained zone FZ) are shown in Fig. 2 (right).  
 
 

 

Figure 2. Positioning of the temperature sensors (left) and temperature curves for the heat treatment (right) 
[3] 
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Table 1. Chemical composition of the base material [%] 
C Si Mn P S Al Cr Ni Mo Cu V Nb Ti 

0.05 0.3 1.8 0.009 0.001 0.04 0.2 0.0 0.1 0.0 0.00 0.04 0.01 

 
The temperature curve of the coarse-grained zone (CZ) was calculated according to SEW 088 [2] 
based on the other measured temperature curves. These heating curves, especially the cooling rates 
and peak temperatures, are the input for the heat treatment of metal blanks in a Gleeble thermal 
simulator. With this procedure, blanks with similar microstructures as found in the IZ, FZ and CZ 
are produced. 

 
After producing these so-called Gleeble blanks, the homogeneity of the resulting microstructures 
has to be verified. After grinding, polishing and etching of the microsections of the three distinctive 
zones, they were investigated at different positions across the specimen cross section with optical 
microscopy and EBSD1 captures. The results were compared with the results of the investigations 
of the HAZ of the laboratory weld. As a preliminary result, the microsections differ marginally in 
grain size, but show a good correlation along the width of the specimen. Additional information 
from hardness measurements with the Vickers method confirms the overall picture, that the Gleeble 
blanks exhibit a homogeneous microstructure in the areas of interest and no deviation of crack 
propagation and fatigue endurance limit due to differing microstructures should occur. 
 

Figure 3. EBSD captures of the different zones 
 
 

It was also found that due to thermomechanical rolling a distinctive texture orientation is 
established in the microstructure of the base material. This orientation can also be found in the 
intercritical zone. Because of the lower temperatures, no microstructural changes occur in this zone. 
Due to higher temperatures in the FZ and CZ a phase change takes place and the original orientation 
of the base material is eliminated; the evolution of orientation and average grain size can be seen 
from Fig. 3. 

                                                 
1 Electron backscatter diffraction 
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3. Fatigue crack growth 
 
For the investigation of the crack propagation behaviour, single-edge notched bending (SENB) 
specimens are used. The tests are performed on a RUMUL Cracktronic resonance testing rig. For 
crack length measurements a direct-current potential-drop (DCPD) measurement system developed 
in-house is used. For minimizing the effect of the plastic zone, the so called CPCA testing method is 
used. This method and its differences to the method according to ASTM [4] are well described in 
the literature [5]; for the sake of completeness, the general procedure will be described here. The 
specimens are initially compression pre-cracked for gathering a small plastic zone around the initial 
crack tip. After this, the specimen is loaded with an initial bending moment resulting in a stress 
intensity factor higher than the effective threshold ΔKtheff but lower than the long-crack threshold 
ΔKth. The crack will start to grow and will stop after a certain distance due to crack closure effects. 
Now the bending moment is increased, the same procedure as described before will occur. This 
procedure is repeated until the stress intensity reaches the long-crack threshold. There the crack will 
not stop, and the fatigue crack growth curve (FCG) is obtained. For region I of the FCG curve a 
modified Klesnil-Lukas approach (Eq. 1) and for region II the classic Paris-Erdogan law (Eq. 2) is 
used. The findings of the different microstructures can be found in Tab. 2 (base material), Tab. 3 
(intercritical zone), Tab. 4 (fine-grained zone) and Tab. 5 (coarse-grained zone). Due to missing 
KIc-Values fitting of region III has to be skipped. In the following figures the crack propagation 
curves are only extended without consideration of KIc until a stress intensity of 50 MPa√m is 
reached, and then truncated. 
 

 ∙ ∆ ∙ ∆ ∆ , (1) 

 

 ∙ ∆ , (2) 

 
Table 2: Crack propagation behaviour of the base material 

Specimen R ΔKth C m 

BM-A 0,5 2,92 1,95E-08 2,60 

BM-B 0,5 2,90 2,57E-08 2,56 

BM-C 0,1 4,40 6,05E-09 2,93 

BM-D 0,1 3,56 3,88E-09 3,01 

BM-E -1 13,35 5,85E-10 2,90 

BM-F -1 9,05 2,61E-10 2,98 
 

Table 3: Crack propagation behaviour of the intercritical zone 

Specimen R ΔKth C m 

IZ-A 0,5 7,70 5,48E-09 2,87 

IZ-B 0,5 7,20 5,40E-09 2,95 

IZ-C 0,1 11,90 3,97E-10 3,39 

IZ-D 0,1 12,55 3,95E-11 4,25 

IZ-E -1 28,50 3,82E-10 2,59 

IZ-F -1 29,65 3,48E-13 4,28 
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Table 4: Crack propagation behaviour of the fine-grained zone 

Specimen R ΔKth C m 

FZ-A 0,5 4,80 1,86E-09 3,37 

FZ-B 0,5 5,30 1,47E-09 3,45 

FZ-C 0,1 6,50 3,27E-11 4,41 

FZ-D 0,1 6,80 4,19E-12 4,99 

FZ-E -1 19,98 2,44E-13 4,66 

FZ-F -1 17,50 1,10E-13 4,88 
 

Table 5: Crack propagation behaviour of the coarse-grained zone 

Specimen R ΔKth C m 

CZ-A 0,5 4,90 1,99E-09 3,29 

CZ-B 0,5 4,60 6,37E-09 2,97 

CZ-C 0,1 7,05 3,68E-10 3,58 

CZ-D 0,1 8,60 2,40E-10 3,73 

CZ-E -1 18,84 1,59E-12 4,33 

CZ-F -1 18,00 3,00E-13 4,76 
 

 
4. Comparison of the fatigue crack behaviour of the different microstructures 
 
The tabular data of the different microstructures can be found in Tables 2-5; in the following 
discussion this data will be graphically formatted to demonstrate the differences. As expected the 
diagrams show a shift from lower thresholds at R=0.5 (Fig. 4) to higher ones at R=0.1 (Fig. 5) and 
R=-1 (Fig. 6). In general the following trend correlates through all stress ratios: the base material 
shows the lowest thresholds, followed by the coarse-grained and the fine-grained zone.  
 

 
Figure 4. Comparison of the FCG behaviour of the different zones at R=0.5 
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The intercritical zone shows disproportionately high thresholds in comparison to the other zones, 
which is due to the long t8/5-time of nearly 70 seconds resulting in a soft-annealing of the 
microstructure and leading to an increase in ductility. The slopes of the Paris-Erdogan regime show 
values between 2.56 and 4.88. Because of the setup of the crack measurement system (measurement 
of the potential drop by spring probes) especially the experiments with a stress ratio of R=-1 are 
hard to execute. The spring probes are losing the contact to the surface of the specimen, in 
particular at higher amplitudes. Therefore the scatter of the measured voltages increases, leading to 
a higher scatter of the thresholds and the crack propagation rates. 
 

 
Figure 5. Comparison of the FCG behaviour of the different zones at R=0.1 

 

 
Figure 6. Comparison of the FCG behaviour of the different zones at R=-1 
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5. Conclusion 
 
The results show that surprisingly, the base material has the lowest thresholds among all 
microstructures of the HAZ of the representative weld. This could presumably be due to the 
distinctive texture or the residual stresses in the metal blanks stemming from the rolling process. If 
no post-weld treatments like machining of the weld or impact treatments are performed, the 
geometric notch at the weld toe is the crack initiation point. Under cyclic loading, the conservative 
approach of the low thresholds of 2 MPa√m as a base of a fracture mechanics design approach in 
the studied case (double-submerged arc-welded with high t8/5 times) only makes sense if the 
geometric notch has a low influence and crack initiation occurs in the base material. With these 
results it also can be shown how a shift of the stress ratio R influences the crack propagation 
thresholds within the HAZ. Further investigations concerning the residual stress state in the metal 
sheet blanks are necessary, however. This work represents an important preliminary contribution to 
a better understanding and interpretation of different effects due to manufacturing, machining and 
post-welding processes in the different regions of the HAZ and their influence on the fatigue crack 
propagation behaviour. 
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Abstract  Several cases of undefined conditions during operation of steam turbines, such as shut down of 
the turbine or leaking of the condenser, can lead to a corrosive environment. If the concentration of oxygen 
and chloride exceeds a critical level, pitting corrosion can occur. Since corrosion pits increase the local stress 
field, the initiation of fatigue cracks is facilitated and – under adverse conditions – these cracks can lead to 
final failure. 
In this work, the results of fatigue tests on 12% Cr martensitic stainless steel, which is a standard blade 
material in the low pressure part of a steam turbine, are presented. The influence of corrosion pits and 
environment on the fatigue limit is investigated. Pit-to-crack transition is studied by optical observation and 
fractographic examination. The test environments were air at 90 °C and an aqueous solution with defined 
content of chloride and oxygen. To simulate an aggressive environment in which corrosion pits can form, 
fatigue tests in aerated 6 ppm Cl− solution at 90 °C are performed. 
 
Keywords  Corrosion Fatigue, Pitting Corrosion, Very High Cycle Fatigue, Kitagawa Diagram, 12% Cr 
Steel 
 

1. Introduction 
 
Failure of steam turbines often takes place at the last stage of the low pressure blades where early 
condensate occurs. Although steam turbines were designed for a maximum operational time of 20 
years, several turbines are in service since more than four decades. The turbine blades are loaded by 
different kinds of stresses. High mean stresses due to centrifugal forces and superimposed cyclic 
loading with low stress amplitudes induced by inhomogeneous steam flow with load frequencies of 
ca. 2 kHz are acting. Therefore, fatigue life data for high stress ratios in the very high cycle fatigue 
(VHCF) regime are important to predict fatigue life. Fatigue cracks were frequently observed to 
initiate at corrosion pits. During standard operational conditions the absence of impurities – such as 
chlorides – and oxygen prevents the material from corrosion. But shut down of the turbine or 
leaking of the condenser leads to undefined conditions where corrosion pitting may occur. 
Martensitic 12% Cr steel is a standard material for blades in the low pressure part of steam turbines. 
Extensive research was started already in the 1980s to simulate and understand the phenomenon of 
corrosion assisted fatigue of blading materials [1,2]. A project with the aim to develop a 
methodology for the prediction of corrosion fatigue life in steam turbine blades is still in progress [3] 
and several results were already presented [4-7]. 
In the present work, fatigue life test results are presented for smooth and pre-pitted specimens. The 
influence of stress range R and pit dimension is discussed for different environments. Fatigue tests 
were performed at 90 °C in air and aqueous solution. De-aerated 300 ppb Cl− solution is often used 
to simulate service conditions in the low pressure part of steam turbines where early condensate 
occurs [8]. Since fatigue life tests in de-aerated solution and air lead to similar results [5], only the 
data determined in air are discussed in this work. To simulate a more aggressive environment in 
which corrosion pits may form, additional tests in aerated 6 ppm Cl− solution at 90 °C were carried 
out. Crack initiation at corrosion pits was investigated by optical observation during fatigue loading. 
The fatigue crack growth rates (FCGRs) were determined and compared to measurements of long 
crack growth [7]. Fractographic examinations with scanning electron microscope (SEM) were 
performed in order to investigate crack initiation mechanisms. 
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2. Materials and experimental procedure 
 
2.1. Material 
 
The investigated material is a dual certified 403/410 martensitic 12% Cr steel. The material was 
hardened at 913 °C and tempered. The chemical compositions and the mechanical properties 
(provided by the supplier) are listed in Table 1 and 2. The mean grain size was 6 µm. 
 

Table 1. Chemical composition of 403/410 SS (in weight %) 

C Cr Mn Si Ni Mo Cu S P 

0.13-0.14 11.79-11.8 0.41-0.49 0.18-0.26 0.28-0.33 0.13-0.18 0.07-0.10 <0.002 <0.020 

 
Table 2. Mechanical Properties of 403/410 SS at room temperature 

Tensile Strength 
(MPa) 

Yield Strength 
(MPa) 

Elongation 
(%) 

Reduction of Area 
(%) 

767 596 23 68 

 
 
2.1. Test specimens 
 
The shape of the test specimen for fatigue life tests is shown in Figure 1a. The specimens were 
machined, ground and polished with abrasive paper (up to grade #4000). The obtained mirror-like 
finish enabled observation of fatigue cracks that initiated at corrosion pits. To eliminate residual 
stresses, the specimens were stress-relief annealed in high vacuum (10−6 Pa). The stress relief 
procedure was: Heating from room temperature to 600 °C 1 h, holding for 2 h, cooling from 600 °C 
to 400 °C in 2 h and to room temperature in approx. 12 h. Additional specimens were produced with 
corrosion pits located in the gauge length of the specimen. A typical corrosion pit on the surface of a 
test specimen is shown in Figure 1b. The pre-pitting procedure was developed and arranged at the 
National Physical Laboratory and is described in more detail in [9]. Corrosion pits with depths of ca. 
50, 100 and 250 µm were used. The actual depths were ±10% of the targeted value. 
 

 
 

Figure 1. Specimen shape for fatigue life tests (a) and corrosion pit in the gauge lengths of the specimen (b) 
 

 

(a) (b) 
100 µm 
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2.2. Fatigue testing method 

 
 

Figure 2. Ultrasonic fatigue test setup 
 

The fatigue tests were conducted with an ultrasonic fatigue testing equipment. The ultrasonic 
converter is attached to a servo-hydraulic testing equipment which allows testing at higher stress 
ratios by superimposing static loads. The ultrasonic fatigue technique works by stimulating 
specimens to resonance vibration. The geometry of the resonance system – including the test 
specimen – is adjusted to achieve a resonance frequency of approximately 20 kHz. The failure 
location (region with maximum stress/strain amplitude) is stationary and therefore can be observed 
optically during fatigue testing. This is due to the absence of a vibration amplitude at the node of 
the standing wave during oscillation. An optical system with 250x magnification was used to detect 
crack elongations of less than 10 µm. 
 
2.3. Aqueous solution circulation system 
 
A water circulation loop with a 35-l-reservoir was used for measurements in aqueous environments. 
The set-up is shown schematically in Figure 3 and described in more detail in [7]. It allows testing 
in solutions with defined content of chloride and oxygen at constant temperature. Aeration was 
achieved by passing laboratory air with a diaphragm pump into the solution. Conductivity and 
oxygen level were detected during measurement. The flow rate of the liquid was 3 l/hour. The 
corrosion potential was measured using an Ag/AgCl reference electrode but the potentials quoted 
are referred to the saturated calomel electrode (SCE) at 25 °C. The corrosion potential during 
fatigue testing in aerated 6 ppm Cl− solution was between -0.18 V(SCE) and 0.01 V(SCE). 
Ultrapure water (initial conductivity of 0.06 µS/cm and AR grade NaCl) was used to prepare the 
solution. A new solution was used whenever the conductivity of the water increased by 10% of the 
initial value. 
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Figure 3. Schematic of the aqueous solution circulation system 

 
3. Results 
 
S-N tests were performed on smooth and pre-pitted specimens with pit depths of 50, 100 and 
250 µm. The fatigue limit ∆σ0 was defined as the cyclic stress range where at least two specimens 
survived a minimum of 1 × 109 cycles. Specimens that did not fail – so called run-outs – are marked 
with arrows in the S-N plots. The fracture surfaces were observed by scanning electron microscopy 
(SEM).  
The dimensions of the pits were determined from the fracture surface. The maximum variability in 
pit depth was defined to be ±10% of the proposed size. 55 pre-pitted specimens met that 
requirement and are plotted in S-N diagrams. To enable measurement of the run-out specimens with 
corrosion pits, they were loaded at higher stress ranges until failure occurred. 
 
3.1. Fatigue lives in air at 90 °C 
 
Results of the S-N tests in air at 90 °C are shown in Figure 4a. A significant decrease of the fatigue 
limit ∆σ0 with increasing stress ratio and pit size is obvious. 
The determined fatigue limits ∆σ0 are plotted in a Haigh diagram where the stress amplitude ∆σ/2 is 
plotted versus the mean stress σm, see Figure 4b. For both, smooth and pre-pitted specimens, the 
results can be fitted by Gerber parabolas: 
 
 ∆σ0 = ∆σ0,R=-1 ∙ (1 − σm/σu)

2). (1) 

 
Since the fatigue limits at fully reversed loading (R = −1) ∆σ0,R=−1 (which is equivalent to the values 
at the ordinate in the Haigh diagram) were not determined, the values were obtained by 
extrapolation of the curves. Both the determined fatigue limits and the assumed values for R = −1 
are summarised in Table 3. 
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Figure 4. S-N plot (a) and Haigh diagram (b) for smooth and pre-pitted specimens in air at 90 °C 

 
Table 3. Fatigue limits determined in air at 90 °C (in MPa) 

Pit size R = 0.05 R = 0.5 R = 0.8 R = −1* 

Smooth 630 370 150 780 

50 µm 490 ~340 - 580 

100 µm 390 300 - 580 

250 µm ~270 - - - 

* stress ranges for R = −1 obtained by extrapolation 
 
3.2. Fatigue lives in aerated 6 ppm Cl− solution at 90 °C 
 
Results of the S-N tests in aerated 6 ppm Cl− solution at 90 °C are shown in Figure 5a. The fatigue 
limits are again plotted in a Haigh diagram (Figure 5b) and summarised in Table 4. The Gerber 
parabola according to Eq. 1 fits well for smooth specimens. But for pre-pitted specimens, the 
deviation from the parabola is higher. 
 

Table 4. Fatigue limits determined in aerated 6 ppm Cl− solution at 90 °C (in MPa) 

Pit size R = 0.05 R = 0.5 R = 0.8 R = −1* 

Smooth 530 330 145 600 

100 µm 350 220 ~130 320 

250 µm - - 105  

* stress ranges for R = −1 obtained by extrapolation 

(a) (b) 
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Figure 5. S-N plot (a) and Haigh diagram (b) for tests in 6 ppm Cl− solution at 90 °C 

 

3.3. Pit-to-crack transition 
 
Pit-to-crack transition was observed by optical observation of the pit during fatigue loading. FCGRs 
were determined by measuring the crack extension during fatigue loading. The applied stress range 
was kept constant during testing which consequently increased the stress intensity factor range with 
crack elongation. Cracks were observed at stress ranges below the fatigue limit of pre-pitted 
specimens that initiated during fatigue loading but became non-propagating. The stress intensity 
factor range was calculated assuming a semi-circular crack shape. Figure 6a shows the FCGR 
curves for cracks emanating from pits with depths of 50 µm and 100 µm. For each pit size, the 
growth rates of a crack that caused final failure and one that became non-propagating are shown. 
 

 
Figure 6.da/dN vs. ∆K for cracks emanating from corrosion pits in: air (a) and aerated 6 ppm Cl− solution (b) 
 

(a) (b) 

(a) (b) 
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The same is shown in Figure 6b for measurements in 6 ppm Cl− solution. The FCGR curves are 
compared with long crack growth rate curves of the same material [3,7]. The cracks that initiated at 
the pits show the typical short-crack behaviour of crack elongation at stress intensities below the 
threshold. These cracks either arrest at microstructural barriers or progress and become long cracks. 
This behaviour was found for both environments as can be seen in Figure 6 although the calculated 
stress intensities for cracks that initiated at pits are only a rough estimation.  
 
3.4. Fractography  
 
3.4.1. Fatigue tests in air at 90 °C 
 
Observation of the fracture surfaces with SEM and optical microscope gave information about 
crack initiation site and mechanisms. At R = 0.05, the smooth specimens failed from surface 
inclusions as shown in Figure 7a. Analysis with EDX identified these non-metallic inclusions with 
diameters of approx. 10 µm as Al2O3. Two specimens that failed during testing in air after 108 
cycles failed from the interior. A so called fish-eye fracture was found. Crack initiation was in the 
matrix, and no inclusion could be detected. 
  

 
Figure 7. Fracture surfaces of smooth specimens tested at R = 0.05 in air at: 

∆σ = 672 MPa (Nf = 1.06 × 106) (a) and ∆σ = 642 MPa (Nf = 4.20 × 108) (b)  

 

 
Figure 8. Fracture surfaces of smooth specimens tested at R = 0.5 in air at: 

∆σ = 380 MPa (Nf = 1.36 × 108) (a) and ∆σ = 400 MPa (Nf = 6.25 × 105) (b)  

(a) (b) 

(a) (b) 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-8- 
 

At R = 0.5 and R = 0.8, the crack initiation site for smooth specimens is not detectable since very 
high deformation at the fractured surface was observed. The cup-and-cone fracture as shown in 
Figure 8a and b was found for all smooth specimens. This kind of fracture surface is usually 
observed after tensile testing and suggests the dominance of cyclic creep due to the high maximum 
stress. Cyclic softening of the material during testing is supposed as reported by Kovacs et al. [10] 
for 12% Cr steel martensitic steel (X10CrNiMoV12-2-2). Nevertheless, failure occurred above 108 
cycles. 
 
For pre-pitted specimens tested at R = 0.05, crack initiation was always found at the pit. Figure 9 
shows corrosion pits of different depths at the crack initiation sites. But at higher stress ratios, 
corrosion pits need not necessarily cause final failure. At R = 0.5, one of three pre-pitted specimens 
with a pit depth of ca. 50 µm showed high plastic deformation and a short crack after fatigue failure 
(Figure 10a). The corrosion pit was found some millimetres away from the fractured surface and the 
fracture was cup-and-cone like (Figure 10b). Similarly, short cracks were found at 100 µm deep pits 
when they were tested at R = 0.8 but none of these caused final failure. This means that there is a 
critical pit size depending on the stress ratio which may cause final failure. A greater pit size leads 
to a lower fatigue limit. Consequently, cyclic creep becomes an opposing mechanism when the 
maximum stress – i.e. the stress ratio – is higher. If the pit is rather small, high stresses are 
necessary to initiate a fatigue crack, and the material shows cyclic softening. 

 
Figure 9. Fracture surfaces of pre-pitted specimens tested at R = 0.05 in air with a pit depth of: 

50 µm (∆σ = 507 MPa, N = 1.69 × 109) (a), 108 µm (∆σ = 422 MPa, Nf = 6.11 × 105) (b) 

and 277 µm (∆σ = 280 MPa, Nf = 9.65 × 105) (c) 

 

 
Figure 10. Corrosion pit with a depth of 48 µm (a) and fracture surface (b) of a specimen tested at 

R = 0.5 at ∆σ = 651 MPa (Nf = 2.38 × 108)  

(a) (b) 

(a) (c) (b) 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-9- 
 

2.4.2. Fatigue tests in aerated 6 ppm C− solution at 90 °C 
 
S-N tests with smooth specimens showed a similar crack initiation behaviour like tests in air. Al2O3 

inclusions were found again at the crack initiation site. Due to the decrease of the fatigue limit in 
the corrosive liquid, the cup-and-cone like fracture caused by cyclic creep was found only for tests 
at R = 0.8. Figure 11a shows a smooth specimen that was fatigue loaded at R = 0.5. An Al2O3 
inclusion is located at the crack initiation site. Also the critical pit size for causing final failure at 
higher stress ratios is reduced. All pre-pitted specimens that were tested in the solution showed 
failure emanating from the pit. A corrosion pit with a depth of 100 µm is shown on the fracture 
surface of a specimen tested at R = 0.8 in Figure 11b.  
 

 
Figure 11. Fracture surfaces after testing in aerated 6 ppm Cl− solution: smooth specimen at R = 0.5 

(∆σ = 340 MPa. Nf = 3.11 × 106) (a) and 101 µm deep pit at R = 0.8 (∆σ = 135 MPa, Nf = 2.93 × 107) (b)  
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Abstract  Fatigue crack growth and conventional fatigue tests have been carried out from different 
sampling locations within a wind turbine hub. S/N curves as well as fatigue crack propagation properties 
have been determined in dependency of the local microstructure. Subsequent fractographic analysis of the 
conventional fatigue tests showed micro-shrinkage to be the dominant reason for crack initiation. Statistical 
analysis of these micro-shrinkages showed a relationship between their size and the local solidification 
conditions. A model is proposed, linking the size of the shrinkages and the fatigue strength of nodular cast 
iron. Using this model, it is possible to describe the fatigue strength of nodular cast iron in dependence of the 
local solidification conditions or local microstructure, respectively. 
 
Keywords  Ductile Iron, fatigue, defects, micro-shrinkage 
 

1. Introduction 
 
Nodular cast iron is widely used for structural components of wind turbines due to its very good 
castability. Guidelines and codes dominate the design process of such components, which are rather 
conservative regarding the tolerable stresses [1,2]. Although these components can easily weigh up 
to several ten tons, their material properties are far from homogeneous. Large wall thicknesses and 
added chill irons result in different solidification conditions leading to different microstructures. 
Different material properties arise, depending on the local microstructure. Casting simulation tools 
are able to estimate local solidification conditions and the resulting local static material properties 
[3]. If the materials full potential should be used, the estimation of the dynamic material properties 
using empirical relationships between static and dynamic properties, which is common for 
guidelines, is not sufficiently accurate. In this paper, the Kitagawa Takahashi diagram [4] modified 
by El-Haddad [5] is used to describe the local cyclic material properties of nodular cast iron based 
on metallographic parameters. Therefore, fatigue crack growth experiments as well as conventional 
fatigue tests have been carried out using specimen with different characteristic microstructures. The 
Woehler experiments used for these investigations have already been published in [6]. The results of 
further investigations of the fractured specimen’s surfaces, as well as the results of crack growth 
experiments are presented in this paper. 
 
2. Experimental Procedure 
 
A wind turbine hub made of EN-GJS-400-18U-LT standardized in [7] was used as base material for 
these investigations. The material has been taken from different sampling locations within the wind 
turbine hub in order to retrieve material with various solidification conditions and microstructures 
resulting in different material properties. The reader is referred to [6] for a detailed description of 
the sampling locations. 
Fatigue crack growth experiments have been carried out according to [8] at room temperature and 
ambient air using the direct current potential drop method. The specimens have been subjected to 
four-point bending loads. For further information on the testing equipment refer to [9]. 
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Single edge notched specimens have been used, their geometry is illustrated in Figure 1. To ensure a 
sound specimen surface, all the specimens have been grinded using a P320 sandpaper. The notch of 
the specimens has been pre-scratched. 
Crack growth tests have been carried out using R-ratios of R=-1, R=0 und R=0.3. Only the 
threshold of the stress intensity factor Kth has been evaluated. 
 

  
Figure 1: Geometry of the crack growth specimen 

 
Constant amplitude Woehler experiments have been carried out at room temperature and ambient air. 
A resonance test rig Sincotec Exciting MAG was used to test the specimens up to 107 load cycles 
with a frequency of about 120Hz. All specimens have been tested under fully reversed loading 
(R=-1). 
The finite life region was evaluated according to ASTM E739 [10]. The existence of a distinct 
fatigue limit is assumed according to [11], because the investigated material was fully ferritic and 
no retained austenite was found. The evaluation of the fatigue limit was carried out using the arcsin 

p transformation [12] with the estimator according to [13, 14]. 
Fractographic analysis of the fractured specimen surface has been carried out using a scanning 
electron microscope (Zeiss EVO MA15). Micro-shrinkages found in the fractured surfaces have 
been manually traced and two parameters (square root of particle area and maximum dimension) 
have been evaluated. 
 
3. Crack Growth Experiments 
 
At first, the specimens have been categorized using a qualitative measurement of the solidification 
rate depending on their sampling location (fast, medium, normal, slow). The number of tested 
specimen is available in Table 1. 
 

Table 1: Test plan for the crack growth tests 
Solidification speed fast medium normal slow medium slow fast medium Slow
Stress-ratio R 0 0 0 0 0.3 0.3 -1 -1 -1 
Number of samples 2 1 2 4 2 2 2 2 2 

 
The results of the fatigue crack growth experiments are summarized in Figure 2. It is clearly visible, 
that the threshold Kth is decreasing with increasing stress ratio. Furthermore, the dependence of the 
microstructure becomes obvious, faster solidification (fine microstructure) leads to a lower 
threshold then slow solidification (coarse microstructure). The same trend has also been observed 
by Huebner et al. in [15] as well as Komber in [16] who also observed this trend for lamellar cast 
iron. She proposed a model to describe the threshold for crack initiation in dependence of 
microstructural parameters, namely the shape factor of the graphite nodules f and the mean distance 
between the graphite particles λ. This trend is contributed to the fact that the graphite particles act 
as crack stoppers. Huebner also observed lower crack growth rates in region II and a delayed 
transition to the region III for slower solidification rates in [15]. 
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Figure 2: Threshold for crack propagation Kth in dependence of stress ratio and microstructure 

 
To further quantify the solidification speed and to compare the results with those found in the 
literature, several metallographic parameters have been evaluated for each tested specimen. 
Therefore, the following parameters of the graphite particles from metallographic grindings made 
from each tested specimen have been evaluated: 

• mean distance between the particles λ 
• particle diameter d 
• shape factor of the particle f 
• number of particles per square millimeter n 

 

 
Figure 3: Comparison of the evaluated metallographic parameters (λ, d, f, n) 

 
These four parameters have been plotted against each other in Figure 3. One can observe that all 
parameters are depending on each other. Slower solidification leads to larger mean distances λ, 
larger particle diameters d, smaller shape factors f (more degenerated graphite particles), a smaller 
number of particles n and vice verca. No distinct effect of the shape of the graphite nodules could 
be isolated. Therefore, describing the threshold Kth by more than one parameter, as Komber did in 
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[16] for different types of cast iron, is not necessary for nodular cast iron. The coefficient of 
determination illustrated in Figure 4 shows only a slight improvement compared to the fit using 
only the number of nodules per square millimeter. One can also see that the scatter of both empirical 
fits is very high, resulting in a quite low coefficient of determination. The fit parameters are 
summarized in Table 2. 
 

  

Figure 4: Threshold Kth in dependence of the number of particles per square millimeter (left) 

and the formalism used in [12,13] (right) 

 
Table 2: Parameters of the empirical fit of the threshold Kth. 

 Nodules/mm² [1/mm²] λ*f [µm] 
 R=-1 R=0 R=0.3 R=-1 R=0 R=0.3 
Slope -0,0042 -0,0052 -0,0022 0,0097 0,0157 0,0037 
y-intercept 11,11 7,82 7,01 10,16 6,27 6,63 

 
Figure 5 shows a comparison of thresholds found in the literature [15,16,17]. As Zambrano already 
pointed out in [17], considerable differences are found in the resulting thresholds. The data 
presented in this paper shows good agreement with [15,16] for R=0 and R=0.3. Significant 
differences for the R=-1 tests have been found compared to [17]. It should be pointed out, that 
[15,16] used three-point bending specimen, [17] used edge cracked tension specimen and four point 
bending specimen have been used in the present investigations. 
 

 
 

Figure 5: Comparison of thresholds found in the literature 
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4. Woehler Experiments 
 
The Woehler experiments used for this paper have already been published in [6]. To improve the 
readability the results will be summarized shortly. For detailed information the reader is referred to 
the original paper. 
Specimens have been taken from different sampling locations within the aforementioned wind 
turbine hub to cover a variety of different solidification conditions ranging from very slow 
solidification (coarse microstructure) in the center of a 100mm thick wall (position 1) to very fast 
solidification (fine microstructure) beneath chill irons (position 4). The results of these S/N curves 
are summarized in Figure 6. The fatigue strength increases with decreasing solidification time. In [6] 
an empirical model was proposed linking the parameters of the S/N curve with the local number of 
nodules per square millimeter. Good correlation was achieved between the model and the 
experiments. In the following part of this paper, a more physically based approach is proposed using 
the Kitagawa Takahashi diagram [4] modified by El Haddad [5]. 
 

 
Figure 6: Results of the S/N curves from different sampling positions [8] 

 
5. Fractographic Analysis 
 
The fractured specimen surface has been analyzed using a scanning electron microscope. 
Micro-shrinkages have been found to be the dominant site of crack initiation (cf. Figure 7). This has 
also been confirmed by other authors, e.g. [18,19]. 
 

 
Figure 7: Micro-shinkages of different sizes found in the fractured specimen surface. 
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All micro-shrinkages were located at the specimen surface. Subsequent measurement of these 
micro-shrinkages has been carried out. The square root of the area [20] and the maximum 
dimension of the defects have been measured for all tested specimen. Some fracture surfaces 
revealed more than one micro-shrinkage, these specimens have not been evaluated due to the 
interaction effects of the micro-shrinkages. 
 

 
Figure 8: Box-plot of the size of the microshrinkages found in the fractured specimen surface. The square root of the 

area is displayed on the right side, the maximum dimenson on the left. 

 
It has been observed that the size of the micro-shrinkages significantly decreases with decreasing 
solidification time (fine microstructure), which is illustrated by means of a box-plot in Figure 8. 
This trend is visible for both, the square root of the area as well as the maximum dimension. 
 
6. Discussion 
 
When considering both experimental results on their own, the observed trend is contradictory. The 
crack growth experiments indicate higher thresholds and lower crack growth rates (cf. [15]) for a 
coarse microstructure (slow solidification, respectively). This should result in better fatigue 
properties but the results of the fatigue tests show the exact opposite, a coarse microstructure leads 
to worse fatigue properties. The missing links are the micro-shrinkages of different sizes. Figure 8 
shows the size of the shrinkages in dependence of the microstructure. Their mean values of the 
square root of their area ranges from 68µm for the fine microstructure up to 688µm for the coarse 
microstructure. This compensates the effect of the better crack growth properties of the coarse 
microstructure. The fatigue properties get worse, due to the disproportionally big size of the 
micro-shrinkages. 
 
7. Local Fatigue Model 
 
The Kitagawa Takahashi diagram modified by El Haddad, compensating the effects of short crack 
growth, will be used to describe the effect of micro-shrinkages on the fatigue behavior of ductile 
iron. The used equation is the following: 

 
( )02 aaY

Kth
a +⋅⋅⋅

Δ
=

π
σ  (1) 

The threshold for crack propagation Kth is not constant throughout the material, it increases in case 
of a more coarse microstructure. For a better illustration of all sampling positions in a single 
diagram Eq. (1) has been normalized by being devided by the threshold: 
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The corresponding threshold for the S/N curves from positions 1-4 have been calculated using the 
empirical fit using only the number of graphite nodules per square millimeter in Figure 4. A 
constant geometry factor of Y=0.65 has been used. 
The El Haddad approach requires a fatigue limit of a defect free material to calculate the intrinsic 
crack length a0. Since no defect free material was available for this research, the parameter a0 was 
fitted to yield the best correlation between the estimated and the tested fatigue limits. A value of 
a0=425µm led to the best results. This value of a0 results in a theoretical fatigue limit of the defect 
free material of 212 to 231MPa, depending on the used threshold (10.1 and 11MPam^1/2, 
respectively). This defect free fatigue limit shows very good correlation with the empirical model 
proposed in [8]. 
 
 

 
Figure 9: Normalized Kitagawa Takahashi diagram for all four sampling positions using the square root of the area (left) 

and the maximum dimension (right).  

 
 
The Kitagawa Takahashi diagram using the square root of the area and the maximum dimension of 
the micro-shrinkage is illustrated in Figure 9. Using the square root of the area results in an overall 
good correlation, the use of the maximum dimension always led in conservative estimations of the 
fatigue limit. This is also emphasized in Figure 10, where the estimated fatigue limit is plotted 
against the experimental result. Therefore, the mean defect size (square root of area or maximum 
dimension, respectively) has been used to calculate the corresponding estimation using Eq. (1). 
 
 

 

Figure 10: Comparison of the experimental and estimated fatigue limits. 
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8. Summary 
 

• Fatigue crack growth as well as conventional fatigue tests have been carried out on 
specimens from different locations within a wind turbine hub. The sampling locations 
represent different solidification conditions which result in different microstructures. 

• It has been found, that the fatigue crack propagation properties as well as the parameters of 
the S/N curve significantly depend on the local microstructure. The threshold for crack 
propagation Kth decreases with decreasing solidification time (fine microstructure), the 
fatigue properties increase with decreasing solidification time (resulting in a large number of 
particles per square millimeter). 

• A contradictory trend has been found comparing the crack growth and conventional fatigue 
tests with different microstructures. Crack growth experiments show better fatigue 
properties for coarse microstructures, whereas conventional fatigue tests showed worse 
properties. 

• Micro-shrinkages have been found to be the dominant site for crack initiation. The size of 
these micro-shrinkages compensates for the contradictory trend mentioned above. 

• Subsequently, the local fatigue crack properties and the size of the micro-shrinkages are 
combined in the Kitagawa Takahashi diagram modified by El Haddad. Using the square root 
of the defect area leads to very good results. The maximum dimension always leads to 
conservative results. 
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Abstract  The fatigue failure of compressor wheel rub is one of important failure modes of turbocharger for 
vehicle application. Because the operating state of turbocharger in the life cycle changes as the work 
condition of diesel engine changes, the compressor wheel rub of turbocharger is applied by the variable 
stress which can causes the fatigue failure. In this paper, the effect of centrifugal load, thermal load and 
aerodynamic load on the stress of compressor wheel rub is studied, and then the fatigue stress spectrum of 
compressor wheel rub is developed based on the endurance test profile of vehicle engine. In order to research 
the fatigue strength of compressor wheel rub, the fatigue specimen is designed and the relationship between 
the stress and fatigue life of compressor wheel rub is built. Then, utilizing the linear Miner cumulative 
damage rule and the first-order reliability method, the reliability model of compressor wheel rub with fatigue 
failure mode is derived, and the rule that the reliability of compressor wheel rub changes with life is studied. 
Based on the reliability model of compressor wheel rub with fatigue failure mode developed, the method for 
determining the reliable fatigue life of compressor rub of turbocharger is proposed. The result shows that 
with the method developed in this paper the fatigue life of compressor wheel rub for the given reliability can 
be predicted reasonably, and the reliability of compressor wheel rub can also be calculated for the given 
fatigue life. 
 
Keywords  Fatigue, Life prediction, Turbocharger, Compressor wheel, Reliability, Reliable life 
 

1. Introduction 
  
Turbocharger has been applied into all kinds of vehicle engines to improve the performance and 
reduce the emission in recent years [1-3]. The compressor wheel is one of the most key components 
of turbocharger, which can transform the mechanical energy recovered by the turbine to the energy 
of air and improve the intensity of inlet air of engine. For the turbochargers for vehicle application, 
because of the complex and variable operating section of vehicle engine, the running status of 
compressor wheel of turbocharger changes continuously and the compressor wheel is applied by the 
variable loading process, which can cause the fatigue failure of compressor wheel rub [4-5]. Once 
the fatigue failure happens in the compressor wheel, the turbocharger can not work normally. Thus, 
it is very important that analyze the reliability of compressor wheel rub with fatigue failure mode 
and predict its fatigue life scientifically.  
Because the fatigue reliability and life of compressor wheel rub is related with the real operating 
profile of engine equipped with the turbocharger, it is very important that obtain the exact operating 
profile of engine in the process of analyzing the reliability and life of compressor wheel of 
turbocharger. However, in the development stage of turbocharger, it is hard to obtain the exact 
operating profile of engine or the turbocharger, especially for the engines for vehicle application, 
and in most cases it is very difficult to analyze the fatigue life and reliability of turbocharger 
compressor wheel. 
In this paper, a new method for analyzing the fatigue reliability and predicting the life of 
compressor wheel rub of turbocharger is developed based on the endurance test profile of engine for 
vehicle application. The reliability model of compressor wheel rub with fatigue failure mode is 
derived, and the method for predicting the fatigue life of compressor wheel rub corresponding to the 
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different given reliability is proposed. 
 
2. Stress Analysis of Compressor Wheel Rub with Fatigue Failure Mode 
 
The sketch of compressor wheel of turbocharger and its critical locations of fatigue failure (namely, 
the maximal stress appearing areas) are shown as Figure 1, and it can be seen that the maximal 
stress of compress wheel generally appears in the rub for the normal operating cases of 
turbocharger.  

 

Figure 1. Critical locations of compressor wheel with fatigue failure mode 

In the work process of turbocharger, the compressor wheel is applied by the centrifugal load, 
thermal load and aero dynamical load, simultaneously, and the stress value of compressor wheel rub 
is dependent on the running status parameters of compressor wheel of turbocharger, including the 
rotational speed, inlet and outlet temperature, inlet and outlet pressure, and so on.  
Because in the development stage of turbocharger it is very hard to obtain the exact running status 
parameters of compressor wheel and the real operating profile of engine for vehicle application, in 
the following based on the endurance test profile of engine, the operating modes of engine which is 
composed of four main operating modes, is determined, and corresponding to different operating 
modes of engine the running status parameters of compressor wheel of turbocharger is studied. 
Further, according to the running status parameters of compressor wheel in different operating mode 
of engine, the stress of compressor wheel rub is calculated, shown as Table 1. 

Table 1. Stress of compressor wheel rub corresponding to the operating modes of the 
endurance test profile of engine 

The running status parameters of compressor wheel of turbocharger 
Operating 
mode of 
engine 

Rotating 
Speed(r/min)

Inlet 
Temperature

(K) 

Outlet 
Temperature 

(K) 

Inlet 
Pressure 

(Bar) 

Outlet 
Pressure 

(Bar) 

Flow 
(kg/s) 

Stress of 
compressor 
wheel rub 

(MPa) 

1 104019 297 483 0.896 3.340 0.569 267 

2 98735 297 479 0.894 3.216 0.548 223 

3 95420 297 471 0.892 3.025 0.503 209 

4 91984 297 468 0.891 2.873 0.476 195 

According to the endurance test profile of engine and the stress of compressor wheel rub shown as 
Table. 1, the fatigue stress history of compressor wheel rub is built, shown as Figure 2.  
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Figure 2.  Fatigue stress history of compressor wheel rub corresponding to the endurance 
test profile of engine 

 
3. Study on the strength of Compressor Wheel Rub with Fatigue Failure Mode 
 
In order to study the fatigue strength of compressor wheel rub of turbocharger, the test specimen 
which can reflect the effect of structural characteristics and manufacturing process on the fatigue 
strength, is designed as Figure 3. Forty-five specimens of compressor wheel rub are manufactured 
and the fatigue test of these specimens is done at the fatigue-testing machine. 
According to the results of fatigue test of compressor wheel rub specimen, the relationship between 
the fatigue life of compressor wheel rub and stress is subjected to the form of exponential function, 
namely,  

CNe s =α                                    (1) 
And the relationship between the logarithm mean value Nlgμ  of fatigue life N  of compressor 

wheel rub and stress s  can be expressed as 
535.716 02498.0lg =+ sNμ                           (2) 

The relationship between the logarithm standard deviation value Nlgσ  of fatigue life N  of 

compressor wheel rub and stress s  can be expressed as 
866.513 02522.0lg =+ sNσ                            (3) 

 

Figure 3. Fatigue test specimen of compressor wheel rub 
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4. Fatigue Reliability Modeling and Reliable Life Prediction of Compressor 
Wheel Rub 
 
According to the linear Miner cumulative damage rule, the fatigue cumulative damage DΔ  of 
compressor wheel rub corresponding to one cycle of endurance test of engine, can be expressed as 

∑
=

=+++=Δ
4

14321

11111

i iNNNNN
D                         (4) 

Where, iN  is the fatigue life of compressor wheel rub corresponding to the stress is . 

And the number of test cycles of engine endurance test to which the fatigue failure happened in the 
compressor wheel rub of turbocharger, can be derived as 

∑
=

=
Δ

= 4

1

1
11

i iN
D

n                                  (5) 

And the limit state function of compressor wheel rub with fatigue failure mode can be expressed as  

1
1

1
4

1

−=−Δ= ∑
=i iN

nDnZ                               (6) 

When the fatigue life of compressor wheel rub is measured with the number of test cycles of 
endurance test of engine, the relationship between the fatigue reliability of compressor wheel rub of 
turbocharger and its life parameter can be developed as 

⎟⎟
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Let ii Nx log= , and using the second moment method, the limit state function of compressor wheel 
rub with fatigue failure mode can be expressed as  
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And the mean value and standard deviation value of the limit state function of compressor wheel 
rub with fatigue failure mode can be expressed as 

110
4

1

−= ∑
=

−

i
Z

ixn μμ                                  (9) 

( )∑
=

−=
4

1

2
1010ln

i
xZ i

ixn σσ μ
                             (10) 

With Eq. (2) and Eq. (3), the logarithm mean value and the logarithm standard deviation value of 
fatigue life of compressor wheel rub corresponding to the different stress shown as Tab. 1, can be 
calculated. and the result is substituted into Eq. (9) and Eq. (10),  we have 

1103259.0 11 −×= − nZμ                             (11) 

nZ 0.002772=σ                                (12) 
Further, according to Eq. (7), the reliability model of compressor wheel rub with fatigue failure 
mode can be developed as 

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ ×−
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⎠

⎞
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⎝
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n
nnR

Z

Z

0.002772
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11

σ
μ

                    (13) 

where， )(⋅Φ  denotes the cumulative distribution function of standard normal distribution.  
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The rule that the reliability of compressor wheel rub with fatigue failure mode changes as the 
number of test cycles of endurance test of engine can be obtained with Eq.(9), and it is shown as 
Figure 4. 

 

Figure 4. Reliability curve of compressor wheel rub with fatigue failure mode 

From Figure 4, it can be concluded that the reliability of compressor wheel rub with fatigue failure 
mode decreases as the life parameter increases. 
According to the relationship between the reliability of compressor wheel rub with fatigue failure 
mode and its life parameter, the reliable fatigue life of compressor wheel rub can be determined 
rationally. As shown in Fig. 5, when the reliability of compressor wheel rub with fatigue failure 
mode is 0.95, the reliable life w0.95 is 220 cycles of endurance test of engine, and when the 
reliability is 0.9, the reliable life w0.9 is 281 cycles of endurance test of engine. 

 

Figure 5. Reliable life of compressor wheel rub with fatigue failure mode corresponding to 
different reliability 

 
5. Conclusions 
 
The reliability and life of turbocharger compressor wheel rub with fatigue failure mode is studied in 
this paper. Based on the endurance test profile of vehicle engine, the running status of compressor 
wheel of turbocharger is analyzed when engine works in different operating modes, and the fatigue 
stress process of compressor wheel rub corresponding to the endurance test profile of engine is built. 
And the relationship between the fatigue life of compressor wheel rub and stress is developed 
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through the fatigue test of fatigue specimen. The reliability model of compressor wheel rub with 
fatigue failure mode is derived, and then the method for determining the reliable fatigue life of 
compressor wheel rub is proposed. The result shows that as the life parameter increases, the 
reliability of compressor wheel rub with fatigue failure mode decreases. When the reliability is 
given, the reliable fatigue life of compressor wheel rub can be predicted with the method proposed 
rationally. 
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Abstract A software tool is developed to carry on automatic fatigue crack propagation analysis for the 
multiple three-dimensional (3D) cracks initiated from fastener holes. It is a computer code package being 
capable of handling the cases of multiple 3D cracks with quadratic curve fronts. The object-oriented 
programming language is used to develop user interfaces for the input of the initial data and output of the 
simulation results. To achieve life-span numerical simulation for the multiple 3D crack growth, ANSYS 
Parametric Design Language is used to create finite element model, conduct the stress analysis and 
regenerate finite element mesh for new crack configurations. Stress intensity factors of the cracks are 
determined using the crack opening displacements and incorporated into crack propagation laws to estimate 
the crack extension. An algorithm for the fast integration of crack growth equations is adopted to predict the 
fatigue crack growth life. As examples, two scenarios of corner cracks initiated from countersunk fastener 
hole in 2324-T39 alloy sheets are analyzed throughout their fatigue growth lives. The simulation results 
correlate well with the experimental ones. 
 
Keywords  Fastener hole, multiple 3D cracks, fatigue crack growth, numerical simulation, software tool 
 

1. Introduction 
 
Widespread fatigue damage (WFD) is one of the major concerns for the fleet of aging airplanes and 
significantly decreases the residual strength and residual fatigue life of the aircraft structures. The 
multiple site damage (MSD) is a kind of WFD happened in similar places of a single structure 
element and often appears as the multiple cracks initiated from the fastener holes of the aircraft 
panel structures. The link-up of these cracks is one of the critical conditions and probably leads to 
the final structure failure. Although most of the available studies are referring to the 
two-dimensional cracks [4-8], cracks in the panel structures usually initiate as three dimensional 
(3D), especially the corner cracks from fastener holes of thick panels. A cracks initiated from 
fastener hole side can be spotted from panel surface only if it has grown out of the area covered by 
fastener head, washer or nut, or penetrated the panel thickness. The period of the crack growth from 
initiation to visible takes a large proportion of its total life. Therefore, it is significant to study the 
behavior of multiple 3D crack growth from very beginning to final failure and achieve an adequate 
estimation of the crack growth life. 
 
This paper deals with the fatigue growth analysis of multiple 3D cracks initiated from an array of 
countersunk holes, the scenario that is even more complicated than the kind of cracks from the 
regular through holes. There are two essentials to conduct such analysis. The first is to attain the 
stress intensity factors (SIFs) along the front curves of each crack. Because of the varying and 
complexity of the crack geometry, there is no closed form solution or data available for the SIF. The 
solution of the SIFs must be determined numerically, mainly by the finite element analysis, such as 
the calculations of Shen[9], Fawaz[10] and Park[11]. For the simulation of the scenario throughout 
the whole crack growth history, it is essential to develop a robust technique to take on the task of 
finite element modeling for given crack pattern and do remeshing over and over again for the 
various crack sizes and shapes relative to structure geometry during the crack growth. The second 
requirement is to apply an approach being able to make fast integration of crack growth equation 
and achieve consistent growth of the multiple cracks with error control, so as to attain adequate 
crack growth life prediction efficiently. The applicable approaches include the trial and error 
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method [15], variable optimization method [16] and load cycle segmentation method [11-13], etc., 
which have been used mainly for multiple 2D cracks. The reason of the more complexity of the 
present scenario over the multiple 2D crack issue is that the growth of every single 3D crack can be 
taken as that of several 2D cracks. 
 
This paper describes the development of a computer tool based on commercial finite element 
software package, aiming to accomplish efficient and automatic simulation for the multiple 3D 
crack growth and life prediction. Design philosophy, analysis procedure and finite element 
modeling technique are described in detail. Examples are given to demonstrate the capability of the 
tool. Comparison is made between simulation results and the experimental ones. 
 

2．Principal of multiple 3D crack growth analysis 
 
2.1 Brief introduction of the tool 
 
Although most of the present commercial finite element packages already have the function module 
to analyze fracture parameters, difficulty still remain in creating and updating finite element meshes 
for different crack patterns during crack growth, particularly for the situation of multiple site 3D 
cracks. So we decided to develop a tool to handle the analysis process of multiple 3D cracks over 
the whole fatigue growth life, without artificial intervention. The basic steps and module of 
performing such an analysis are shown in Fig. 1. The commercial software ANSYS are adopted as 
the computational engine, since the ANSYS Parametric Design Language (APDL) is easily edited 
and compiled to perform pre- and post- data processing, damage accumulation and result 
visualization during the analysis. The object-oriented language Visual Basic (VB) is used to develop 
user interfaces to facilitate operation and result representation.  

 
Figure 1. Flow chart of the tool 

 
The tool has been tested under Windows XP and Windows 7 operation systems. It focuses on the 
sheet specimens with coplanar fastener holes (both countersunk and simple circular through ones) 
and multiple 3D cracks alongside them. The specimens are subject to constant amplitude loading 
and cracks may initiate from both sides of each fastener hole. Whole process of multiple crack 
growth can be simulated. Finite element modeling is parameterized, so as to adapt different 
geometries of structure and cracks. The parameters of geometry, material properties, loads and 
constraints are written to the file according to the APDL convention to parameter definition and 
passed to ANSYS. The analysis process is then running in background.  
 
2.2 Philosophy of crack growth analysis 
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2.2.1 The fatigue crack growth model 
 
3D cracks are supposed to propagate along the direction normal to their fronts. The Paris-form of 
crack growth rate equation is used [1]: 

( )nda C K
dN

= Δ                                    (1) 

where KΔ  is the stress intensity factor range. 
Elber [2] discovered the phenomenon of fatigue crack closure and KΔ  was replaced by its 
effective value 

maxeff openK K K U KΔ = − = Δ                              (2) 

where openK  is the value of stress intensity factor that causes crack opening during load cycling. 

U  is crack closure function defined as the ratio of effKΔ  to KΔ . 
 
Elber carried out experiments on the Al-alloy 2024-T3 and found that for the stress ratio 0.1R = −   
to 0.7, U can be described as: 

0.5 0.4U R= +                                  (3) 
An improved function with a more realistic behavior for negative R-values was proposed by Schijve 
[3]:  

20.55 0.33 0.12U R R= + +                           (4) 
The crack growth life prediction program AFGROW [17, 18], developed by J. A. Harter uses a 
crack closure model in which a closure factor fC  is introduced.  

( )( )( )max 0          1 1 1 0.6 1open f f fK C K C C R R⎡ ⎤= = − − + −⎣ ⎦；            (5) 

where 0fC  is the value of fC  for 0R = . thus 

max min

max min min

1
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1
= if  
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R
K K K K K K

−
Δ = − Δ ≥

−
Δ = − Δ <

                 (6) 

The Schijve model and the AFGROW model are implemented in our tool using APDL code. 
 
2.2.2 Stress intensity determination 
 
Stress intensity factors are determined by the finite element analysis of cracked structure as well as 
the crack tip opening displacement (CTOD) approach. As shown in Figure 8, for 2D crack case, K  
value at point P located on crack surface and close to crack tip can be calculated : 

( ) ( )2 2
 ,

1P P
P

GK v r P J K
r
π

κΙ = ⋅ ⋅ =
+

                       (7)  
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Figure 2. Normal section of a crack 
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Then the stress intensity factor at crack tip can be determined by displacement extrapolation 
techniques: 

1

1 1J K
cK K K

c cΙ Ι Ι= −
− −

                            (8) 

where: K Jc L L= , KL and JL are distances from the point K/J to the crack front respectively. 

 
2.2.3 Denotation of different crack configurations 
 
For the present 3D cracks, SIF at any point of a crack front curve is determined by taking Figure 2 
as the plane passing that point and normal to the tangent of the curve. The crack front of a corner 
crack is assumed as a quadratic curve, as is shown in Figure 3. The crack growth is simulated 
stepwise using remeshing technique combining with fatigue crack growth model. In each analysis 
step, three sampling points are chosen on every crack front, one in the middle of the curve and two 
others are close to both ends of the curve. The increments of crack growth on these points are 
assumed along the directions normal to the crack front curve. We are not choosing both ends of the 
curve as the sampling points, since the curve may not be perpendicular to the free boundaries on its 
ends and this will bring error to the stress intensity determination. The crack front curve at the end 
of present step is updated as a new quadratic curve according to the new positions of the sampling 
points.  

 
Figure 3. Crack shape and location of sampling points.  

 
2.2.4 Criterion for the multiple crack growth 
 
Fatigue cracks are growing cycle by cycle by their nature, but we cannot afford doing in this way in 
our simulation. It is possible to boost the calculation by splitting total number of load cycles into 
several steps. The number of cycles in each step is determined with error control. By this way the 
crack size increments are calculated stepwise. A criterion proposed by Zhang [11, 12] for multiple 
2D crack case is adopted for the present multiple 3D cracks. All the sampling points on every crack 
front curve should meet the following criterion for crack size increment: 

( )
1

22 1 1n
ij ija a et −⎡ ⎤Δ ≤ − −⎢ ⎥⎣ ⎦

                              (9) 

where ija  is the crack size at point j in computing step i, ijaΔ  is the corresponding crack size 
increment, n is the exponent parameter in equation (1) and et is the error limit (normally as 
0.01~0.1). Substituting equation (1) into equation (9), we obtain the upper bound of the number of 
load cycles: 

( )
( )

( )

( )

1

2

, ,

2 1 1n
ij

ij
n nij

ij eff ij eff

a eta
N

C K C K

−⎡ ⎤− −⎢ ⎥Δ ⎣ ⎦Δ = ≤
⋅ Δ ⋅ Δ

                  (10) 

 
2.2.5 Failure criterion 
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The specimen is considered failing if any one of the following conditions is met: all cracks have 
separated its ligament (crack front approaches plate edge or the opposite hole edge or the distance 
between two approaching crack fronts is less than a small amount, such as 0.3mm (crack linking 
up)); or the average level of net section tensile stress has reached the yield strength of the material.  
 

3. Finite element modeling technique. 
 
3.1 FE model of fatigue crack growth 
 
As the example to demonstrate the modeling technique of our software, consider a rectangular plate 
containing a central countersunk hole with both side corner cracks. As shown in Fig. 4, half-length 
model is used because of the symmetry of the specimen. The solid model is divided into three parts 
by two parallel cross sectional planes. The part including the hole is part 1 and the one next is part 2. 
Part 1 is re-divided into two blocks so that each crack belongs to a single block. Crack front curves 
are assumed quadratic. Two narrow volumes with rectangular cross section are created along each 
crack front (Fig. 5). A narrow volume is the crack front body used to build the mesh locally to the 
crack front.  

 
Figure 4. Model divisions 

       
Figure 5. Finite element mesh for crack tip             Figure 6. Finite element mesh 

volumes 
 
Cut each crack front body with three planes normal to the crack front curve, one in the middle and 
two others close to both ends of the body. We first mesh the cross sectional area created by the 
middle plane with eight-node isotropic 2D elements in which the four elements around crack tip are 
converted to the 8-node triangular elements by collapsing the three nodes on one of the four edges 
of each element to crack tip, and the mid nodes on the edges adjoining to crack tip have been moved 
toward crack tip to the quarter length position to produce crack tip singularity. We then sweep the 
area mesh both ways along the crack front to create the 3D mesh of the crack front body. The rest 
volume of part 1 is modeled by tetrahedron 3D elements. Part 3 is built with twenty nodes 3D 
elements. Part 2 is the transitional volume between part1 and part 3 and is modeled by tetrahedron 
3D elements. Meshing details are shown in figure 5 and figure 6. 
 
3.2 Considerations for the crack geometry change during remeshing 
 
With the use of APDL language and the technique described in section 3.1, it is easy to accomplish 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-6- 
 

remeshing for the crack configuration shown in Figure 3. Nevertheless, the remeshing will fail 
when one of the crack front curve ends is moving across a vertex of the cross sectional area, 
because of the element distortion. So, “transitional zones” are specified around those vertexes for 
different crack scenarios, as shown in Figure 7. The radius of a transit zone is about 5~6 times of 
the crack tip element size (fixed as 0.2mm in our tool). If one of the crack front ends has just 
entered the transit zone, user defined crack front will be instead.  

 
Figure 7. The transitional zones for different corner cracks from hole side 

 
As example, corner cracks have initiated from a countersunk hole (Figure 8). There are two 
conditions for a crack front curve end moving across the vertex: before and after crossing. If a crack 
front curve end has moved in the transitional zone and has not cross the vertex, we bring the end 
back to the intersection point of the model boundary and the transitional zone. But the increment 
calculated in this step is stored and added to next step of calculation until the crack cross the vertex. 
In another condition that the end has passed the vertex but is still within the transitional zone, we 
move the end forward to the intersection point of the model boundary and the transitional zone. The 
two procedures make it possible to avoid element distortion and program crushing down. 
Simulation results shown in Figure 9 reveal that the procedures have only disturbed the form of a-n 
curve a little locally and not fundamentally affected the curve. 

    
Figure 8. Crack adjustment when crossing a vertex.        Figure 9. The effect of transitional zone 

treatment on a-n curves 
 
4 User interfaces of the software. 
 
4.1 Data preparation for the crack growth simulation. 
 
Figure 10 shows the main interface of our software. There are two areas on the interface: the menu 
tree (area ①) and the operation area (area ②). Buttons for selecting models are listed on the menu 
tree on the left side of the interface and submenu belonging to each model can be unfolded by click 
on the corresponding button. The corresponding functions are then displayed on the operation area. 
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Parameters list on the operation area need to be input correctly. Explanations to the parameters are 
illstrated on the schematic diagrams at right hand side of the area. 

 
Figure 10. Main interface 

 
Initial cracks are defined by inputing the parameterized sizes for each crack, as shown in Fig. 11. 
Two possible sites of crack initialization are indicated and each crack is quantified by three crack 
size parameters. For countersunk holes, crack located at countersink edge when the value of 
AL3(AR3) is zero and at the right angle edge when the value of AL1(AR1) is zero. Similarly, upper 
edge and bottom edge respectively for round through holes. All the three parameters for a crack are 
set to zero if it does not exist. Up to ten cracks are allowed in the software. A couple of crack 
growth equations are available. During execution, the real-time display of crack pattern can be 
observed on the computing window shown in Fig. 12. 

       
Figure 11. Interface for setting initial cracks.               Figure 12. Computing interface 

 
4.2 Result Lists 
 
Results are displayed in the form of data tables and curve graphs: data of parameterized crack sizes, 
stress intensity factors at sampling points, curves of crack sizes vs. load cycles and curves of stress 
intensity factors vs. crack sizes. All the data and curves can be saved as data files or image files. 
Figure 13 shows the examples of result display. 

    
Figure 13. Two of the four interfaces of results representation 

 

5. Simulation examples  
 
5.1 Specimens. 
 
Test has been carried out for the specimen with central countersunk hole, as shown in Fig. 14. 

1 2 
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Material of the specimen is 2324-T39. The tensile strength is 8.6Mpa and the yield stress is 448MPa. 
The Paris law constants for 2324-T39 are 72.74284 10C −= ×  and n=2.5269, with the units of KΔ  

in MPa mm  and da dN  in mm/cycle. 

  
 Figure 14. Specimen with a central hole and location of initial cracks.  

 
There are two scenarios of initial cracks. Scenario 1 is double side sector-shape corner cracks from 
the edge of the countersunk and round through hole. Scenario 2 is the double side quarter disk 
corner cracks from the edge of the through-hole and back surface. The sizes of the initial cracks are 
listed in Table.1. The sizes of both side initial cracks are unequal for both scenarios. 

Table.1 Sizes of initial cracks 
Crack sizes AL1 AL2 AL3 AR1 AR2 AR3 
Model1 0.809 1.05 0 0．85 0.90 0 
Model2 0 0.75 0.567 0 0.66 0.614 

 
Constant amplitude tensile cyclic load was applied. The peak load is 26KN and the stress ratio is 
0.06.  

 
5.2 Simulation results. 
 
Two crack growth models were used in simulation: Paris law and AFGROW model with 0 0.2fC = . 
Analysis was made throughout the total life of crack propagation: corner cracks - partially through 
the thickness cracks - fully through cracks - final failure. Figure 15 gives the testing and predicted 
crack growth curves for scenario 1. Figure 16 shows the images of crack growth for the scenario 
during the simulation. Similar results for the scenario 2 are given in Figures 17 and 18. Table 2 
gives the test results and predictions for the fatigue crack growth lives. The results indicate that the 
software tool works well and the simulation of the Paris law is quite conservative, while the 
AFGROW model gives more satisfactory estimation.  

0 20000 40000 60000 80000 100000

0

3

6

9

12

15
 AL1 experimental
 AL2 experimental
 AL3 experimental
 AL1 no crack closure
 AL2 no crack closure
 AL3 no crack closure
 AL1 AFGROW
 AL2 AFGROW
 AL3 AFGROW

C
ra

ck
 s

iz
e 

(m
m

)

Stress cycle life. N

 

 

 
0 25000 50000 75000 100000 125000

0

4

8

12

16  AR1 experimental
 AR2 experimental
 AR3 experimental
 AR1 no crack closure
 AR2 no crack closure
 AR3 no crack closure
 AR1 AFGROW
 AR2 AFGROW
 AR3 AFGROW

C
ra

ck
 s

iz
e 

(m
m

)

Stree cycle life. N

 

 

 
(a)                              (b) 
Figure 15. Crack growth curves of scenario 1 

 (a). Left crack  (b). Right crack 
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Figure 16. Images of crack growth of scenario 1 
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Figure 17. Crack growth curves of scenario 2 

 (a). Left crack  (b). Right crack 

 

 
Figure 18. Images of crack growth of scenario 2 

 
Table.2 Test and simulated results 

 Crack location Test life No crack closure AFGROW model
Scenario 1 countersunk side 85688 68587 81733 
Scenario 2 rear side 123397 103027 125054 

 
Further development of the tool involves extending the model type to the mechanically fastened 
joints through the consideration of fastener-hole contact.  
 
6. Conclusions 
 
A software tool has been developed using the ANSYS APDL and Visual Basic programming 
languages to simulate the multiple crack growth. This tool is capable of modeling metallic plate 
with coplanar countersunk holes or round through holes with different scenarios of multiple 3D 
cracks. 2D modeling function for through cracks is also available in our tool. Parameterized 
modeling is used to facilitate the pre-processing procedure. The Paris-form crack growth law and 
two crack closure models are included in the software. As the output of the execution, the lists of 
stress intensity factors and the curves of crack sizes vs. load cycles can be obtained. A useful 
function of our tool is the real-time visualization of the crack geometries during crack growth 
simulation. The results of example calculations indicate that the simulated crack growth behavior 
and fatigue growth lives agree well with the experimental results. 
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Abstract  The residual stress field caused by shot peening, hole cold expansion, laser shock peening and 
ultrosonic peening were presented and the influence of residual stresses on fatigue properties were 
investigated. The results show that shot peening can enhance the fatigue property, especially for high 
strength alloys. Moreover, hole cold expansion can increase the fatigue strength more than shot peening due 
to deeper residual compressive stress fields in surface strained layer and smoother surface. Laser shock 
peening and ultrasonic peening are the high intensity peening processes and can induce both the deeper 
residual compressive stress layer and the fine microstructure in surface strained layer, therefore they should 
have more important engineering applications in future. 
Keywords  residual stress, shot peening, hole cold expansion, laser shock peening, X-ray diffraction 
 

1. Introduction 
The weight objectives and aggressive performance are driving components made of advanced high 
strength materials and manufactured by some special surface enhancement processes to induce 
compressive residual stress. There are many surface enhancement processes that can introduce 
beneficial residual stress and improve fatigue property in localized, but critical areas. Shot peening 
is used on components of almost any shape due to its flexibility. Hole cold expansion is mainly 
employed to increase the fatigue strength and prolong fatigue life of parts with holes. Laser shock 
peening (also called as laser peening or shot peening) was originally developed in aeronautical 
industry to increase the resistance of foreign object damage (FOD) of blades, and then was 
employed to improve fatigue property of components with or without FOD and corrosion resistance 
of engine key parts (for example blisks and obturating ring). Ultrasonic peening was used to induce 
compressive residual stress and get fine microstructure in welded components.  
Residual stress is stress present in a structure or component without any external load or any 
external moment and keeps itself balance. Residual compressive stress always occurs with residual 
tensile stress. The significance of residual stresses for fatigue is important in various practical 
problems. Unintentional tensile residual stress can have an adverse effect on fatigue performance, 
while beneficial compressive residual stress can significantly improve fatigue resistance.  
Fatigue cracks generally starts at the free surfaces of components. As a consequence, the surface 
conditions are most significant for the fatigue behavior of a structure [1-4]. Surface enhancement to 
improve the fatigue resistance was developed a long time ago and now is still developing toward the 
high energy, deep surface layer, and complex treatments. Surface integrity is defined as surface 
conditions and functions for perfect or enhanced component surface and residual stress is the main 
aspect of surface integrity. Surface enhancement processes improve the fatigue property, stress 
corrosion cracking resistance and wear mainly by modifying surface integrity. Residual stress plays 
the important role in increase the resistance of fatigue and stress corrosion cracking. 
There are many investigations on measurements and simulations of residual stresses and the role of 
residual stresses on fatigue crack initiation and propagation behaviors, while there are few 
quantitative studies on residual stress effects on fatigue strength/limits or fatigue life. Many 
scientific questions are not well answered and some phenomena cannot be reasonably explained. It 
is well known that fatigue crack usually starts subsurface where maximum tensile residual stress is 
for the surface enhanced specimens and fatigue strength is increased, then why can residual tensile 
stress improve fatigue resistance? Therefore, we should consider the influence of residual stresses 
on fatigue property in the view of both mechanics and materials science or other theories. 
This paper focus on residual stress fields induced by surface enhancement processes and gives a 
brief review on the role of residual stress in the fatigue crack initiation and propagation behavior 
based on our many investigations.  
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2. Residual stress field characteristics and its effects on fatigue property for 
surface enhanced specimens 
2.1. Residual stress field features induced by surface enhancement processes 
It is important to obtain the residual stress field features before analyzing the effects of residual 
stress on fatigue performance. Many surface enhancement processes induce compressive residual 
stress in surface layer by elastic-plastic deformation, so the residual stress distribution in a material 
is often as a result of the retained strain of inhomogeneous plastic deformation. It should be pointed 
out residual stresses discussed here occur just on the macroscale. On a much smaller scale, another 
kind of residual stress can be present. It is well known that plastic deformation on a microscale is 
not a homogenous process and mainly induced by dislocation slips or twins or kinks which depend 
on deformation strain and strain rate as well as the tested material. Therefore, it is different from 
grain to grain, and even inside a single grain, the plastic deformation may be just concentrated into 
a few slip bands. The microresidual stresses are significant for explaining fatigue mechanism 
although it is not easy to obtain the precise and accurate values unless the deformation mechanism 
is clear. The characteristics of residual stress field induced by surface enhancement processes were 
briefly described as follows. 
(1) Shot peening 
Shot peening is a well-known process to introduce favorable residual stresses at the material surface 
of a component. This process plastically stretches the surface layer of a material and the elastic 
substrate material restrains this plastic deformed surface layer, therefore, residual stresses are 
induced. A typical residual stress field caused by shot peening is illustrated in Figure 1 and some 
parameters were proposed to analyze the characteristics of residual stress field by shot peening.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1 Schematic residual stress field caused by shot peening 
There are six parameters to show the residual stress distribution shown as in the Figure 1.σsrs is the 
residual stress at the surface or call it as surface residual stress. σmcrs is the maximum compressive 
residual stress and its value is often more than half yield strength even in some cases near the yield 
strength for fcc crystalline metals but it is usually near the surface in the most cases. σmtrs is the 
maximum tensile residual stress its value is the order of tenth to half of the value of σmcrs , this 
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depends on the thickness of specimens. Zmcrs is the distance from surface where compressive 
residual stress is the maximum. Z0 is the depth where residual stress becomes zero and beneath 
where residual stress will change from compressive to tensile. Zmtrs is the distance from surface 
where tensile stress is the maximum one. The values of these parameters are related to shot peening 
process parameters (such as shot peening intensity, surface coverage, shot’s size and hardness etc.) 
and the peened material. The relationship of the values of these parameters to process parameters 
and material’s property is given in the references [5, 6]. 
(2)  Hole cold expansion 
Hole cold expansion has been developed to increase fatigue resistance of components with holes. 
The hole is firstly drilled to a slightly undersized one which is a few percent smaller than the design 
size. Then a tapered pin or a split sleeve over a mandrel pulled through the hole to expand material 
around hole. As a result, plastic deformation occurs and the plastic zone has been stretched 
tangentially because it pushed outwards in the radial direction. The plastic zone has a larger 
diameter than before and the elastically strained material around this plastic zone will exert a 
pressure on the plastic zone, therefore tangential compressive stresses around the hole are 
introduced. The values of residual stress depend on the interference of hole to the tapered pin or the 
thickness of split sleeve over mandrel as well as the cold expanded material. A typical residual 
stress distribution along the cold expanded hole is given in Figure 2 [7]. 

 
 
Fig.2 Tangential residual stress distribution of hole cold expanded 7050-T7451 aluminum alloy in 

(a) the whole component, (b) smallest cross-section plane and (c) hole edge along thickness [7] 
The maximum compressive residual stress is not at the upper entrance surface or lower exit surface 
but the middle surface near exit surface. Moreover, the residual stress at entrance surface is less 
than one at the exit surface. Therefore, the 2-D residual stress could result in significantly under or 
overestimating fatigue life. 
(3)  Laser shock peening 
Laser shock peening exposes the surface of a workpiece to laser pulses with pulse duration in the 
nanosecond range and obtains a modified surface layer on the order of millimeters. A typical 
residual stress distribution caused by laser shock peening is shown in Figure 3. The values of 
residual stresses depend on process parameters and peened material. The main parameters are 
pulsed energy, pulsed times and pulse duration. The mechanisms of deformation which occur in 
plastic shock wave deformation are highly dependent on the strain rate. It is well known that twin 
formation becomes particularly relevant as strain rate grows. Deformation is strongly determined by 
stacking fault energy, which constitutes a measure of the probability of cross slip of screw 
dislocations. Moreover, it is should be noted that any kind of thermal manipulation must be avoided; 
otherwise it will induce tensile residual stress. Consequently, the absorption layer must be thick 
enough to prevent thermal effects on the workpiece itself, and particularly in cases of overlapping 
irradiation, the absorbing layer should not have sustained damage that may result in thermal effects 
on the workpiece during the final irradiation. There are some differences in the values of residual 
stresses for different pulse times for easy plastic-deformation alloy as shown in Figure 3. 
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Fig.3 Residual stresses caused by laser shock peening in 7050-T7451 aluminum alloy [8] 
(4)  Ultrasonic peening 
Ultrasonic peening induces deeper residual stress surface layer than conventional shot peening [9], 
as illustrated in Figure 4. Compared with shot peening, the value of surface residual stress for 
ultrasonic peened specimens is almost same as shot-peened one, while the maximum residual 
stresses of compressive and tensile are larger than shot-peened ones.  
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.4 In-depth profile of residual stress in 2014-T6 aluminum alloy produced by conventional shot 

peening (CS) and ultrasonic peening (US) [9] 
2.2. Effects of residual stress on fatigue crack initiation behavior  
There are many investigations on residual stress on fatigue performance, and now we just provide 
some results of our studies. The rotating bending fatigue tests (stress ratio R=-1) were conducted for 
some aeronautical metallic materials including high strength steels, aluminum alloys, and titanium 
alloys. A total of 20 specimens were tested as a group to determine the fatigue strengths/limits for 
each alloy at 1×107 cycles by staircase method [10]. The experimental results are shown in Table 1. 
The apparent or nominal fatigue strength or limit,σapp, is determined by the applied stress range, 
σa, for rotating bending fatigue tests. The local strength or limit,σloc, is calculated as the critical 
stress for fatigue crack initiation by combing the local applied stress,σlocapp, with the local residual 
stress,σlocrs, that isσloc =σlocapp +σlocrs. Moreover, the effect of surface enhancement is illustrated 
in the fatigue strengthens/limits increase of surface-enhanced specimens compared with unenhanced 
ones by as given in Table 1. The fatigue crack sources were determined by scanning electron 
microscope (SEM) and the locations of fatigue crack sources were determined by the distance from 
surface [11]. Some typical fatigue crack sources are shown in Figure 5. The fatigue crack sources 
always locate at the surface for unenhanced specimens, whereas for those surface-enhanced ones, 
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they are located beneath the surface-enhanced layer where residual stress is tensile. 
Table 1 Rotating bending fatigue strengths/limits of high strength aeronautical structural materials 

Material Surface condition σapp/MPa σloc/MPa σsur/MPa σint/MPa σint/σsur

Machining  718 750 750 1065 40CrNi2SiMoVA 
steel Shot peening 1040 1065   

1.42 

Machining  720 720 720 966 16Co14Ni10Cr2Mo 
steel Shot peening 835 966   

1.34 

Machining  763 738 738 997 0Cr13Ni8Mo2Al 
steel Shot peening 887 997   

1.35 

Machining  160 160 160 224 2121-T851 
aluminum alloy Shot peening 206 224   

1.40 

Machining  185 185 185 261 
Shot peening 223 252   

1.41 7050-T7451 
aluminum alloy 

Laser peening 263 261    
Machining  170 150 150 206 7475-T7351 

aluminum alloy Shot peening 202 206   
1.37 

Machining  420 400 400 560 
TC21 titanium alloy 

Shot peening 550 560   
1.40 

Machining  416 430 430 594 
Ti60 titanium alloy 

Shot peening 580 594   
1.38 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.5 Typical fatigue crack sources (a) Machined specimens of 7050-T7451 aluminum alloy, (b) 

shot-peened specimens of 7050-T7451 aluminum alloy, (c) machined specimens of Ti60 
titanium alloy, (d) shot-peened specimens of Ti60 titanium alloy, (e) shot-peened specimens 
of TC21 titanium alloy, (f) fatigue cracks in the fatigue crack sources of shot-peened 
specimens of TC21 titanium alloy 
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2.3. Influence of residual stress on fatigue crack propagation performance 
The effect of shot peening on small crack growth was investigated in a 7475-T7351 aluminum alloy 
[12]. A single edge notch tensile specimen was employed and the notches were shot peened. Small 
crack growth fatigue testing was performed in an MTS fatigue tester using constant amplitude 
loading (stress ratio R=0.06 and maximum stressσmax =160MPa) in a frequency of 10Hz at room 
temperature under laboratory air conditions. The plastic replica method was used to record small 
crack data at the notch root. To acquire accurate small crack lengths, acetyl cellulose plastic replicas 
(often called AC paper) were employed to monitor the small crack length as a function of the 
number of load cycles. Stress intensity factors for small cracks subjected both to external loads and 
to shot peening induced residual stresses were determined using weight function methods [12, 13]. 
The fatigue small crack growth rate was analyzed by FASTRAN software [14] and the crack 
propagation behavior of unpeened and shot-peened specimens is shown in Figure 6 and Figure 7, 
respectively.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.6 Replica SEM images showing small crack   Fig.7 Replica SEM images showing small crack 
growth in an unpeened specimen of 7475-T7351    growth in an peened specimen of 7475-T7351 
aluminum alloy for N cyles: (a) N=3000, (b)N=   aluminum alloy for N cyles: (a) N=6000, (b)N= 
6000, (c) N=9000, (d) N=10000, (e) N=11000,   7000, (c) N=8000, (d) N=10000, (e)N=12000,(f) 
(f)N=13000, (g) N=15000, (h) N=18000. Finial     N=14000, (g) N=16000, (h) N=19000. Finial 
failure occurred at 28000 cycles.                failure occurred at 84000 cycles. 
Compared with unpeened specimens, the small crack growth rates are very much lower for shot 
peened specimens. It is obvious that the small crack growth will show lower curves rate than large 
one if the residual stress effect is not considered, while it is normal rate if the effect of residual 
stress is considered, as shown in Figure 8. Therefore, the influence of residual stress on fatigue 
crack propagation behaviors or growth rates should be considered. 
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Fig.8 da/dN-△K curves for 7475-T7351 aluminum alloy 
 
3. Conclusions and Recommendations 
 
Residual stress has a significant effect on fatigue, stress corrosion cracking and other fracture 
performances. The residual stress distribution should be investigated quantitatively by experimental 
measurements or simulations and obtain the three dimensional characteristics.  
(1) Surface enhancement processes introduce compressive residual stresses in surface layer and 
there are some parameters to describe the features of residual stress fields caused by surface 
enhancement treatments. 
(2) Compressive residual stress can be measured by X-ray diffraction or neutron scatting and 
simulated by finite element methods or boundary element methods, therefore its effects on fatigue 
and fracture can be analyzed quantitatively. 
(3) The fatigue crack can be initiated beneath compressive residual stress filed for surface enhanced 
specimens and the effect of residual stress should be considered both in the view of mechanics and 
materials science. Fatigue strengths/limits are increased by compressive residual stresses and 
surface cold worked layer for surface enhanced specimens. 
(4) Fatigue crack growth rate is lower in the compressive residual stress filed for surface enhanced 
specimens compared to unenhanced ones; the effect of residual stress can be quantitatively analyzed 
by weight function methods and FASTRAN software. 
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Abstract  This paper is devoted to the investigation of the shot-peening process using 3D finite element 
(FE) model of multiple impingement. In this analysis, we implement a novel ‘‘symmetry cell’’ approach to 
examine the impact effect of a large number of rigid and deformable shots on a high-strength steel target 
made from AISI 4340. Dynamic elasto-plastic simulations were conducted using a rate sensitive material 
model. A number of convergence tests, which account for element size and stiffness of contact elements, 
were carried out. In addition, efforts were devoted to determine the appropriate material damping parameters 
needed to dampen unwanted numerical oscillations associated with the explicit solver of LS-DYNA for this 
class of problems. The model was used to predict the effect of peening coverage upon the mechanically 
induced residual stress field for rate sensitive materials under multiple and repeated impacts. 
 
Keywords  Shot-peening, Multiple impacts, Residual stress, Finite elements, Rate sensitive 
 
1. Introduction 
 
Shot-peening is a cold-working process accomplished by bombarding the surface of the component 
with small spherical shots made of hardened cast-steel, conditioned cut-wire, glass or ceramic beads 
at a relatively high impingement velocity (40–70 m/s). It is used mainly to improve the fatigue life 
of metallic components [1]. During impingement, a plastic indentation surrounded by an elastic 
zone is formed. After contact between the shot and the target has ceased, the elastically stressed 
region tends to recover to the fully unloaded state, while the plastically deformed region sustains 
some permanent deformation. This inhomogeneous elasto-plastic deformation results in the 
development of a compressive residual stress field in the exposed upper most layers. To maintain 
equilibrium in the peened component, a tensile residual stress field is developed in the depth of the 
component. The mechanically induced surface compressive residual stresses have been found to be 
highly effective in enhancing the fatigue resistance of critical load bearing components. 
 
The effectiveness of the peening treatment depends, to a large measure, on the peening intensity and 
the peening coverage. Peening intensity is a measure of the consistency of the treatment and of the 
plastic dissipation of the impinging shots. Peening coverage, on the other hand, is a measure of the 
obliteration of the original surface texture and can be defined as the ratio of the area covered by 
peening indentations to the total exposed surface area. Intensity and coverage depend on numerous 
variables, including work-piece characteristics, shot characteristics, flow conditions, stand-off 
distance and exposure time. 
 
Direct residual stress measurements inside the compressed layer are expensive, time consuming, 
and requires the use of semi-destructive methods. Therefore, the modelling of the shot-peening 
process has received increasing attention from the scientific community. Several issues have 
emerged and received extensive investigations about modelling and simulations of multiple impact 
collisions. The first is concerned with the use of static or dynamic analysis to treat the peening 
process. Several contributions were made using quasi-static analysis [2-5]. However, some 
investigations [6-8] have shown that the indentation shape and residual stress distribution caused by 
static compression are different from those caused by dynamic impact. For example, according to 
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Kobayashi et al. [8], tensile residual stresses were developed at the centre of the indentation as a 
result of dynamic impact, while the residual stress caused by static compression is approximately 
zero at the centre of indentation. Therefore, more realistic approach must be considered to analyze 
the impact-related phenomena caused by shot-peening. The dynamic modelling of a single shot was 
initially conducted by Johnson [9] using a pseudodynamic approach, in which only the inertial 
properties of the shot was taken into account. More work used explicit solvers to model the 
dynamic process. This includes the contributions made by Klemenz et al. [10], Gariépy et al. [11] 
etc. 
 
The second issue of simulation is how to model the shot-peening process that involves a large 
number of impact events. Some authors investigated single or twin shot impacts. For example, 
Edberg et al. [12] carried out dynamic FE analysis of a single shot on both viscoplastic and isotropic 
elasto-plastic targets. More and Kulkarni [13], Hong et al. [14] investigated the residual stress 
patterns from a single shot simulation. Meguid et al. [15,16] examined the effects of shot and target 
parameters upon the plastic zone development and induced residual stresses from both single and 
twin shot impacts. Despite the importance of the analysis of single and twin shot impacts to the 
understanding of the phenomena involved, modelling of the entire peening process should lead to 
more accurate results. Schiffner and Helling [17] used a simplified approach to model quasi-static 
target behaviour using time-dependent load functions obtained from the dynamic axisymmetric FE 
analysis of the impact of a single spherical shot. Their results showed that the influence of adjacent 
shots cannot be ignored. Meguid et al. [18] developed an enhanced symmetry cell to describe the 
high-density multiple impacts, and compared the predicted average residual stresses inside the 
target to experimental measurements using the holedrilling technique. Recently, Mylonas and 
Labeas [19], Sheng et al. [20] carried out 3D analysis implementing a large number of random shots. 
Kim et al. [21] investigated the residual stress for multiple shots at oblique impinging angles. 
 
Another issue is to model the effect of the highly localized strain rates involved in the shot-peening 
process during impingement and rebounding of the jet stream. Some work modeled the target as 
rate insensitive materials [12,14,16]. However, for many real materials, dynamic analysis 
accounting for both inertia and rate effects would be essential. Meguid et al. [18] showed that using 
rate insensitive and rate sensitive material models would lead to different residual stress and plastic 
strain distributions. Strain rate dependent material was then used to model the target in the work by 
Kim el al. [21]. In this paper, we provide a 3D FE analysis of shot-peening process using a multiple 
impingement model for strain-rate sensitive targets and rigid shots. The residual stress distribution 
was analyzed and the effect of the peening coverage was investigated. 
 
2. Finite element modelling 
 
2.1. Configuration and boundary condition 
 
The investigated situation is that a large number of identical shots impinge a metallic target at 
normal incidence. In this case, the effect of the boundary of the target can be considered negligible 
at the centre of the area examined. This has led us to the use of a symmetry cell, which would 
reduce the modelling considerably. The dimensions of the proposed symmetry cell are C × C × H, 
where C is the distance between adjacent shots in one row and H is the cell height, as outlined in 
Figure 1. The selected cell depth should be large enough to prevent interference from the boundary, 
while be small enough to maintain reasonable computational time. The single and twin shot impact 
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results published earlier in Refs. [14,16] indicate that a height no smaller than 4R is suitable for the 
different shot velocities examined in these papers. Here R is the shot radius taken as 1.0 mm. For 
the current multiple-indentation problem H = 4R. The distance C can be changed to get different 
peening intensity. 
 
Symmetry boundary conditions were used at the four side faces of the cell. In addition, all 
displacements of the cell bottom were restrained. To provide a greater degree of accuracy, full 
eight-node integration was used. The mesh near the impinging locations was refined. All shots were 
identically modelled as rigid body discretized using eight-node brick elements with a coarser mesh 
density. Convergence tests were conducted using different meshes. The convergence test results 
indicated that the mesh depicted in Figure 1(b) was capable of representing the peening process in a 
cost-effective manner, as measured by the marginal difference in the maximum residual stress 
results. Accordingly, this mesh was used for the remainder of the study. 
 

 (b)  
Figure 1. FE multiple impingement model: (a) full model, and (b) discretised symmetry cell. 

 
2.2. Material models 
 
The material of the target was high-strength steel AISI 4340 with density of 7850 kg/m3, which is 
widely used for shot-peening applications [14,16,18]. A bilinear isotropic hardening elasto-plastic 
constitutive law was used to model AISI 4340 with Young’s modulus of 205 GPa and Poisson’s 
ratio of 0.25 [22]. The strain-rate sensitivity was accounted for by using the data developed by 
Premack and Douglas [22], since they appear to be more reliable and cover a wider range of 
strain-rate values which are comparable to those observed in shot-peening (up to 105 1/s). These 
data are incorporated in the FE model by scaling the quasi-static stress–strain curve for different 
strain rates according to [22]. The shots were made of high carbon steel with the density assumed as 
being 7850 kg/m3. 
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(a)                                                      (b) 

Figure 2. Stress–strain relationship for AISI 4340 steel [22]: (a) quasi-static uniaxial stress–strain curve, and 
(b) the normalised effective yield stress accounting for strain-rate sensitivity. 

 
2.3. Simulation procedure 
 
The peening treatment of the cell was simulated by the impingement of rows of identical shots with 
a symmetric layout inside each row. These rows are further combined in series of four rows each. 
To achieve higher peening coverage, each subsequent row in the series is shifted laterally so that the 
shots in this row impinge different areas of the target symmetry cell as shown in Figure 1. To 
achieve higher peening intensity, several series of shot rows were used to impact the cell. A total of 
four series was used, which brings the total number of shot rows to 16. 
 
The 16 shots were impinging to the target surface of the symmetry cell one by one as shown in 
Figure 1(b). The impinging velocity was unanimously chosen as 75 m/s in this study. A time 
interval of 10 ms was chosen between subsequent impacts. It is necessary to introduce material 
damping in order to prevent unnecessary long post-impact residual oscillations. If these oscillations 
are not reduced significantly prior to the following impingement taking place, they could 
accumulate leading to numerical instability. However, care must be taken so that the introduction of 
this damping should not disturb the solution. The material damping was introduced as being Eq. (1). 
 D M Kα β= + , (1) 
Where D, M and K are the damping, mass and stiffness matrices, respectively. As a result of a 
number of trial runs, it was determined that effective damping can be achieved using a stiffness 
proportional damping coefficient β = 2 x 10-9 s. To obtain reliable values of mass proportional 
damping α the following approach was adopted. For the given symmetry cell, the minimal modal 
frequency ω0 could be estimated as in Eq. (2). 

 0
1 2E
H

ω
ρ

= , (2) 

Where E is the target Young’s modulus, ρ is its density and H is the height of the symmetry cell. 
The mass proportional damping is then determined as in Eq. (3). 
 02α ω ξ= , (3) 
Where ξ is the corresponding modal damping parameter. In this study, ξ was selected as 0 during the 
impact stage and changed to 0.5 between subsequent shot impacts to decay the unwanted 
low-frequency oscillations. 
 
 
 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-5- 
 

3. Results 
 
The FE model was developed using the explicit commercial finite element code ANSYS/LS-DYNA 
version 13. In contrast to the single shot impact, the current model is capable of modelling the effect 
of peening coverage. This was achieved by varying the separation distance C between adjacent 
shots. Figure 3 shows the residual stress distribution along the target depth direction. The residual 
stress σxx is plotted versus the target depth at three locations A–A, B–B and C–C as indicated in 
Figure 3(a). Three normalized separation distances were investigated as shown in Figures 3(a)–(c), 
respectively for C/R=1, 1.5 and 2. The corresponding stress distribution beneath the centre-line after 
repeated impact of four subsequent shots that hit the target in the same place is also provided for 
comparison. The results show that multiple shot impacts lead to interaction between the unloading 
residual stress fields resulting from individual impacts. This interaction effects lead to a much more 
uniform distribution of residual stresses along the target surface and subsurface regions than the 
results of single and twin shot impact models. As expected, the decrease in the separation distance 
leads to a more uniform residual stress distribution across the target as can be seen from the smaller 
distinction between the three curves of different locations. This is attributed to stronger interaction 
between individual shot impacts. The average depth of the compressed layer increases with the 
decrease in the normalized separation distance. However, the maximum values of the compressive 
residual stress are comparable for all the three cases examined. For separation distance C/R ≥ 2, the 
residual stress distributions beneath the shot corresponding to the multiple impingement model are 
very close to those of the repeated impact sequence of four coincident shots. 
 
 

                   
(a)                                               (b) 

   
(c)                                             (d) 

Figure 3. Effect of separation distance C/R upon residual stress distributions along target depth direction at 
three locations as indicated in (a) after rebound of fourth series (16 row) of shots: (b) C/R=1, (c) C/R=1.5, 
and (d) C/R=2. Also compared is the distribution along the center line for the case of four subsequent shots 

hitting the target at the same place. 

C

C 

R 

A-A B-B C-C 
1st row 

4th row 2nd row 

3rd row 
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4. Conclusions 
 
A comprehensive 3D dynamic elasto-plastic finite element analysis was conducted to simulate the 
shot-peening process using rate sensitive targets, multiple and repeated impingements. The 
mechanically induced residual stress distributions were examined using a representative symmetry 
cell. It indicated that multiple shot impacts resulted in a more uniform residual stress at and 
immediately beneath the exposed surface layers compared to single and twin shot impacts. The 
separation distance between shots influences the residual stress field significantly. The decrease in 
separation distance leads to a more uniform residual stress distribution in the treated target. The 
average depth of the compressed layer increases with a decrease in the normalized separation 
distance C/R from 2 to 1. However, the maximum value of the compressive residual stress and 
plastic strain fields are comparable for all the three cases examined. For separation distances C/R ≥ 
2, the interaction between different shot impacts along the target surface are negligible. 
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Abstract  Electron speckle-interferometry can be used in combination with hole drilling for an accurate 
determination of residual stresses (ESPI-HD method). Technology and compact equipment for efficient 
measurement of residual stresses based on ESPI-HD method have been described.  
 
The computation method for calculation the values of stress tensor components based on surface 
displacements data has been suggested. Use of the ESPI-HD method allows increasing the accuracy of 
residual stress determination. High sensitivity of the instrumentation allows conducting investigations of the 
stressed state on a small base (0.5 mm) without loss of the experiment accuracy.  
 
A special new approach to the conventional method of speckle-interferometry in order to investigate stress 
gradients over the surface of the test object has been added. The efficiency of application of the offered 
procedure for evaluation of the gradient of stresses is shown for investigation of residual stresses in welded 
structures. 
 
Keywords  residual stresses, electron speckle-inteferometry, hole-drilling method, welding 
 
1. Introduction 
 
In the production of the welded structures the high-strength steels and cast alloys find the more 
wide application. However, the serviceability and reliability of these materials depend greatly on the 
effect of residual stresses, the high level and the local gradient of which can lead to the initiation of 
cracks, reduction in corrosion resistance, etc. Therefore, the development of the reliable and 
informative methods of investigation of a stressed state in structures is important. 
 
One of the most widely used methods for determination of residual stresses is the hole-drilling 
strain-gage method, in which a through-thickness or blind hole is made in the inspected point of the 
surface, and the strains, caused by unloading of the material volume during the residual stresses 
release, are measured in the vicinity of the hole. The values of these strains are subsequently used to 
calculate the main directions and appropriate values of the residual stresses.  
 
The contactless methods, based on the laser interferometry for measuring the surface displacements, 
can overcome the difficulties, related to the bonding of the strain gauge arrays in the vicinity of the 
holes, and can also provide more information about the residual stress state of the object [1-3]. 
 
2. Determination of residual stresses by means of the ESPI-HD method 
 
The electron speckle-interferometry (ESPI) in the combination with the hole-drilling can be used 
for fast and accurate determination of residual stresses [4, 5]. The speckle-interferometry method 
for determination of residual stresses is based on the application of the optical scheme of the 
interferometer in which the investigated section of the object is illuminated under the same angle 
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symmetrically from two directions, so that it is possible to determine the in-plane components of the 
displacement vector, which characterize the deformation of the object.  
 
The displacements, caused by relaxation of residual stresses in the bulk material due to drilling of 
the blind holes, are measured using the ESPI method. The measurements are made in the following 
sequence [4]: the device is placed on the surface of the object. The reflected speckle-pattern, 
characterizing the initial condition before hole-drilling in the controlled section, is stored in the 
computer memory using a CCD-camera. 
 
After unloading of the stresses due to drilling of a blind hole with the diameter and depth of 
approximately 0.4-1.0 mm, the reflected second speckle-pattern is also stored in the computer. After 
the computer processing of these two speckle-patterns, the monitor shows the interference fringes in 
the vicinity of the hole that contains the information about the displacements (Fig. 1). 

 

  
a) b) 

Figure 1. Typical fringe patterns in the vicinity of a drilled blind hole in a stressed material: a) symmetrical 
fringe pattern. The gradient of residual stresses over the surface on the base of the measurements is absent; b) 

non-symmetrical fringe pattern. The gradient of residual stresses over the surface is present 
 
Based on the computer processing of the fringe patterns, the displacements in the irradiated area can 
be evaluated, as well as the residual stresses can be calculated. 
 
The developed procedure provides the measurement with the help of the speckle-interferometry of a 
displacement component ux at a constant distance from the hole center (for instance, r = 2,5r0). In 
this case the dependence of the measured displacements ux, resulting from relaxation of stresses σxx, 
σyy and τxy is expressed by the formula [3]: 
 
 ux(θ)=F(θ) σxx +G(θ) σyy+H(θ) τxy  (1) 
 
where F(θ), G(θ) and H(θ) are the functions, which depend on the mechanical properties of the 
material, the distance from the hole center and its diameter, angle θ determines the coordinates 
(x = 2,5r0 cos(θ); y = 2,5r0 sin(θ)) of the point, where the displacement is measured. 
 
Determination of residual stresses, using the offered procedure, is realized in the following stages: 
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• points at distance of 2.5r0 from the center of the drilled hole of the radius r0 at the different angles 
θ relative to the axis of illumination are selected; 

• displacements ux(θ) at the chosen points are measured, using a speckle-interferometer; 
• components σxx, σyy and τxy are calculated from Eq. 1, using the least squares method; 
• values of principal stresses σ1, σ2 and principal angle are determined.  
 

A small device, positioned directly on the surface of the investigated object (Fig. 2) has been 
designed for determination of residual stresses in the elements and sections of the structures. 
Software 'Fringe Editor' for automatic image processing has been developed (Fig. 3). 

 

 

 

Figure 2. General view of the optical device, including: 
1 – basement; 2 – removable module of 

speckle-interferometer; 3 – CCD-camera; 4 – sample of a 
welded joint; 5 – a weld seam 

Figure 3. General view of the software user 
interface 

 
The unit for determination of residual stresses, using the ESPI-HD method, includes a system of 
illumination and observation, which makes it possible to measure the displacements in the plane of 
the object examined. The unit consists of two parts: a basement 1 and a removable module 2, in 
which the optical system of the interferometer is assembled (Fig. 2). The basement is mounted on 
the sample examined and remains fixed while the measurements are being carried out for the point 
selected. 
 
The solution of the well-known problem about the bending of a console beam with a fixed end by a 
force applied to a free end was used to evaluate the accuracy of the displacement measurements, 
using the developed small-sized speckle-interferometer and automated computer processing of 
speckle-patterns. The experiments have shown that the deviation of the values of stresses, which 
were determined by the ESPI-HD method, from the analytically estimated values, does not exceed 6 
% of yield strength of the material tested [5]. 
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3. Stress gradient over a surface  
 
Determination of residual stresses on the basis of the hole-drilling methods assumes that stresses in 
the directions x and y are not changed. However, there is a non-homogeneous stressed state in the 
weld and HAZ, i.e. a gradient of residual stresses is present in those areas. (Fig. 4, 5). In this 
connection, it is suggested to use the drilling of the small-diameter holes at these areas to increase 
the accuracy of stress determination. It should be noted here, that the decrease of the holes’ diameter 
leads to the reduction of the displacement measuring sensitivity and to the complication of the the 
process of drilling the holes in the high-strength metals and alloys. 
 
It is known that the application of electron speckle-interferometry for determination of residual 
stresses makes it possible to gather more information about the residual stress state of the object 
compared with the data from the resistance strain gauges, that is achieved by calculating a 
significantly larger amount of values of the displacements caused by the hole-drilling.  

 

 
 

Figure 4. Typical distributions of longitudinal 
residual stresses versus distance from the weld center 

line 

Figure 5. Local distribution of residual stresses across 
the hole 

 
The ESPI-HD method for determination of residual stresses has been improved with a new 
approach for investigation of the stress gradient over the surface of the objects being examined. The 
principle of the approach will be briefly described below. 

 
The area around the hole is divided into sectors. The displacements and their values, which are used 
for computing the stresses, are measured in those sectors (Fig. 6). The displacements data in the 
first and fourth circumference quadrants are used to determine the residual stresses for sector C1, in 
the second and third quadrants – for sector C2, the whole data about the displacement values along 
the circumference are used for determination of residual stresses corresponding to sector C0 (Fig. 6). 
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Figure 6: Scheme of an area division into sectors for investigation of the stresses’ gradient in the hole zone 

 
In order to assess the stress gradient it is necessary to determine stresses, using the data about 
displacements in the points both along the entire circumference around the drilled hole (Fig. 5) and 
in the points, located in the separated sectors around the drilled hole (compare Fig. 5). The 
computations, made with FEM, have shown that stresses, calculated from the data about 
displacements in all the points of the circumference (C0), will have averaged values (σxx,avr ) as 
compared with stresses from the measurements in the separated sectors (C1 and C2). The higher the 
stress gradient in the hole zone is, the larger the difference between the results of the stresses’ 
calculation from displacements data in sectors C1 and C2. This gives the possibility to determine the 
direction of the stress gradient around the hole contour that allows to find the extreme values of 
residual stresses at a high accuracy.  
 
To evaluate the gradient of stresses we have to plot the stress diagram. The data of the 
displacements, measured in the points along the circumference 2 (Fig. 7), located at a certain 
distance (2.5r0) from the drilled hole center 1 (radius r0 ), are used for determination of averaged 
residual stresses. If the stresses σxx, calculated from the data from the different sections, are not 
equal, then the gradient of stresses over the object surface is present. In that case there is a 
dependence of stresses, being calculated on angle α (angle between radius-vector b and axis OX, Fig. 
7). To assess the gradient of stresses in the hole vicinity, the diagram of the changes of stresses 
along the circumference is plotted on the base of the displacements data in the points of the sector 3 
from angle α (the points of the sector 3 have polar coordinates within the range from α – π/2 up to α 
+ π/2).  
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Figure 7. Scheme of the location of the points, in which the stresses are determined from the displacements 
data, where: 1 – hole; 2 – circumference, along which the displacements have been measured, used for 

calculation of stresses; 3 – circumference sector, in which the displacements are measured, used for 
determination of the stressed state when analyzing the stress gradient over the surface 

 
An example of the calculated stress diagram is shown in Fig. 8. A conclusion about the presence of 
the residual stresses gradient can be drawn based on deviation of a curve of stresses from the circle 
with the radius, which is equal to the averaged value of stresses. 

 

 
 

Figure 8. Graphical presentation of stresses σxx (square dots), with the use of the data about the displacements 
in the sector 3 (Fig. 7), illustrating deviations from the averaged values σxx,avr  and indicating the gradient of 

residual stresses over the surface. 1 – hole; 2 – measured displacements are presented in the form of a 
grayscale values 
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4. Application 
 
The procedure of determination of residual stresses and the equipment, designed for this purpose, 
have been used for study of the stressed state in 1020 mm diameter welded gas and oil pipelines 
(Fig. 9). The ESPI-HD method has made it possible to determine residual stresses in the different 
areas of the welds. This technique does not require strong surface preparation. Drilling of holes with 
diameters and depths from 0.5 up to 1.0 mm provided high accuracy and relatively small damage. 

 

 
 

Figure 9. Determination of residual stresses in welded joints of gas and oil pipelines. 
 
Another important advantage of the ESPI-HD method in comparison with the strain-gage 
hole-drilling method is that it does not require the removal of the weld reinforcement, which can 
lead to a redistribution of residual stresses. 
 
Residual stresses have been determined in the Cr-Mo-V turbine element (Fig. 2). Typical 
distribution of circumferential residual stresses in the surface welded turbine rotor is presented at 
Fig. 10a, where compressive residual stresses are obtained due to phase transformation. However, 
the use of the proposed methodology for evaluating the stress gradient over the surface revealed two 
sharp peaks in HAZ, which have resulted from the martensitic transformations in the narrow zones 
of the width up to 2 mm (Fig. 10b). Thus, the use of the proposed techniques for the stress gradient 
analyses enabled to clarify the data about distribution of residual stresses and to identify a number 
of the important features. 
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Figure 10. Distribution of circumferential residual stresses in the surface welded rotor obtained by: a) – 

conventional method of determination of residual stresses; b) – ESPI-HD – method with the technology of 
evaluating the stress gradient over the surface 

 
5. Summary 
 
Thus, the use of the ESPI-HD method makes it possible to increase the accuracy of residual stress 
determination and also gives an additional opportunity of the stress gradient assessment on the basis 
of the drilled out hole. The high sensitivity of the device enables to conduct the investigations of the 
stressed state on a small base (from 0.5 mm) without any loss of the experiment accuracy. The 
developed procedure of residual stress determination, compactness of the equipment and efficiency 
of the computer processing of the optical information open the new possibilities for examining the 
structures under the laboratory and industrial conditions. 
 
The efficiency of the application of the offered procedure for evaluation of the stress gradient over 
the surface in order to investigate residual stresses in the welded structures has been shown. 
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Abstract  The influence of high speed turning and tool wear on the microstructure and residual stresses of 
Inconel 718 was investigated. The turning was performed using whisker reinforced alumina ceramic inserts 
and a cutting fluid. By electron channelling contrast imaging in SEM, significant microstructural changes, 
including grain-refinement in a thin surface layer and heavily deformed microstructure to a certain depth, 
were observed in turning using a new tool. X-ray diffraction measurements also revealed a characteristic 
residual stress field with surface tensile stresses and subsurface compressive stresses. With the development 
of wear in the tool flank, mechanical forces and heat involved in the cutting operation increased, leading to a 
much larger cutting affected zone and more drastic changes in the surface integrity. High surface tensile 
residual stresses, up to 1500 MPa, and dissolution of reinforcing precipitates and recrystallization of the 
surface layer were induced by severe tool wear, both of which can significantly affect the fatigue strength of 
the machined part. 
 
Keywords  High speed machining, Surface integrity, Residual stress, Tool wear, Inconel 718  
 

1. Introduction 
 
Various machining operations such as turning, milling and drilling are widely employed to create 
designed shapes and dimensions of engineering parts with the help of cutting tools. During such a 
manufacturing process, material is removed from the surface of a part with the help of a cutting tool, 
causing severe localized plastic deformation and shearing. Because of the mechanical work done 
and friction between the cutting tool and both the newly formed workpiece surface and the chip, the 
temperature in the cutting zone is unavoidably raised. The nature of such a process involving 
localized plastic deformation and heating means structural development and thereby property 
changes in the surface as well as subsurface of the machined part. Plastic deformation, heat induced 
microstructural changes, hardness variations and residual stresses are frequently observed in the 
cutting affected zone [1-4]. Such changes may have a direct impact on the performance and 
reliability of machined parts and therefore are constantly a subject of interest in research. 
 
The current project investigates the influence of high speed turning on the surface integrity of nickel 
based superalloy Inconel 718. Nickel based superalloys have good strength as well as excellent 
oxidation and corrosion resistance at elevated temperatures. They constitute a very important group 
of structural materials suitable for high temperature applications in the aerospace and energy 
conversion industries. However, the alloys are also known as hard-to-cut materials due to their high 
strain hardening rate, poor heat conductivity and high-temperature strength. The poor machinability 
not only contributes to a low material removal rate but also induces rapid tool wear [5] which 
changes the cutting geometry of the tool. For wear in the tool flank, the increased tool-workpiece 
contact area and vanished clearance angle lead to increased mechanical forces and heat generation 
during cutting [5]. As a result, machining influence on the surface integrity of the workpiece is 
enhanced [4]. Microstructure alterations and residual stresses in turning of Inconel 718 by worn 
tools were studied in a few publications. Sharman et al. through optical microscopy and 
microhardness testing revealed that tool wear during turning of Inconel 718 increased the plastic 
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deformation depth, and at the higher speed end of the studied range of 40–120 m/min it also 
enhanced strain hardening of the subsurface [5]. Analysis by high resolution imaging of electron 
channeling contrast (ECC) in backscatter detectors and electron backscatter diffraction (EBSD) 
revealed that recrystallization and partial recrystallization also occurred in an immediate subsurface 
layer of 200–300 nm at a cutting speed of 300 m/min [6]. In [7], tool wear was reported to promote 
the formation of a so called white layer, independent of the application of coolant. Cutting using a 
worn tool is often found to increase the surface tensile residual stresses. In turning of Inconel 718 at 
low cutting speed (40 m/min), high surface tensile residual stresses up to 1043 MPa were reported 
in a surface prepared using a worn tool and the surface tensile stresses was found to decrease with 
increasing cutting speed [8]. For face finishing turning of RR1000 alloy, residual stress profile 
measurements revealed that tool flank wear not only increased the surface tensile residual stresses 
but also extended the compressive peak stresses to a larger depth [9].   
 
This paper presents results from studies on the evolution of microstructural changes and residual 
stresses with the development of tool wear for high speed turning of Inconel 718 at 200 m/min with 
a cutting fluid. The influence of tool wear on residual stresses for cutting using the same tooling 
conditions but without the application of cutting fluid can be found in [10]. In [6], research work on 
subsurface deformation and their correlation to tool wear for turning at higher speed was reported.  
 
2. Experimental Details 
 
2.1. Material and machining operations 
 
The Inconel 718 used in the current investigation has a nominal composition of: 53.8% Ni, 18.1% 
Cr, 5.5% Nb, 2.9% Mo, 1% Ti, 0.55% Al, 0.25% C, 0.04% Si and balance Fe (in weight). Round 
bars of 70 mm diameter and 200 mm length were received in solution annealed and aged condition 
with a nominal bulk hardness of 45±1 HRC. The backscatter electron images in Fig. 1 reveals a 
microstructure of equiaxed γ grains of nickel solid solution strengthened by very fine intermetallic 
γ'' (coherent body centered tetragonal Ni3Nb) particles visible at higher magnification. Elongated δ 
(an incoherent orthorhombic Ni3Nb) particles are observed at grain-boundaries with some of them 
penetrating deep into the grains. 
  

 
 
 
 
 
 

 
 
 
 
 

Fig. 1 Backscatter electron image of the as received alloy with a nickel base solid solution γ and reinforcing 
γ'' precipitates (the inset). The elongated bright particles often located at grain boundaries are δ precipitates. 

 
The as-received bars were machined down to 40 mm before further turning using whisker 
reinforced alumina ceramic (Al2O3+SiCw) tools to prepare samples for the investigation. The cutting 
tool had a honed cutting edge and negative rake chamfer (0.1x20o). The insert was mounted in a 
CDJNL3025P11 (ISO) type tool holder with a tool geometry of -6o rake angle, 6o clearance angle, 

10 μm 

200 nm 
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93o edge major tool cutting and -6o cutting edge inclination angle. To investigate the influence of 
tool wear on the machined surface quality, samples were also prepared with used tools of two 
degrees of flank wear, namely semi-worn tools (VBmax = 0.15 mm) and worn tools (VBmax = 0.3 
mm). The cutting speed, feed rate, and cutting depth were 200 m/min, 0.2 mm/revolution, and 0.3 
mm, respectively. All machining trials were conducted on a SMT500 CNC turning machine with a 
spindle speed up to 4000 rpm and a drive motor rated up 70kW. The cutting fluid was Sitala D 
201-03 (Shell) containing 5% of semi-synthetic emulsion in solution and provided with 5 MPa at 40 
l/min through an orifice 5 mm in diameter. 
 
2.1. Surface integrity characterization 
 
X-ray diffraction stress analysis is based on evaluating changes in the interplanar spacings of certain 
(hkl)-planes, namely the elastic strains, from which the residual stresses responsible for causing the 
changes are derived. Measurements in the current study were carried out in ψ-mode [11] on a 
Seifert X-ray diffractometer. With ψ being the angle of sample tilt around an axis passing through 
the goniometer center in the diffractometer plane, the commonly used sin2ψ-method [11] was 
employed to calculate residual stresses from the interplanar spacing measurements made in multiple 
ψ angles. To obtain a stress value, thirteen ψ-angles spreading in equal sin2ψ interval between (ψ = 
-50o) and (ψ = 50o) were used. Diffraction peaks from the nickel γ-220 reflection were obtained 
using the Cr-Kα radiation and a pinhole collimator of 2 mm diameter. The peak positions and widths 
were determined by curve fitting with two pseudo-Voigt functions for Kα1 and Kα2, respectively. The 
X-ray diffraction elastic constant for nickel γ-(220) plane, needed for the stress calculation, is 
4.65x10-6 MPa-1 [12]. To obtain depth profiles of residual stresses, stepwise electrolytic polishing 
was employed to expose the underlying material for diffraction measurements. The stress profiles 
presented in this paper are as measured results without any correction for possible stress relaxation 
due to the electrolytic polishing.  
 
Small samples were cut from the machined bars. A surface encompassing both the cut and feed 
directions was then mechanically ground and polished following a procedure for preparing samples 
for electron backscatter diffraction (EBSD) analysis. The microstructural characterization was 
carried out in a Hitachi SU-70 FESEM scanning electron microscope. Annular solid state 
backscatter detectors from Hitachi were used to obtain images of electron channeling contrast (ECC) 
from the polished surface. The plastic deformation depth was also characterized by measuring the 
density of low angle grain boundary (LAGB) in EBSD using a Nordlys detector from Oxford 
Instruments. Scans with a step size of 0.5 μm were then performed along lines perpendicular to the 
cutting surface. The LAGB was defined as a misorientation of 1 to 10 degrees between two 
contiguous measurement positions along a scanned line. Its density at a particular sample depth was 
then calculated by averaging the number of lines containing a LAGB at the depth over the total 
number of scanned lines.         
 
3. Results and Discussions 
 
3.1 Microstructure of machining affected zone 
 
As a reference state to illustrate the effect of dry cut, microstructure in the sample prepared using a 
new tool was briefly described in [10]. A more detailed analysis with regards to the cutting induced 
plastic deformation and temperature rise is given here. Fig. 2(a) presents an overview of 
microstructural alterations in the cutting affected zone. A plastic deformation gradient varying from 
surface towards depth is revealed by the ECC. Lattice distortions visible as contrast variations are 
seen at a depth up to about 60 μm. This zone, corresponding to the deformation depth indicated by 
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the LAGB density profile from EBSD line scans (Fig. 3(a)), is hereafter termed heavy deformation 
zone. Although slip bands related to cutting induced plastic deformation can be found in grains at a 
larger depth, the analysis here is limited to the zone of heavy deformation. Different microstructural 
features identified along the depth near the machined surface are shown in Fig. 2(b). In the outmost 
surface, Fig.2(c) discloses a discontinuous layer of less than 1 μm thick, distinguished from the 
material beneath by its very fine structure consisting of elongated grains lying in the cutting 
direction and some equiaxed grains. Such a layer with ultrafine or nano-sized grains has been 
reported in surfaces machined under certain cutting conditions [13,14] and is often attributed to 
severe plastic deformation with possible influence of a high temperature. In the current sample, 
deformation bands extended from the layer beneath are still recognizable and fragmented δ-particles 
are visible (Fig. 3(c)). These observations imply that severe plastic deformation is the main cause of 
the grain-refinement but the cutting heat may cause recovery and even partial recrystallization, 
producing the sharp boundary to the layer beneath.  
 

 

 

 
Fig. 2 Backscatter images showing microstructural alternations in machining affected zone of the sample 

prepared using a new tool. The machined surface is indicated by the arrows. 
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The next layer which extends to a depth of 10 to 25 μm contains severely deformed grains (Fig. 
2(b)). In the literature, distorted grain boundaries and deformation bands are frequently reported 
from optical microscopic study on etched surfaces, see for example [7]. In comparison, the 
backscatter image in Fig. 2(b) reveals finer microstructural features such as fine slip bands and 
concentrated plastic strains in the vicinity of grain boundaries. As can be seen in the region close to 
the superficial layer, elongated grains inclining towards the cutting direction prevail. Stretching and 
rotation of the grains are accomplished by shear, leaving dense deformation bands extending over 
the grains. In many grains, the deformation bands tend to bend towards the cutting direction with 
rather abrupt change of the bands orientation. Fine slip bands are also observed in the regions 
between the deformation bands. In other grains which are less distorted, dislocation slip on multiple 
slip systems results in cell-like features. The δ-precipitates in this zone either deform following the 
grain boundaries and/or are sheared together with the deformation bands. It can be concluded from 
the above observations that heat from the cutting process has little effect on the already deformed 
structure; the forced cooling by cutting fluid and the poor thermal conductivity of the superalloy 
prevent a large amount of the cutting heat from penetrating into the depth. The retained strain 
hardening effect is expected to locally increase the hardness but at a cost of the ductility. Deeper in 
the sample, plastic deformation is less significant. The grains are characterized by cross-slip bands 
but the grain boundaries remain essentially undistorted (Fig. 2(a)).  
 

 

Fig. 3 Depth distribution of low angle grain boundary (a) and mechanical force components (b) for cutting 

under different tool conditions.   

 

Cutting by a semi-worn tool with flank wear of VBmax = 0.15 mm leads to a larger cutting affected 
depth, as disclosed in Figs. 3(a) and 4(a). The depth of heavy plastic deformation shown in Fig. 4(a) 
is now slightly over 100 μm (Fig. 3(a)) and the severely deformed zone with distorted grains and 
grain boundaries extends to about 30 μm. The increased plastic deformation in association with tool 
wear is related to a higher cutting temperature and larger mechanical forces [5]. Wear in the tool 
flank results in a larger contact area between the tool and the sample surface as well as vanishing of 
the clearance angle. Subsequently, larger mechanical forces are required for material removal, as 
revealed by Fig. 3(b), leading to a larger deformation depth. Because of both the increased 
mechanical energy input and friction between the sample and tool, the cutting heat also increases 
which not only enhances plastic deformation by reducing the strength of the affected surface layer 
but also causes more significant microstructural changes. As can be seen in Fig 4(b), almost 
complete recrystallization occurs in the surface layer and partial recrystallization in some grain 
boundary regions beneath.  
 
As a result of further increase in the mechanical forces (Fig. 3(b)) and heat, a much larger 
mechanical and temperature influence is found for cutting using a worn tool (VBmax = 0.3 mm). The 
heavy deformation depth reaches over 250 μm (Fig. 3(a)) with the severely deformed layer 
extending to about 60 μm below the surface (Fig. 5(a)). The fully recrystallized surface layer 
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containing equiaxed grains of over 100 nm in size and annealing twins becomes as thick as 3 μm 
(Figs. 5(b) and (c)). The strengthening γ'' particles completely disappeared from the layer, which 
may facilitate recrystallization of the layer. In some places, a very thin but extremely fine featured 
layer can be observed on top of the recrystallized zone, as can be seen in Fig. 5(c). This layer may 
form because of remelting by a high surface temperature [6] and quenching by the cutting fluid. 
Such changes in the microstructure greatly improves the surface ductility but at the cost of strength. 
In the depth between 2 to 10 μm, bands containing ultrafine, elongated or equiaxed grains or 
cell-structures associated with grain boundaries lie in a low angle to the cutting surface (Fig. 5(b)). 
It seems that as more cutting heat penetrates deeper into the material, the extremely distorted grain 
boundary regions may partly recrystallize. Between the heat affected grain boundaries are parallel 
short deformation bands and coarser cells formed by crossed slip bands. The rest of the heavy 
deformation zone shows similar microstructural feature to those in the samples prepared by the new 
tool and semi-worn tool. 
 

 
 

 
 

Fig. 4 Machining affected depth of the sample prepared by turning using a semi-worn tool.  
 
3.2 Residual stresses 
 
Residual stress profiles are presented in Fig. 6. As can be seen, tensile residual stresses are found in 
a thin surface layer and compressive stresses in the subsurface zone. The cutting tool condition 
affected both the extent of the tension and compression zones and the peak stress values. The 
diffraction peak width, given as full width at half maximum intensity (FWHM) in Fig. 6, is related 
to lattice distortion and grain size. Except for the surface layer containing ultrafine grains, the 
observed peak broadening can be attributed mainly to cutting induced plastic strains. The cutting 
affected depths indicated by the FWHM profiles are somewhat larger than that observed in Section 
3.1 (Fig. 3(a)), indicating that X-ray diffraction is more sensitive for small plastic strains.  
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Fig. 5 Microstructure of the cutting affected depth prepared by a worn tool.    
 

A 10 μm thick tensile zone with relatively low peak stresses is induced by cutting using the new 
tool, see Fig. 6(a). The residual stress field is slightly anisotropic, with a more rapidly decreasing 
stress in the feed direction. After reaching maximum compressive stresses at about 50 μm, both the 
stress components decrease, approaching zero at a depth of about 150 μm. The depth affected by 
plastic deformation reaches about 100 μm. A similar residual stress field with surface tensile 
stresses and subsurface compressive stresses has been reported for nickel-based alloys machined 
under different cutting conditions, for example, in the cutting speed range between 40 m/min and 
120 m/min [8,15,16] and over 400 m/min [9,13,17]. Surface tensile stresses are often attributed to a 
dominant thermal effect from the cutting process [13,18]. When the contraction of a surface layer 
on cooling is hindered by the subsurface material of lower temperature, the surface layer will be put 
in tension and the subsurface layer in compression. On the other hand, plastic deformation involved 
in the cutting process which is mostly in-plane expansion has the opposite effect and will introduce 
compressive stresses in the surface layer [18]. Analogously, microstructural changes leading to a 
volume expansion of the surface layer will result in surface compression and subsurface tension. As 
analyzed in [10] for turning under the same cutting conditions but without the application of a 
cutting fluid, the observed stress field in Fig. 6(a) can be attributed to superposed mechanical and 
thermal effects: a somewhat anisotropic residual stress field with surface compression is induced by 
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surface plastic deformation and thermal stresses from cooling of a heated surface layer reverse the 
surface compression to tension.            
 

 
 

 
 

 
 

 
 
 
 
 
 

 

Fig. 6 Residual stresses and FWHM in the machining affected depth prepared using new tool (a), semi-worn 
tool (b) and worn-tool (c). 

 
The higher cutting heat generated when using the semi-worn tool has a large influence on the 
surface tensile zone. The size of the zone is increased and the surface stresses are raised from about 
240 MPa to 1400 MPa in the feed direction and 480 to 1300 MPa in the cutting direction (Fig. 6(b)). 
The higher mechanical forces (Fig. 3(b)) have little effect on the peak compressive stresses but 
enhance strain hardening in the near surface region, as revealed by the higher FWHM values, as 
well as expand the compression zone to a larger depth of 270 μm.   
 
For the turning by the worn tool (VBmax = 0.3 mm), Fig. 6(c) reveals a surface tensile stress of 1500 
MPa and a subsurface compressive peak of 600 MPa in the cutting direction. On the other hand, the 
surface tensile stress in the feed direction is reduced to 100 MPa, and at the same time the 
compressive stress peak is increased to about 1100 MPa. While the plastic deformation depth is 
further increased, to about 400 μm, recrystallization in the surface layer and partial recrystallization 
in the subsurface layer (Fig. 5) fully or partly removes the strain hardening effect, leading to low 
peak widths in the region (Fig. 6(c)). In spite of a stronger temperature effect on the microstructure, 
the observed residual stress anisotropy and the larger hardening depth suggest a more significant 
mechanical effect on the residual stress profiles in comparison with cutting using the semi-worn 
tool. The severe flank tool wear increases the feed and radial force components but has little effect 
on the cutting force component (Fig. 3(b)), which may result in a large difference between the two 
residual stress components. The recrystallization of the outer layer then relaxes the surface 
compressive stresses and residual stresses of tensile nature are generated later during cooling. It is 
interesting to compare the influence of tool wear with that of cutting speed for which increasing 
cutting speed also leads to a higher cutting temperature but lower mechanical forces [19] in contrast 
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to tool wear. Inspection of the results from face grooving of Inconel 718 published by Schlauer et al. 
[17] reveals that the increased thermal effect accompanying an increase in cutting speed from 410 
m/min to 810 m/min enhances mainly surface tension and subsurface compression but has little 
influence on the stress anisotropy.    
 
4. Conclusions 
 
Electron channeling contrast imaging and X-ray diffraction were used to study machining induced 
microstructural changes and residual stresses, respectively, in Inconel 718 samples prepared by high 
speed turning under different cutting conditions. The following conclusions can be drawn from the 
investigation: 
 
Mechanical forces and heat generated in the cutting process induced significant microstructural 
changes in the cutting affected zone. For cutting using a new tool, a surface layer of ultrafine grains 
formed because of local severe plastic deformation and high cutting heat. The layer beneath was 
heavily deformed, showing distorted grains and grain boundaries, deformation bands, and crossed 
slip bands; however, little influence of cutting temperature on the deformed microstructure was 
observed.     
 
With the development of wear in the tool flank, the thicknesses of the fine-structured layer and the 
heavily deformed zone were increased as a result of increased mechanical forces and cutting heat. 
The temperature influence on the deformed microstructure was also enhanced. For turning using a 
worn tool, full recrystallization and dissolution of the strengthening γ'' were observed in a surface 
layer up to several micrometer thick.     
 
All the investigated samples showed a characteristic residual stress field with surface tensile 
stresses and subsurface compressive stresses, generated due to the localized plastic deformation and 
heating.  
 
The increased cutting heat input and mechanical forces because of tool wear expanded both the 
tension and compression zones and resulted in much higher surface tensile stresses, up to 1500 MPa. 
When severe tool wear occurred, the residual stress field became strongly anisotropic, which could 
probably be ascribed to the different dependence of cutting force components on tool wear.   
 
It has been shown that as tool wear progressed, surface damage in the form of microstructural 
alterations and tensile residual stresses increased. The level of tool wear is therefore crucial to the 
surface and subsurface quality of the machined part and severe tool wear may significantly affect its 
fatigue strength. 
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AbstractAbstractAbstractAbstract Weld residual stresses and microstructural changes show coupled effects on fatigue crack growth
rates resulting in more difficulties and complexity in crack growth life analysis for weld joints. Uncoupling
these effects is a desirable option for understanding the influence of each factor and establishing more
accurate crack growth prediction methods. A method for isolating the contributions of residual stress and
weld microstructure change to fatigue crack growth rates in welds is presented in this paper. The proposed
method is based on the superposition rule in fracture mechanics. Example of fusion weld specimens of
different configurations and subjected to different loading conditions are presented to demonstrate the
procedure of the method. Factors that will influence the solution, such as the applied and residual stress
intensity factors, effective stress intensity factor ratio, choice of crack growth laws etc. are assessed and
discussed in details.

KeywordsKeywordsKeywordsKeywords Fatigue crack growth rate, Weld, Residual stress, Microstructural change, Isolation

1111.... IntroductionIntroductionIntroductionIntroduction

The application of advanced welding technologies to fabricate aircraft structural components is
recognized as one of the most promising methods to achieve further structure weight reduction and
manufacture cost saving, which requires a step change in the structural integrity assessment and,
consequently, sets new challenges to the damage tolerance evaluation for welded joints. Crack
growth life estimation is one of the key tasks in damage tolerance assessment. Welding procedure
will introduce micro-structural changes as well as weld residual stress (RS), both of which have
shown significant effects on fatigue crack growth (FCG) rates. Significant amount of research has
been conducted in the past 20 years to understand the crack growth behaviors in aerospace
aluminum alloys joined by different advanced welding technologies, e.g. fusion, laser and friction
stir welding (FSW), which have different characteristics in RS levels and microscopic texture [1-9].

Effects of microstructure and residual stress on FCG depend on the relative positions of the crack to
the weld zone. Tests on specimens with crack parallel to the weld line indicate that the growth rate
in the regime with low hardness is much slower and of higher threshold [10, 11], while it is not
always the same for longitudinal welded specimen (crack propagates perpendicular to the weld line).
Fratini et al. [4] presented similar results in the study on longitudinal welded 2024-T351 aluminum
alloy showing changes in microstructure and hardness play a major role in the fusion zone (FZ) and
residual stresses take the first place outside the FZ. Pouget et al. [9] predicted crack growth rate in
longitudinal FSW 2050 aluminum alloy by finite element simulation showing that the material
parameters in FZ could have significant effects on predicting results. Therefore, it is a common
practice that only the primary influential factor is considered in crack growth analysis of welds. For
example, studies [7, 12-14] have concluded that RS plays a major role on the FCG rates for crack
propagation perpendicular to a weld, consequently, superposition rule is adopted in this case to
account for the combined effects of residual and applied stresses on crack growth, microstructural
changes effect, although present obviously in weld nugget, is ignored. For crack propagation within
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and parallel to a weld, crack growth rates have been found to be considerably lower than that in the
base material (BM) [11]; effect of microstructural and hardness changes on FCG rate is most
important and hence must be considered in this circumstance. However, in most cases, both
microstructural change and residual stresses contribute to the change in crack growth rate in welds
compared with that in the BM, and the two contributions couple each other [4,9,10,15]; neglecting
any of the two (to simplify the crack growth analysis procedure) will result in inaccurate analysis.

On the other hand, it is well-known that RS magnitude and distribution are different for different
dimensions, but the weld metal (WM) microstructural change should be the same for the same
welding process parameters even though the dimensions of the test coupon and component are
different. If the coupled effects on FCG rate can be isolated, it will provide a more accurate analysis
tool for predicting crack growth life, and have wider applicability.

A method for isolating the contributions of RS and weld micro-structure change to fatigue crack
growth in welds is presented in this paper, which is based on the superposition rule in fracture
mechanics. An example of VPPA (Variable Polarity Plasma Arc) welded specimens is presented to
demonstrate the isolation procedure. The characteristic parameter, i.e. stress intensity factors due to
residual and applied stresses, is calculated by finite element method. Factors which will influence
the results, such as applied and residual stress intensity factors, effective stress intensity factor ratio,
choice of crack growth laws, etc. are assessed and discussed in details.

2.2.2.2. MethodologyMethodologyMethodologyMethodology forforforfor IsolatingIsolatingIsolatingIsolating thethethethe ContributiContributiContributiContributingngngng FactorsFactorsFactorsFactors

2.1. Basic idea

The difference in the crack growth rate between the WM and the BM is:

( ) ( )w bda dN da dN∆ = − \* MERGEFORMAT (1)

where ( )wda dN and ( )bda dN are the crack growth rates in the WM and BM respectively.

The difference ∆ is the summation of the two contributing parts; one arises from weld residual
stresses, labeled as ∆1, and the other is due to the microstructural change introduced by the welding
process, marked as ∆2. Fig. 1 shows schematically the changes in crack growth rate consisting of ∆1

and ∆2. These increments, ∆, ∆1 and ∆2, can be either positive or negative and may not be kept the
same with the increase of the stress intensity factor range K∆ .

As mentioned, ∆1, arising from the residual stress, is associated with the configuration of the weld
component, and ∆2 depends only on the weld process parameters. If ∆1 and ∆2 can be obtained
respectively, the contributions of residual stress and microstructural change on crack growth can be
isolated.

2.2. Method for determining ∆1

Since ∆1 arises from RS, it is reasonable to assume that a weld procedure introduces residual stress
only without changing the microstructure. The crack growth rate in this case is:

( ) ( ) 1R bda dN da dN= + ∆ (2)
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where (da/dN)b is the crack growth rate in the BM subjected to externally applied load, and can be
correlated by stress intensity factor range ∆K, stress ratio R, and material property constants A1,
A2, …, An. Commonly used correlation equations are the Paris, Walker, Forman, and NASGRO
equations etc. [16]. A general form of these laws can be expressed by Eq. (3), where (da/dN)R is the
crack growth rate due to the combined applied stress and RS. Because there is no material property
change, the superposition rule [17] can be used reasonably, and (da/dN)R can be found by Eq. (4).

Fig. 1. Schematic of contribution of weld RS and material property change to FCG rate in WM

( ) ( )1, , , ,app app nbda dN f K R A A= ∆ ⋯ (3)

( ) ( )1, , , ,tot eff nRda dN f K R A A= ∆ ⋯ (4)

where ∆Kapp and ∆Ktot are the stress intensity factor range due to the applied and total (applied +
residual) stresses, respectively. Rapp and Reff are the stress intensity factor ratios due to the applied
and total stress, respectively.

( ) ( )max min max mintot tot tot app res app res appK K K K K K K K∆ = − = + − + = ∆ (5)

min

max

app res
eff

app res

K K
R

K K
+

=
+

(6)

Kres is the stress intensity factor due to the RS, which can be calculated by either the finite element
or weight function method [18]. Therefore, if the distribution of RS is available, both (da/dN)b and
(da/dN)R can be calculated. Hence, ∆1 could be obtained by:

( ) ( )1 R bda dN da dN∆ = − (7)

2.3. Method for determining ∆2

It may be imagined that if a weld procedure introduces no RS, then the only difference in crack
growth rates between BM and WM is due to the change in material prosperities. In this case, the
crack growth rate should be the intrinsic one which does not related to RS (in consequence to the
specimen configuration):

( ) ( ) 2Int bda dN da dN= + ∆ (8)

Since the change in crack growth rate is due to microstructural changes, (da/dN)int cannot be
estimated by the theory of macroscopic fracture mechanics. It cannot be measured either because no
weld procedure will introduce zero RS. However, it is possible to estimate ∆2 by Eq. (9) after ∆1 is
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determined.

( ) ( ) ( ) ( ) ( ) ( )2 1 w b R b w Rda dN da dN da dN da dN da dN da dN⎡ ⎤ ⎡ ⎤∆ = ∆ − ∆ = − − − = −⎣ ⎦ ⎣ ⎦ (9)

where (da/dN)w can be obtain by crack growth tests of WM specimens, quantity (da/dN)R could be
determined by Eq. (4).

3333.... DemonstrationDemonstrationDemonstrationDemonstration ExampleExampleExampleExample ofofofof thethethethe IsolatingIsolatingIsolatingIsolating MethodMethodMethodMethod

3.1. Introduction of the Example

Due to the availability of RS and FCG rate test data, 2024-T3 VPPA weld specimens are used as a
demonstration example. The VPPAwelding process was firstly investigated in 1940s and developed
extensively in 1980s by the NASA for achieving high quality welds in aluminium alloys [19].
During the welding process, the molten pool and the heat input produce significant metallurgical
changes compared with the BM. Both middle crack tension (MT) and compact tension (CT)
specimens are used in this example. The specimen geometries are shown in Fig. 2. Measured RS
distributions in the MT and CT specimens are given in Fig. 3 [7, 13]. For the configurations with
longitudinal weld, crack grows across the fusion zone (FZ), heat affected zone (HAZ) and BM. The
hardness in the FZ, where the molten material is solidified, is the lowest as this area contains a
fairly coarse dendritic structure with little precipitation hardening [20]. Material in the HAZ has
been thermally treated by the heat input during welding. These microstructure changes result in
different crack growth rates comparing with that of the BM. FCG tests data are reported in [7, 21]
and shown here in Fig. 4. Two applied loading conditions are considered, i.e. constant amplitude
(CA) and constant ∆K (CK), of which R = 0.1 and 0.6 for the CA condition and ∆K = 6, 11, and 15
MPa√m for the CK condition.

360

75757575

Fig. 2. MT and CT specimen configurations; CT is cut form an MT specimen [21]; unit: mm
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Fig 3. Longitudinal RS distribution Fig. 4. Measured crack growth rates in BM &WM

3.3.3.3.2.2.2.2. EstimationEstimationEstimationEstimation ofofofof ∆1

∆1 can be evaluated by Eq. (7), in which, both (da/dN)b and (da/dN)R are calculated by the
NASGRO equation [16] expressed in Eq. (10)-(12). For (da/dN)b, ∆K and R corresponding to the
externally applied load, whereas, for the calculation of (da/dN)R, ∆K and R in the following
equations should be replaced by ∆Ktot and Reff as given in Eq. (5) and (6). While, the material
constants used in the equations are kept unchanged of the BM according to the presented method,
which are available in the data base of the software AFGROW.

max

1
1
1

1

p
th

n

q

crit

K
da f KC K
dN R K

K

∆⎛ ⎞−⎜ ⎟⎡ − ⎤ ∆⎛ ⎞ ⎝ ⎠= ∆⎜ ⎟⎢ ⎥−⎝ ⎠⎣ ⎦ ⎛ ⎞
−⎜ ⎟

⎝ ⎠

, (10)

2 3
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⎪
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1
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a
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+

⎛ ⎞
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⎛ ⎞−
⎜ ⎟

− −⎝ ⎠

. (12)

where C, n, p, q, f are empirical material constants. Coefficients A0, A1, A2 and A3 are parameters
associated with the stress state (sample thickness). The thickness effect is also considered by the
apparent fracture toughness Kcrit. Intrinsic crack length a0 is set as 0.0015 in (0.0381 mm).

In the procedure of evaluating (da/dN)R, one of the most important work is to calculate Kres. Both
the Finite Element Method (FEM) and Weight Function Method (WFM) can be used [18]. It is
worth mentioning that the RS will redistribute during the cutting of the specimens or during the
self-balance procedure in the FE analysis. Therefore, it is of great importance to make sure that the
distribution of RS in the FE model agrees reasonably with that in the specimen. The input and
output RS in the example are given in Fig. 5. It can be seen that there is a difference in the input and
output RS in the CT specimen. The input one is the same as that in MT specimen since CT
specimen is cut from the MT specimen. The output RS is the redistributed result after making a slot
in FE model, which is consistent with that in the actual CT specimen [7]. If the measured RS in CT
specimen was input into the FE model, then the output RS would be much smaller than that in the
actual specimen, which will lead to underestimation of Kres. Kres is subsequently calculated using
soft package ANSYS. Calculated Kres distributions are also shown in Fig. 5 and compared with the
WFM solution from [22]. Calculated ∆1 values are illustrated in Fig. 6.

It can be seen from Fig. 5(a) that estimated ∆1 varies with the specimen configuration and externally
applied load. Fig. 5(b) indicates that for the MT specimens the ratio ∆1/(da/dN)b shows similar
characteristic shape as the Kres distribution except for the case of R = 0.6. The influence of applied
stress on ∆1 will be discussed in Section 4. Evaluated ∆1 for the CT specimen is negative indicating
that crack growth rate in CT specimen is reduced remarkably due to the presence of residual stress.
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Figure 5. Input, output RS and calculated Kres in (a) MT and (b) CT specimens
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3.3.3.3.2.2.2.2. EvaluatiEvaluatiEvaluatiEvaluationononon ofofofof ∆∆∆∆2222

Since (da/dN)w is obtained by tests, (da/dN)R is calculated in section 3.1, ∆2 can be evaluated by Eq.
(9). The calculated results are given in Fig. 7. It can be seen from Fig. 7 that: (1) for the MT
specimen with longitudinal weld (weld line parallel to the external stress), evaluated ∆2 is lower
than ∆1 except the case ∆K=15MPa√m, which will be discussed in Section 4; (2) the ratio
∆2/(da/dN)b shows similar characteristic shape as the hardness variation.

-10 0 10 20 30
-2.0x10-6

-1.5x10-6

-1.0x10-6

-5.0x10-7

0.0

5.0x10-7

1.0x10-6

1.5x10-6

2.0x10-6

∆1

  MT CA R=0.1
  MT CA R=0.6
  MT CK ∆K=6
  MT CK ∆K=11
  MT CK ∆K=15
  CT CK ∆K=15

∆2

  MT CA R=0.1
  MT CA R=0.6
  MT CK ∆K=6
  MT CK ∆K=11
  MT CK ∆K=15
  CT CK ∆K=15

∆ 1 
,  ∆

2 
 (m

/c
yc

le
)

Distance from the weld center (mm)
0 10 20

-4

-2

0

2

4

6

Distance from  the weld center (mm)

 MT CA R=0.1
 MT CA R=0.1
 MT CK ∆K=6
 MT CK ∆K=11
 MT CK ∆K=15
 CT CK ∆K=15

∆ 2/(
da

/d
N)

b

Ha
rd

ne
ss

 (H
v)

Hardness

0

20

40

60

80

100

120

140

160

180

200

(a) (b)



13th International Conference on Fracture
June 16–21, 2013, Beijing, China

-7-

Figure 7. (a) Estimated ∆2 and (b) ratio ∆2/(da/dN)b

4444.... DiscussionDiscussionDiscussionDiscussion onononon thethethethe IsolatiIsolatiIsolatiIsolationononon MethodMethodMethodMethod

According to the results in Fig. 6 and 7, MT geometry is a better choice than the CT for isolating ∆1

and ∆2 in longitudinal weld specimen. Therefore, the following discussion is based on the MT
configuration only.

4.14.14.14.1.... InfluenceInfluenceInfluenceInfluence ofofofof aaaappliedppliedppliedpplied sssstresstresstresstress levellevellevellevel onononon iiiisolatisolatisolatisolationononon rrrresultsesultsesultsesults

Evaluated ∆1 and ∆2 are functions of the externally applied stress, as shown in Fig. 6(a) and 7(a).
Effect of applied stress on crack growth rate could be correlated by Rapp and ∆Kapp. Since ∆1 =
(da/dN)R - (da/dN)b and ∆2 = (da/dN)w - (da/dN)R, in which (da/dN)w is test data, evaluated ∆1 and ∆2

depend on the calculation of (da/dN)R. Sensitivity analysis on the effects of Rapp and ∆Kapp on
(da/dN)R is carried out. For the discussion of the effect of Rapp, constant ∆K loading condition is
considered with the applied ∆Κ = 6, 11, and 15 MPa√m, respectively. For the sensitivity of ∆Kapp,
three stress ratios are selected, i.e. R = 0.1, 0.3, 0.6. Sensitivity factors are obtained by taking the
partial derivative of the output (da/dN)R with respect to an input factor Rapp or ∆Kapp. The results are
given in Fig. 8.
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Figure 8. Sensitivity analysis on (a) Rapp and (b) ∆Kapp

Fig. 8(a) indicates that if the applied ∆K level is low, e.g. 6 MPa√m, then calculated (da/dN)R is not
very sensitive to the stress ratio; if the applied ∆K level is high, e.g. 15 MPa√m, the sensitivity
factor increases significantly with the increase of Rapp and Kres. Fig. 8(b) tells that if Rapp levels are
keep low, e.g. below 0.3, (da/dN)R is not very sensitive to ∆Kapp level. Since (da/dN)R represents the
effect of RS on crack growth rate, it is expected that (da/dN)R is sensitive to RS rather than applied
stress. Therefore, high R ratios and high ∆K levels are not suitable for isolating ∆1 and ∆2.

4.24.24.24.2.... SensitivitySensitivitySensitivitySensitivity analysisanalysisanalysisanalysis onononon KKKKresresresres

Since Kres is calculated from measured RS distribution and scatter in RS data is unavoidable, it is
unexpected that dispersion in RS data will introduce significant variation in the evaluated ∆1 and ∆2.
Since Kres is calculated directly from RS, which keeps the error in RS, sensitivity analysis on the
effects of Kres on (da/dN)R is performed using the same method as in Section 4.1. Two kinds of
externally applied stress are used, one is the CA condition of ∆σ = 35 MPa and Rapp = 0.1, 0.3 or 0.5,
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the result is given in Fig. 9(a); the other is the CK condition with ∆K levels of 6, 11, and 15 MPa√m,
corresponding results are shown in Fig. 9(b).
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Figure 9. Sensitivity analysis on Kres

Fig. 9 indicates that the sensitivity factor of (da/dN)R with respect to Kres depends on the ∆K level
significantly, while, Rapp shows little effect on it. It is expected that (da/dN)R has certain sensitivity
on Kres to reflect the effect of RS on crack growth rate, but sensitivity factor could better be kept in
an acceptable level, otherwise, the error in measure RS data will show remarkable influence on the
isolation results.

4.34.34.34.3.... InfluenceInfluenceInfluenceInfluence ofofofof CrackCrackCrackCrack GrowthGrowthGrowthGrowth LawsLawsLawsLaws onononon IsolatiIsolatiIsolatiIsolationononon ResultsResultsResultsResults

The above discussions on the isolation method are all based on the NASGRO equation as shown in
Eq. (10-12). Many other forms of crack growth rate correlation are available. Any crack growth law
can be used in the isolation procedure if the parameters of Reff and ∆Ktot are included in the equation.
A popular and simple one is the Walker Equation [22] shown in Eq. (13).

( 1)d ( (1 ) )
d

m na C K R
N

−= ∆ − . (13)

Let the crack growth rate in BM be described by the Walker equation in accordance with that in the
NASGRO equation, parameters in the Walker equation are set as C = 4.8×10-11, n=3.2, m=0.6937,
in unit of m and MPa. The loading case studied is the CA condition of R = 0.1, ∆σapp = 35 MPa.
Comparison of (da/dN)b and (da/dN)R obtained by these two equations is shown in Fig. 10(a) and
evaluated ∆1 and ∆2 are in Fig. 10(b). It is can be seen that: (1) (da/dN)R calculated by the two
equations are slightly different, although (da/dN)b correlated by the two equations are almost the
same; (2) (da/dN)R calculated by the Nasgro equation is a little higher than that by the Walker
equation. This is because the effect of fracture toughness KC is considered only in the Nasgro
equation, and when Kmax + Kres is close to KC, the Nasgro equation will give better prediction; (3) the
evaluated ∆1 and ∆2 by these two equations are the same in trends and show slightly difference in
value, this difference could be covered by the scatter in crack growth rate; (4) the Walker equation
is simple in format and easy for assessing the influence of applied and residual stresses, which is a
good choice when the applied and residual stresses are in a acceptable level.
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Figure 10. Comparison of the isolation results obtained by the Walker and Nasgro Equations

5555.... ConclusionConclusionConclusionConclusion

An isolation method for the contributions of residual stress and microstructural change in weld on
fatigue crack growth rate is presented, and the factors affecting the isolation results are identified. It
can be concluded that: (1) the presented method is applicable; (2) for specimens containing
longitudinal weld, MT configuration is better than CT in the application of the isolation method; (3)
the isolation results are found to be influenced by the test loading condition. High Rapp or high ∆Kapp

are not good choice for studying the influential factors, but too low in Rapp or ∆Kapp can introduce
crack closure in negative RS region, which is not good choice either; (4) if the applied stress is kept
in a suitable level, a simpler crack growth law that include the effect of R and ∆K can be used in the
presented method.
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Abstract  The ability of geckos to adhere to vertical solid surfaces comes from their remarkable 
feet with millions of projections terminating in nanometer spatulae. In this paper, we present a 
simple yet robust method for fabricating directionally sensitive dry adhesives. By using electrospun 
nylon 6 nanofiber arrays, we create gecko-inspired dry adhesives, that are electrically insulating, 
and that show shear adhesion strength of 27 N/cm2 on a glass slide. This measured value is 270% 
that reported of gecko feet and 97-fold above normal adhesion strength of the same arrays. The data 
indicate a strong shear binding-on and easy normal lifting-off. Size and surface boundary of fibers 
both affect on the shear adhesion. This anisotropic strength distribution is attributed to enhanced 
shear adhesion strength with decreasing fiber diameter and an optimum performance of nanofiber 
arrays in the shear direction over a specific range of thicknesses. 
 
Keywords  dry adhesion, high aspect ratio structure, electrospun nylon 6 nanofibers 
 
1. Introduction 
 
Geckos are exceptional in their ability to climb on smooth and rough surfaces. The feet of a gecko 
possess the most versatile adhesive known in nature which produces a clinging capability of 10 
N/cm2 [1]. With growing interest in detachable adhesives, new materials are explored such as the 
types that employ elastomers, thermoplastics, and pressure-sensitive polymers [2]. Generally, these 
adhesives produce substantial shear adhesion strengths but are considerably difficult to detach from 
surfaces. Commercial high strength adhesives make use of chemical interactions such as glues and 
permanently attach two surfaces. Subsequently, fabrication of dry adhesives with anisotropic force 
distributions has the potential in several applications such as tapes, fasteners, treads of 
wall-climbing robots, spiderman's suits, microelectronics, medical and space applications. 
 
There are obvious size effects when the scaling decreases to nanoscale. High aspect ratio (AR) 
structures exhibit significant shear adhesion strength compared to ones with low AR(s) [3,4]. 
Electrospinning presents a versatile technique for fabricating nanofibers with significant AR [5,6]. 
Little has been done for fabricating dry adhesives, which are electrically insulating, and which 
possess significant shear adhesion strength with easy normal detachment. 
 
With use of electrospun nylon 6 nanofiber membrane, we report herein the fabrication of 
electrically insulating dry adhesives with high shear adhesion strength for strong shear binding-on 
but with substantial normal detachment strength (V) for easy normal lifting-off. With the aid of 
microscopy and microanalyses, we investigate the effects of the fiber diameter, fiber surface 
roughness, and thickness of membrane on their corresponding adhesion strengths.  Our research 
group first measured the adhesion work of electrospun polymer fibers [7-9] and, in this paper, we 
will focus on the bending stiffness and dimensional characteristics of these fiber fabrics.  In our 
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study, we found that the stiffness of fiber fabrics and dimensional characteristics play a critical role 
in optimizing the van der Waals (vdW) interactions and thus the shear adhesion strength between 
electrospun nylon 6 and surface asperities.   
 
2. Experimental 
 
2.1. Collection of aligned electrospun fibers 
 
Nylon 6 pellets (Sigma Aldrich, CAS 25038-54-4) are dissolved in formic acid (EMD Corporation, 
CAS 64-18-6) and magnetically stirred overnight. A syringe pump is employed for maintaining a 
solution drop on the tip of a stainless steel needle (Gauge 24). The latter needle is attached to a 5 
mL capacity syringe filled with the solution. The needle is charged with a high voltage of 25 kV. 
The gap distance between the tip of the needle and the top of rotating disc collector is set to be 150 
mm. Collector has a diameter of 150 mm and electrospun fibers are collected at take-up velocity of 
20 m/s. 
 
2.2. Fabrication of high AR nanofiber membrane 
 
After collecting electrospun fibers for 10 minutes, a portion of the membrane is discarded to prepare 
the surface of the collector for peeling. A small part of the membrane is then placed on a glass slide 
using the tapered tip of a needle. The glass slide is thereafter rotated in the plane where membranes 
overlap one another. Subsequently, membranes with substantial thickness are obtained. These 
membranes are then installed in a holder. 
 
2.3. Atomic Force Microscopy (AFM) 
 
Contact-mode AFM is performed for investigating the elastic modulus of fiber E. A contact-mode 
probe (Veeco Inc.), with a tip radius of 12 nm and a cantilever spring constant of 0.125 N/m, is 
employed. The diameter and surface roughness of fibers are determined using tapping-mode AFM. 
A tapping-mode probe (MikroMasch Inc.), with a tip radius of 10 nm and a cantilever spring 
constant of 40 N/m, is employed. Scanning is done at a frequency of 0.5 Hz and data are analyzed 
by employing SPI3800N probe station software (Seiko, Inc.). Surface roughness of the nanofiber is 
obtained by tracing a line along the fiber axis. An average roughness of the fiber surface is 
determined. 
 
2.4. Macroscopic adhesion testing 
 
Nanofiber membrane is finger-pressed on a glass slide and then the weight is added to the end of the 
line. The weight consists of a beaker which is incrementally filled with water until membranes get 
separated from the glass slide. The contact area between membrane and a glass slide has a width 
and a length of 3 mm and 2 mm, respectively. The only two parameters which vary are membrane 
thickness and nanofiber diameter. No external normal load is applied to the membrane while being 
tested. 
 
3. Results and discussion 
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3.1. Effects of membrane thickness (T) on shear adhesion 
 
As shown in Figure 1A, nanofiber membrane displays low shear adhesion strengths for T less than 
12 µm. However, for T ranging between 15 µm and 40 µm, the shear adhesion strength of nanofiber 
arrays substantially increases with rising T and reaches peak values. For T greater than 40 µm, the 
shear adhesion strength of membrane is significantly reduced with increasing T and reaches 
considerably low values above T of 80 µm. Shear adhesion testing is performed at an angle θ of 0° 
with the glass slide. The highest shear adhesion strength of 27 N/cm2 is reached for membranes 
having fibers with d of 50 nm and T of 30 - 40 µm. A glass beaker is filled with water (total weight 
of 170 g, shear adhesion strength of 28.3 N/cm2) and carried by a small piece of membrane (3 mm 
by 2 mm). This shear adhesion strength is 415% greater than the one reported for PC 
nanofiber-based dry adhesives [10]. As shown in Figure 1B, nanofibrous membranes may be 
considerably flexible with a weak tensile strength for T less than 12 µm.  Subsequently, these 
membranes are expected to retain a minimal real contact area with a substrate. Thus, the latter 
membranes have limited vdW interactions and hence could not carry a heavy load. Nevertheless, as 
presented in Figure 1C, it is suggested that the flexibility and tensile strength of membranes reach 
optimum performances for T between 30 and 40 µm. Thus, membranes retain a significant real 
contact area with the glass substrate during loading, which leads to a substantial shear adhesion 
strength. However, as shown in Figure 1D, it is proposed that nanofibrous membranes start losing 
their flexibility for T greater than 40 µm. This phenomenon causes an extensive decrease in the real 
contact area between the fibers and the glass slide leading to deteriorating shear adhesion strength.  
 

 
Figure 1. Shear adhesion strength as a function of T for aligned fiber membranes 

attached onto a glass slide with a preloading of 2kg 
 
3.2. Effects of fiber packing density, nanofiber diameter (d) and fiber surface roughness on 
adhesion 
 
As shown in Figure 2A-E, the packing density and aspect ratio of fibers are both noticeably 
enhanced with decreasing d. This enhancement is suggested to augment vdW interactions between 
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the fibers and the substrate leading to an upsurge in shear adhesion strength. As shown in Figure 2F, 
d extensively diminishes with decreasing concentration of polymer solution (R). The fiber packing 
density is characterized via SEM (FEI Quanta 200). Theoretical studies have shown that significant 
adhesion could be obtained by size reduction. Furthermore, the side contact of fibers with a 
substrate over a large contact area causes significant adhesion.  
 

 
Figure 2. (A-E) Scanning electron microscopy (SEM) images of electrospun nylon 6 fibers with 
different d(s): 300 nm, 135 nm, 115 nm, 85 nm, and 50 nm, respectively; (F) d as a function of R 

 
Surface boundary of fibers also makes contribution to the shear adhesion. For side wall contacts of 
fibers, the attractive force per unit length between the nanofiber and substrate is: 
 ( )5.216DdAFv =  (1) 
  
Where A is the Hamaker constant, and D the gap distance between the surface of the nanofiber and 
the substrate [11,12]. There exists a cut-off gap distance D=D0 which represents the effective 
separation between the nanofiber and substrate and at which the maximum Fv (FvM) is estimated. 
The total FvM is: 
 ( )5.2

016DdNLAFvMK =  (2) 
 
Where N represents the total number of fibers along the contact width between the nanofiber arrays 
and the substrate (W) and is N = W/d. Replacing the value of N in the previous equation, we obtain: 
 ( )dDLWAFvMK

5.2
016=  (3) 

 
For constant values of W and the contact length between the nanofiber arrays and the substrate (L), 
FvMK radically increases with decreasing d. These results suggest a substantial increase in the shear 
adhesion strength with diminishing d. 
 
As shown in Figure 3, the surface roughness of fibers considerably diminishes with decreasing d. 
The latter decrease leads to a significant enhancement in shear adhesion strength between 
membrane and a substrate due to a considerable proliferation in the effective contact area. 
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Figure 3. The surface roughness of a nanofiber as a function of d 
 
3.3. Normal adhesion force 
 
Membranes are easily peeled off a glass slide for θ = 90°. For a contact area of (3x2) mm2 with a 
glass slide, the normal adhesion force of the membranes is roughly 0.015 N, regardless of d and T.  
Meanwhile, the maximum shear adhesion force for nanofiber arrays is 1.6 N (Fibers with d of 50 
nm) which leads to a V = 100. Thus, these nylon 6 fiber membranes are 10 times easier to detach 
from a glass slide in the normal direction dry adhesives. This significant V value is suggested to be 
due to the high AR of the nanofibers in this work. Thus, a significant decrease in the effective 
contact area between the nanofibers and the substrate arises during vertical detachment, which leads 
to an easy normal lifting-off. 
 
3.4. Effect of Nanofiber Bending Stiffness on Adhesion 
 
The bending stiffness of a nanofiber is b = EI where I is the moment of inertia of the cross section 
of a nanofiber [13]. The indentation of a cantilever tip into the nanofiber is directly proportional to 
lateral deflection of the cantilever (ΔX) [2].  According to the Hertz model, ΔX is defined as: 

 ( )[ ] 325.02 412 Eafvh −=  (4) 
 
Where a is the AFM probe tip radius, v the Poisson’s ratio of the tested material, and f the applied 
normal load on a fiber. f is directly proportional to a sinusoidal drive signal (λ).  As shown in 
Figure 4, ΔX continuously rises with increasing λ. Fibers with d of 300 nm display the largest slope 
(P). Fibers with d of 50 nm possess the smallest P where the latter is directly proportional to E. P of 
fibers with d of 300 nm (Po) is taken as a reference value for determining the relative modulus of a 
fiber: 
 0PPEr =  (5) 
 
As shown in Figure 5A, Er for fibers with d of 50 nm is 6-fold above the one for fibers with d of 
300 nm. This upsurge is mainly caused by the increase in molecular orientation during 
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electrospinning and nanofiber collection when d diminishes. Thus, it becomes more difficult for the 
tip of an AFM probe to penetrate deeper in the polymer chains of a fiber leading to a smaller ΔX 
value for a specific λ value [2]. Assuming that a nanofiber has a circular cross section [13], 
 644dI π=  (6) 
 
The relative moment of inertia is: 
 ( )40 or ddIII ==  (7) 
 
Where d0 is 300 nm and I0 is I for d0. The relative bending stiffness is: 
 rrr IEb =  (8) 
 
And thus: 
 ( )40ddEb rr =  (9) 
 
As shown in Figure 5B, 1/br significantly rises with decreasing d for fibers with d less than 120 nm.  
Fibers with d of 50 nm are 150 times more flexible than the ones with d of 300 nm. As shown in 
insets of Figure 5B, this noteworthy flexibility is suggested to cause a substantial enhancement in 
the real contact area between a nanofiber and a glass slide. This enhancement could play a critical 
role to significantly increase the shear adhesion strength between a nanofiber and a glass slide. 
 

 

Figure 4. ΔX as a function of λ for fibers with varying d 

  
Figure 5.  (A) Er as a function of d. (B) 1/br as a function of d 
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4. Conclusions 
 
We presented a technique for fabricating electrically insulating dry adhesives from electrospun 
nylon 6 nanofibers. These adhesives possess shear adhesion strength as high as 27 N/cm2 on a glass 
slide. This measured value is 97-fold above normal adhesion strength of the same adhesive. For a 
definite d, the shear adhesion strength of membranes reaches optimum values for a specific range of 
arrays thicknesses while deteriorating otherwise. These optimum values suggest that these arrays 
could retain a significant real contact area with the substrate during loading. Fiber bending stiffness 
and fiber packing density are significantly increased with decreasing d while fiber surface 
roughness is noticeably reduced. These enhancements are proposed to considerably increase the 
shear adhesion strength between a nanofibrous membrane and a glass slide. The drastic increase is 
mainly attributed to a sizeable proliferation in vdW forces with enhanced contact area. This finding 
enables us to create electrically insulating dry adhesives with a strong shear adhesion and relatively 
weak normal adhesion for easy detachment. 
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Abstract  Nanostructured piezoelectric materials hold a promise for the development of novel nanodevices 
in nanoelectromechanical systems (NEMS) due to their efficient electromechanical coupling.  To fulfill 
their potential applications, it is essential to quantitatively predict their fundamental physical and mechanical 
properties. In this work, the unique size-dependent properties of piezoelectric nanomaterials, which are 
believed to attribute to surface effects and flexoelectricity, are investigated through a modified Euler beam 
model. The surface effects are accounted in a modified beam theory through the surface piezoelectricity 
model and the generalized Young-Laplace equations, while the flexoelectricity is considered by using the 
higher-order theory of piezoelectricity. Simulation results on the vibration analysis of piezoelectric 
nanobeams reveal that the influence of surface effects and flexoelectricity varies with beam thickness and 
aspect ratio, in particular, such influence becomes more pronounced with the decrease of beam thickness. 
Vibration analysis also identifies possible frequency tuning of piezoelectric nanobeams by electrical load. In 
addition, the effect of axial boundary constraints in modeling has been studied, which provides a clear 
interpretation on the relaxation phenomenon of nanobeams under certain boundary constraints. This study is 
expected to provide a quantitative understanding on the fundamental physics of piezoelectric materials, thus 
leading to a better design for piezoelectric nanobeam-based devices. 
 
Keywords  Surface effects, Flexoelectricity, Size-dependent properties, Piezoelectric nanobeam  
 
1. Introduction 
 
One-dimensional piezoelectric nanostructures, such as piezoelectric nanowires, nanobelts and 
nanorods have been extensively used in nanoelectromechanical systems (NEMS) as nanosensors [1], 
nanoresonators [2] and nanogenerators [3, 4]. The superior performances exhibited by these devices 
can be attributed to the novel electromechanical coupling properties of piezoelectric materials at 
nanoscale. Therefore, to reveal the underlying physical mechanisms of piezoelectric nanomaterials 
and to achieve the unprecedented improvements of these nanosized devices, it is essential to 
conduct a quantitative study on the physical and mechanical properties of nanostructured 
piezoelectric materials.  
 
“Small is different”, it is expected that the physical properties of piezoelectric nanomaterials differ 
from their bulk counterparts. Efforts have been devoted to investigating the physical properties of 
piezoelectric nanostructures. For example, it was experimentally observed that the elastic and 
fracture properties of piezoelectric nanowires demonstrated a size-dependent behavior unlike the 
bulk piezoelectric wires [5, 6]. The size-dependent mechanical properties of piezoelectric 
nanomaterials have also been confirmed by conducting atomistic modeling and simulations [7]. 
Based on a molecular dynamics study, the size effects were found to have a prominent influence on 
the polarization distribution, piezoelectric coefficient and hysteresis behaviors of BaTiO3 nanowires 
[8]. All the aforementioned studies indicated the size effects played a significant role in predicting 
the mechanical and physical properties of piezoelectric nanostructures. In parallel to experimental 
work and atomistic studies, continuum mechanics modeling, as an alternative and efficient tool, has 
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been naturally resorted to investigate the mechanical properties of nanostructured materials. 
However, classical continuum approaches, which ignore the variation of interatomic quantities, fail 
to capture the size effects of materials at nanoscale. Therefore, non-classical continuum models with 
the consideration of size effects are necessary to conduct the mechanical and physical analysis of 
nanoscale structures. 
 
Due to the large surface area to volume ratio of typical nanostructures, surface effects are believed 
to attribute to the size-dependent properties of these structures. By taking into account of surface 
effects, Gurtin and Murdoch proposed a surface elasticity model for elastic materials [9], in which a 
surface is modeled as a thin layer with negligible thickness adhered to the bulk without slipping, 
and the constitutive and equilibrium equations for the surface layer are different from those in the 
bulk of the solid. Using this model, the size-dependent properties of elastic nanomaterials have been 
successfully predicted [10-12]. However, the surface elasticity model is not sufficient to investigate 
the mechanical behaviors of piezoelectric nanostructures with electromechanical coupling 
properties. In order to solve this problem, modified continuum model with electric field dependent 
surface effects has been developed for piezoelectric nanostructures [13]. In this surface 
piezoelectricity model, the surface stresses depend on surface piezoelectricity in addition to surface 
elasticity and residual surface stress incorporated in the surface elasticity theory. Based on this 
novel surface piezoelectricity model, the static and dynamic behaviors of various piezoelectric 
nanostructures have been investigated [13-16]. Simulation results indicated that the surface effects 
had a significant influence on the static bending, vibration and mechanical buckling properties of 
these piezoelectric nanostructures.  
 
In literature, flexoelectricity was also believed to be responsible for the size-dependent properties of 
piezoelectric nanomaterials, which refers to a spontaneous polarization of dielectric materials due to 
a strain gradient or a non-uniform strain field. Maranganti et al. proposed a theoretical framework 
for dielectrics with the consideration of flexoelectricity, elucidating the mechanism for 
size-dependent electromechanical coupling due to strain or polarization gradients [17]. The strong 
size-dependent enhancement of the effective piezoelectric coefficients of piezoelectric 
nanomaterials was demonstrated by Majdoub et al. [18] with the incorporation of flexoelectricity 
into piezoelectricity theory. Eliseev et al. investigated the renomalization in properties of 
nanoferroics due to spontaneous flexoelectric effect [19]. Recently, Liu et al. studied the effect of 
flexoelectricity on electrostatic potential in a piezoelectric nanowire [20]. These existing studies 
indicated the necessity of considering flexoelectric effect in characterizing the properties of 
nanostructured piezoelectric materials. 
 
The objective of this work is to conduct the vibration analysis of a piezoelectric nanobeam with the 
consideration of surface effects and flexoelectricity. The surface effects are accounted in a modified 
beam theory through the surface piezoelectricity model and the generalized Young-Laplace 
equations. It should be mentioned that in the current study, the surface effects on the vibration of the 
piezoelectric nanobeam will be investigated with the consideration of axial boundary constrains, 
which have been ignored in existing studies. In addition, the flexoelectric effect on the vibration 
behavior of a piezoelectric nanobeam will be studied using the higher order theory of 
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piezoelectricity.  
 
2. Surface Effects on the Vibration of Piezoelectric Nanobeams 
 
In this work, the vibration of a piezoelectric nanobeam with length L, thickness h and width b is 
studied with surface effects. As seen from Fig. 1(a), the beam is modeled as a bulk core surrounded 
by surface layers with negligible thickness. A Cartesian coordinate (x, y, z) is used to describe the 
piezoelectric beam, which is poled in z direction. An electric potential V is applied between the 
upper and lower surfaces of the beam with the electric boundary conditions ( )/ 2h VΦ =  and 

( )/ 2 0hΦ − = . The electric field is assumed to exist only in the beam thickness direction and can be 

determined from the electric potential Φ  as /zE z= −∂Φ ∂ . To account for the surface effects, a 
surface piezoelectricity model is adopted here [13, 14]. According to this model, the constitutive 
equations for the surface and bulk of the one-dimensional beam can be expressed as follows: 
 s 0 s s s 0

11 31 ,  x x x z x xc e E D Dσ σ ε= + − = , (1) 
 11 31 31 33,  x x z z x zc e E D e Eσ ε ε κ= − = + , (2) 

where s
xσ  and s

xD  are surface stress and surface electric displacement; 0
xσ  and 0

xD  are residual 

surface stress and surface electric displacement; s
11c  and s

31e  are surface elastic and piezoelectric 

constants; xσ and zD are bulk stress and bulk electric displacement; 11c , 31e and 33κ are bulk 

elastic, piezoelectric and dielectric constants; xε  and zE  are the strain and electric field. 

 
Figure 1. (a) Cross sectional view of a piezoelectric nanobeam with surface layers and bulk core. (b) An 

incremental element of the beam 
 

The existence of surface stress induces traction jumps exerting on the bulk of the beam, as shown in 
Fig. 1(b). It should be mentioned that these traction jumps exist on the circumferential surfaces of 
the beam. According to the generalized Young-Laplace equations [21], traction jumps xT and 

zT can be written as: 

 
s s

,  x x
x zT T

x R
σ σ∂

= =
∂

, (3) 

with R being the radius of curvature defined positively when the normal of surface is pointed 
towards the center of curvature. Based on the free-body diagram of an incremental element of the 
beam, as shown in Fig. 1(b), the governing equations of the piezoelectric nanobeam are derived as 
follows: 
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 ( )2
0

2

,
dxc

u x tP T c bh
x t

ρ
∂∂

+ =
∂ ∂∫ , (4) 

 ( ) ( )2 22

2 2 2

zd, ,
d

xc
zc

T cw x t w x tM P T c bh
x x x t

ρ
∂∂ ∂∂

− − − = −
∂ ∂ ∂ ∂

∫
∫ , (5) 

where c is the perimeter of the beam cross-section; ρ is the mass density; d dxP y zσ= ∫  and 

zd dxM y zσ= −∫  are the axial force and bending moment; u0(x, t) and w(x, t) are the axial 

displacement at z=0 and the transverse displacement.  
 
Assuming that the beam thickness is much smaller than the radius of curvature induced by the 
applied loads and the beam cross section is constant along its length, thus, the Euler-Bernoulli beam 
theory can be adopted for modeling the piezoelectric nanobeam and the axial strain is expressed as: 

 ( ) ( )2
0

2

, ,
x

u x t w x t
z

x x
ε

∂ ∂
= −

∂ ∂
. (6) 

It is worth noting that in existing studies of both elastic and piezoelectric nanobeams, u0(x, t) was 
assumed as zero based on the conventional Euler-Bernoulli model, therefore, the first term of Eq. (6) 
was ignored accordingly [10-12, 14, 15]. However, this assumption may not be accurate since u0(x, 
t) is not necessary zero for the nanobeam with surface effects. For example, the existence of surface 
stress induces an axial relaxation displacement as discussed in literature [22]. In addition, for 
piezoelectric nanobeams, the applied electrical load may also induce an axial displacement due to 
the inherent electromechanical coupling of piezoelectric materials. In fact, the beam can be either 
constrained without axial movement or allowed to have free movement with traction free boundary 
conditions. Therefore, the axial boundary conditions may influence the surface effects on the 
vibration behavior of piezoelectric nanobeams, which will be discussed later in this section. 
 
In the absence of free electric charges, the electric displacement satisfies Gauss’s law 

/ / / 0x y zD x D y D z∂ ∂ + ∂ ∂ + ∂ ∂ = , which gives an explicit expression of the electric field. Assuming 

( )0 ,u x t  is independent of time t and substituting Eqs. (1)-(3) and (6) into Eqs. (4) and (5), the 

following governing equations can be obtained as: 

 ( ) ( )2
0s

11 11 22 2 0
u x

c bh b h c
x

∂
⎡ ⎤+ + =⎣ ⎦ ∂

, (7) 

 ( ) ( ) ( ) ( )4 2 2
* *

4 2 2

, , ,w x t w x t w x t
EI N bh

x x t
ρ

∂ ∂ ∂
− = −

∂ ∂ ∂
, (8) 

in which ( ) ( )( )* 2 3 s s 3 2
11 31 33 11 31 31 33( ) / /12 / / 6 / 2EI c e bh c e e h bhκ κ= + + + + is the effective bending rigidity 

of the beam and [ ]* 0 s s
11 0 31 11 0 31/ / 2 / /xN c u x e V h bh c u x e V h bσ⎡ ⎤= ∂ ∂ + + + ∂ ∂ +⎣ ⎦ .  

 
In this work, the vibration analysis will be conducted for cantilever (C-F), simply-supported (S-S) 
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and clamped-clamped (C-C) piezoelectric nanobeams, respectively. The boundary conditions are 
prescribed as:  

 * * *
0 =0 at 0,  =0 at wu w x P M Q x L

x
∂

= = = = = =
∂

 (C-F), (9) 

 
*

0
* *

=0 at 0 and  (Case 1)
=0 at 0 and  (Case 2)

u w M x x L
P w M x x L

⎧ = = = =
⎨

= = = =⎩
 (S-S), (10) 

 0 =0 at 0 and wu w x x L
x

∂
= = = =

∂
 (C-C), (11) 

where [ ] ( )* s 0 s s
11 0 31 11 0 31d d d / / 2 / /x x xc

P y z c c u x e V h bh c u x e V h b hσ σ σ⎡ ⎤= + = ∂ ∂ + + + ∂ ∂ + +⎣ ⎦∫ ∫ is the effective 

axial force; ( )** 2 2/M EI w x= ∂ ∂ is the effective moment; and ( )** 3 3 */ /Q EI w x N w x= ∂ ∂ − ∂ ∂ is 
the effective shear force. It should be mentioned that two different axial boundary conditions may 
apply for simply-supported piezoelectric beam, as shown from Eq. (10). The beam is constrained 
without axial moving under the Case 1 boundary condition while traction free is adopted under the 
Case 2 boundary condition. The traction free boundary condition is also adopted for the cantilever 
beam as indicated in Eq. (9). Under this condition, an uniform strain 

( )0 s s
0 31 31 11 11/ = 2 2 ( ) / / 2 ( )xu x e Vb b h e V b h h c bh c b hε σ⎡ ⎤ ⎡ ⎤= ∂ ∂ − + + + + + +⎣ ⎦ ⎣ ⎦  is induced by the applied 

electrical load and surface effects, which will influence the vibration behavior of piezoelectric 
nanobeams. After applying these boundary conditions, the resonant frequencies of the piezoelectric 
nanobeams can be determined. For conciseness, the derivation procedures are omitted here. 
 
To show the surface effects on the vibration behavior of a piezoelectric nanobeam quantitatively, 
PZT-5H is taken as an example material with the bulk material properties being c11=126 GPa, 
e31=-6.5 C/m2 and к33=1.3×10-8 C/V·m. In addition, the surface properties are taken as 

s
11 7.56 N/mc = , s 8

31 3 10  C/me −= − × and 0 1.0 N/mxσ = . In the current work, only the first mode 

resonant frequency of the piezoelectric nanobeam is studied. Firstly, the variation of the normalized 
resonant frequency s 0/ω ω of a simply-supported piezoelectric nanobeam with beam thickness h 
under both Case 1 and Case 2 axial boundary conditions is plotted in Fig. 2. 0ω is the resonant 
frequency calculated without the consideration of surface effects and the applied electrical load. The 
beam geometry is set as b=h and L=10h. It is clearly seen from this figure that the axial boundary 
constraint has a significant influence on the vibration of the piezoelectric nanobeam, as evidenced 
by the dissimilar variation trends. For example, when the axial boundary constraint is set as 
described in Case 1, the combined effects of surfaces and electrical load increase the resonant 
frequency of the piezoelectric nanobeams. When V=-0.1 V, the influence is the largest ( s 0/ω ω  is 
about 1.2 at h=10 nm). However, under Case 2 boundary constraint, the resonant frequency can be 
either enhanced or reduced by the surface effects and the applied electrical load ( s 0/ω ω  is about 
1.01 and 0.95 when V=0.1 V and -0.1 V, respectively at h=10 nm). It is noted that the variation of 
resonant frequency with the applied electric potential in this figure indicates a possible avenue for 
frequency tuning of piezoelectric nanobeams. It is also observed that the surface effects have more 
prominent influence on the resonant frequency of a beam with smaller thickness. While such 
surface effects decrease with the increase of beam thickness h. Fig. 3 shows the variation of the 
normalized resonant frequency of a piezoelectric nanobeam against the beam thickness. The beam 
has the same geometric parameters as the one in Fig. 2 without any applied electrical load. It 
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demonstrates that the surface effects on the resonant frequencies of piezoelectric nanobeams are 
significantly influenced by the beam boundary conditions. For the S-S beam with Case 1 boundary 
constraint and the C-C beam, surface effects increase the resonant frequencies, while the trend is 
opposite for the S-S beam with Case 2 boundary constraint and the C-F beam. Again, surface effects 
are more significant for the beam with smaller thickness h and reduce with the increase of h. From 
these two figures, it is conduced that the axial boundary condition plays a substantial role in the 
transverse vibration of piezoelectric nanobeams with surface effects. Therefore, it is essential to 
consider the axial boundary constraints in predicting the vibration behavior of piezoelectric 
nanobeams. 

 
Figure 2. The normalized resonant frequency s 0/ω ω versus beam thickness h for a simply-supported 

piezoelectric nanobeam with surface effects under different axial boundary conditions 

 
Figure 3. The normalized resonant frequency s 0/ω ω versus beam thickness h for a piezoelectric nanobeam 

with surface effects under different boundary conditions 
 

As mentioned before, the applied electrical load and surface effects will induce an axial strain when 
the axial traction free condition is prescribed for the beam. As shown in Fig. 4, without the 
consideration of the surface effects, the product of this axial strain with the beam thickness is a 
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constant, i.e., 31 11/h e V cε = − . When V=0 V, no axial strain is induced for the beam without 

considering the surface effects. However, the existence of the residual surface stress will still induce 
a relaxation strain as shown by the curve V=0 V with surface effects in Fig. 4. This relaxation 
phenomenon has been well discussed in [22] based on atomistic simulations. It is also observed in 
this figure that the surface effects lead to the size-dependency of this axial strain. 
 

 
Figure 4. Axial strain hε versus beam thickness h for a piezoelectric nanobeam under different applied 

electrical load 
 

3. Flexoelectricity on the Vibration of Piezoelectric Nanobeams 
 
Flexoelectricity is induced by non-uniform deformation or strain gradient, which becomes 
significant as the structural size scales down to nanometers. To account for this effect, the higher 
order theory of piezoelectricity incorporating the strain gradient term will be adopted in the current 
work for a C-C beam. The same Cartesian coordinate system as shown in Fig. 1 is used to describe 
a piezoelectric nanobeam with flexoelectricity. The geometry, poling direction and electric 
boundary conditions of the beam are the same as those stated in Section 2. Under Euler-Bernoulli 
assumption, the axial strain can be defined as 2 2/x z w xε = − ∂ ∂ . In the current study, we only 
consider the strain gradient ,x zε , while ,x xε is ignored due to the large length scale along the beam 
axis direction. The relevant stress and electric field are xσ  and zE , which can be expressed as [18]: 
 11 31 33 31 13 ,,  x x z z z x x zc d P E a P d fσ ε ε ε= + = + + , (12) 
where zP is polarization; 33a  is dielectric susceptibility; and 13f is the flexoelectric coefficient. In 
addition, a higher order stress 13xxz zf Pσ =  is introduced in the piezoelectricity theory. In the 
absence of free surface charges, the Gauss’s law can be written as: 

 
2

0 2 0zP
z z

ε ∂∂ Φ
− + =

∂ ∂
, (13) 

where 12
0 8.85 10ε −= × F/m is the dielectric permittivity of a vacuum. From Eqs. (12) and (13) with 

the consideration of electric boundary conditions of the beam, the polarization in the piezoelectric 
beam can be determined as: 
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 ( ) ( )2 2
0 31 13

2 2
0 33 33 33

, ,
1z

w x t w x td f VP z
a x a x a h
ε

ε
∂ ∂

= + −
+ ∂ ∂

. (14) 

It is clearly seen from this equation that polarization can be induced by flexoelectricity. The 
governing equation of the flexoelectric nanobeam is formulated from Hamilton’s principle [18]: 
 0U T Wδ δ δ− − = , (15) 

where ( )2

1
,

1 d d
2

t

x x xxz x zt
U tσ ε σ ε

Π
= + Π∫ ∫ (t is the time and Π  is the entire domain of the structure) is 

the strain energy, and 2

1

21 d d
2

t

t

wT t
t

ρ
Π

∂⎛ ⎞= Π⎜ ⎟∂⎝ ⎠∫ ∫  is the kinetic energy. The resultant axial force is 

defined as ( )/ 2

,/ 2
d

h

x x xxz zh
P b zσ σ

−
= −∫  , with the consideration of applied shear force Q0, QL and 

moment M0, ML, the work is defined as 
2

1

2

0 0 0 00
0

1 d d
2

t L

x L L Lt
L

w w wW P x M M Q w Q w t
x x x

⎡ ⎤∂ ∂ ∂⎛ ⎞= − + − − +⎢ ⎥⎜ ⎟∂ ∂ ∂⎝ ⎠⎢ ⎥⎣ ⎦
∫ ∫ . With these defined quantities, 

the governing equation is derived from Eq. (15) as: 

 ( ) ( ) ( )4 2 2
* 31

4 2 2
33

, , ,w x t w x t w x tdA Vb bh
x a x t

ρ
∂ ∂ ∂

+ = −
∂ ∂ ∂

, (16) 

with ( )* 2 3 2
11 0 31 0 33 13 33/ 1 /12 /A c d a bh f a bhε ε⎡ ⎤= − + −⎣ ⎦ .  

 

 
Figure 5. The normalized resonant frequency flexo 0/ω ω versus beam length to thickness ratio L/h for a 

piezoelectric nanobeam with flexoelectricity 
 

For case study, the vibration of a clamped-clamped (C-C) piezoelectric nanobeam is investigated 
with the consideration of flexoelectricity. BaTiO3 is taken as the example material with material 
properties being 11 167.5c = GPa, 8

31 3.5 10d = × V/m and 8
33 0.8 10  V m/Ca = × ⋅ . The flexoelectric 

coefficients of BaTiO3 can be determined from experiments or atomistic simulations. Following Ref. 
[19], in which the typical value of the flexoelectric coefficient is 1-10 V, we take 13 5 f = V. The 
variation of the normalized resonant frequency flexo 0/ω ω of the piezoelectric nanobeam against the 
beam length to thickness ratio L/h is plotted in Fig. 5, in which 0ω is the resonant frequency 
calculated without the consideration of flexoelectricity and applied electrical load. The beam length 
is L=500 nm and b/h=1. When the applied electric potential is V=0 V, it is seen that flexoelectricity 
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decreases the resonant frequency of the clamped-clamped beam and this influence increases with 
the increase of L/h. The size-dependency of flexoelectricity is clearly demonstrated in this figure 
and such effect becomes negligible when the beam thickness becomes large, for example, the 
results with the consideration of the flexoelectricity approach to those from the classical theory 
when L/h=5. It is also observed that the influence of flexoelectricity on the normalized resonant 
frequency of the piezoelectric nanobeam depends on applied electrical load, as evidenced by the 
discrepancies among the results under different applied electrical load, which again indicate the 
possible frequency tuning of piezoelectric nanobeam by applying electrical load. However, such 
frequency tuning of piezoelectric nanobeams must incorporate the influence of flexoelectricity.  
 
4. Conclusions 
 
The influence of surface effects and flexoelectricity on the vibration behavior of piezoelectric 
nanobeams is investigated in the current work. Surface effects are incorporated into the modeling 
through the surface piezoelectricity model and the generalized Young-Laplace equations. In 
addition to the transverse boundary conditions, the axial boundary constraints are also considered 
for the beam with surface effects. Simulation results indicate both axial and transverse boundary 
constraints significantly influence the surface effects on the resonant frequencies of piezoelectric 
nanobeams. An axial strain relaxation is also observed under axial traction free boundary condition. 
Both applied electrical load and surface effects will affect such a relaxation phenomenon. 
Flexoelectricity is considered by adopting higher order theory of piezoelectricity. It is found that 
flexoelectric effect also has a substantial effect on the vibration of piezoelectric nanobeams. Both 
surface effects and the effect of flexoelectricity are more prominent for piezoelectric nanobeams 
with smaller thickness, which are attributed to the size-dependent properties of piezoelectric 
nanobeams. It is also observed that the resonant frequencies can be tuned by adjusting the applied 
electrical load. This work is expected to provide a better physical understanding of piezoelectric 
nanobeams and a guideline for the design of piezoelectric nanobeam-based devices.  
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Abstract  The catastrophic failure of materials is a complicated process, involving the nucleation, growth 
and coalescence of numerous cracks with a wide range of time and length scales. In this paper, the variation 
of fractal dimension and entropy during a damage evolution process, especially in the vicinity of a critical 
failure, is revisited. The results show that, as damage evolves, both the fractal dimension and entropy of the 
spatial distribution of microcracks decrease. A sudden drop of fractal dimension or entropy can be viewed as 
a likely precursor of fracture and its implications for the prediction of natural disasters such as 
mining-induced rock bursts and earthquakes are discussed. 
 
Keywords  Damage evolution, Fracture, Fractal dimension, Entropy 
 
1. Introduction 
 
The catastrophic failure of materials is a complicated natural process, which is usually induced by 
the nucleation, growth and coalescence of numerous cracks and/or voids with a wide range of time 
and length scales from micro- to macro-levels [1,2]. Although great efforts have been made on the 
study of the damage evolution and fracture process, it is still a big challenge of how to identify a 
physical parameter that can be used as a potential precursor of an impending failure. Fractal, known 
as the geometry of nature, has been widely applied to describe a variety of irregular, rough and 
fragmented structures that bear a special scaling relationship [3-9]. The study on fractal fracture has 
been attracting much interest from scientists in materials science and solid mechanics, and about 
half a hundred papers have been published each year over the last decade [10]. 
 
Experimental and simulation results have indicated that the fractal character of fracture surfaces of 
materials, either natural or artificial, is ubiquitous [4-10]. This finding provides both a novel 
method for fractography and a useful theory for building a linkage between the micro and 
macro-mechanics. The concept of fractal can provide insights into understanding several important 
issues in a damage evolution and fracture process, such as the fracture precursor and the influence 
of disorder on macroscopic mechanical properties. 
 
2. Fractal dimension and entropy 
 
Fractal refers to a geometric object or a natural phenomenon, possessing the properties of 
self-similarity, which can be described by a power law with the exponent defined as fractal 
dimension [3,5]. Let us assume that a damaged solid is divided into a number of small elements and 
the number of damaged elements n yields 

fdn r−= ,                                  (1) 
where r is a dimensionless scale (e.g., the ratio of the characteristic size of microstructures and the 
length of a specimen) and df is the fractal dimension. 
 
In continuum damage mechanics, a simple damage variable can be defined as, D = n/N, where N is 
the total number of (damaged and undamaged) elements, and dN r−= (d is the Euclidean 
dimension and here, d = 3). If the distribution of microcracks in a material is fractal, it is necessary 
to introduce fractal dimension in the definition of a damage variable [11]. According to Eq. (1), the 
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damage variable D can be expressed as 

0
fd dD D r −= ,                                (2) 

where D0 is the traditional damage parameter in the case of df = d. It is obvious that, therefore, D0 = 
0 and D0 = 1 indicate the undamaged and fracture states, respectively.   
 
Another simple method to measure the degree of disorder is to calculate the entropy of the spatial 
distribution of microcracks [12]. Entropy quantifies the diversity, uncertainty, or randomness of a 
system. Here, let us still assume that a solid consists of a total of N elements, and the number of 
microcracks in each element is evaluated just as in a box-counting method for calculating fractal 
dimension [3,5]. Then, the entropy S can be calculated by 

1
ln

N
i i

i

n nS
N N=

= −∑ ,                               (3) 

where ni be the number of microcracks in the i-th element. The normalised entropy can be 
represented as S/S0, where S0 is the equipartition entropy, provided that microcracks are uniformly 
distributed in a sample [12]. Thus, we have 0 < S/S0 ≤ 1, and S0 corresponds to the case with the 
maximum entropy. That is, as disorder of the spatial distribution of microcracks increases, entropy 
decreases. 
 
3. A likely precursor of fracture 
 
Based on the assumption of strain equivalence, the relationship between stress σ and strain ε in a 
damaged material can be written as, σ = E(1-D)ε, with E being the Young’s modulus [13]. In 
consideration of the fractal distribution of microcracks, the constitutive relationship between stress 
and strain can be rewritten as 

0(1 )fd dE D rσ ε−= − ,                             (4) 
where the fractal dimension df is a function of time t in a damage evolution and fracture process.  
 

 
Figure 1. Illustration of a stress-strain curve during a damage evolution and fracture process, where ∂σ/∂ε 

and σ/ε are the tangent and secant slopes, respectively (adapted from [11]). 
 

Differentiating both sides of Eq. (4), we have 

0
fd

ED A
t

σ σ ε
ε ε ε

∂∂
− = −

∂ ∂&
,                           (5) 

where t∂∂= /εε& , εσ ∂∂ /  and σ/ε are the slopes of tangent and secant lines of a stress-strain 

ε 

σ
ε

 

σ
ε

∂
∂

 

σ 
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curve, respectively, and 0ln <= − rrA fdd  due to 0 < r < 1 [11]. As illustrated in Fig. 1, it is seen 
that the following condition 

0fd
t

∂
<

∂
,                                  (6) 

is valid because of εσ ∂∂ /  < σ/ε, which means that, as damage evolves, fractal dimension of the 
spatial distribution of microcracks decreases.  
 

 
Figure 2. Schematic of fractal dimension versus time during a two-dimensional damage evolution process, 

where insets are two typical patterns at the initial and final damage stages (adapted from [11]). 
 
As schematically shown in Fig. 2, in the initial damage stage, microcracks are uniformly nucleated 
in a specimen, but in the final stage and especially near the critical failure, cracks are localized on a 
surface, which will be the preferential site of fracture. As for the variation of fractal dimension, this 
corresponds to a roughly one-dimensional fracture profile (or a two-dimensional surface) in a 
two-dimensional (or three-dimensional) material. As we know, large stress or strain fluctuations in a 
damage evolution process indicate the divergence to failure, which is usually viewed as a critical 
phenomenon. As the damage localization approaches a critical point, a sudden drop of fractal 
dimension occurs. 
 
4. Mining-induced rock bursts: a case study and its implications 
 
As a case study, let us examine the data of a rock-burst-prone pillar in a galena mine, monitored by 
acoustic emission techniques [14]. The distribution of rock noise locations for 5 days prior to a 
major rock burst was collected. Based on Eqs. (1) and (3), fractal dimension and entropy of the 
spatial distribution of daily rock bursts can be calculated [6,11]. Fig. 3 shows the variation of fractal 
dimension and normalised entropy, and it is seen that both the fractal dimension and entropy 
decrease as the increase of time. The increase of the clustering degree of microcracks can be 
intuitively observed from the spatial distribution of rock bursts [14]. Prior to the major rock burst on 
24 May, a sudden drop of fractal dimension or entropy occurs. This is in good agreement with our 
theoretical analysis. Thus, the reduction and sudden-drop of fractal dimension or entropy can be 
considered as a precursor of a catastrophic failure. However, the prediction of an exact occurrence 
time is still very difficult since there are small fluctuations of fractal dimension or entropy with time 
caused by floor de-stressing, and even there is a quiescent period before the main rock burst [11]. 
 
An earthquake is rock failure at a large scale. The well-know frequency-magnitude relationship (or 
the Gutenberg-Richter law) is equivalent to a fractal (power-law) distribution between the number 

2

df 

1 

t 
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of earthquakes and the characteristic size of faults, and the value of fractal dimension of regional or 
world-wide seismicity is twice the famous b-value in seismology, that is, df = 2b [15-17]. Therefore, 
a sudden drop of fractal dimension corresponds to the reduction of b-value, which is also considered 
as a possible precursor of earthquakes [18]. 

 

 
 

Figure 3. The variation of fractal dimension and normalized entropy versus time in a galena mine, where a 
major rock burst occurred on 24 May 1979 (data from [14]). 

 
It is worth noting that, however, as the b-value or fractal dimension is a highly concentrated 
parameter, more physical details on the reduction of fractal dimension or b-value, especially at 
critical failure, are needed for reliable prediction. This can be resorted to the variation of high-order 
or multifractal dimensions. 
 
5. Conclusions 
 
In summary, the definition of a damage parameter can be extended to consider the fractal character 
of the spatial distribution of microcracks. It is shown that there is a universal character in a damage 
evolution and fracture process: the decrease of fractal dimension or entropy and the ordering of the 
spatial distribution of microcracks. A sudden drop of fractal dimension or entropy provides a 
quantitative indicator of the damage localization, which can be viewed as a likely precursor prior to 
catastrophic failure. Similarly, the decrease of b-value in seismology can be considered as a 
precursor for a large earthquake. These results imply that the strong fluctuations of physical 
parameters near the critical point such as the concentration of microcracks (mining-induced rock 
bursts or seismicity) could provide useful clues for the prediction of fracture and earthquakes. 
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Abstract An investigation was conducted to examine experimentally the process of fragmentation of brittle 
materials (glass plates and quartz rods) under quasi-static and dynamic loading conditions. In the quasi-static 
tests of glass plates, two types of scaling laws were considered. Of these, one was based on the fractal 
relation similar to the Dielectric Breakdown Model or the Diffusion-limited Aggregation Model, and the 
other involved the definition of the fragment size distribution. The results of investigation indicate that 
fragment size distributions mainly follow power-law distributions. Variations in the fragmentation 
mechanism correlate with quantitative changes in the fractal dimension observed in different regions of the 
fragmented specimen. The dynamic fragmentation statistics was studied in the recovery experiments with 
quartz cylindrical rods. The mechanoluminescence-based method was used to measure the distribution of 
time quantities. Impact loading applied to specimens leads to the formation of fracture surfaces, which 
produces intensive light emission registered then by Photo Multiplayer Tubes. The data recovery technique 
allows us to save the fragments and to determine the size distribution of fragments. Both the fragment size 
distribution and the time interval distribution show evidence of obeying scaling laws. 
 
Keywords: Fractal, Brittle fragmentation, Scaling law, Self-organized criticality 
 
1. Introduction 
 
Results of fragmentation processes (the breakup of matter into smaller pieces) are visible 
everywhere. In nature these may be rock fragments of sizes varying from stones to sand and dust, or 
arctic sea ice fragments. Almost all kinds of explosions and collisions result in fragmentation. 
Common to brittle fragmentation processes is that the fragment-size distribution is given by a power 
law [1-8]. The origin of this power law has attracted much attention lately. The assumption that the 
exponential distribution is typical of the fragmentation of ductile materials and the power-law 
distribution characterizes brittle fragmentation has been discussed by Grady [9]. However, in some 
experiments with brittle materials the exponential or log-normal laws were observed [10-13]. 
Donald Turcotte [14] has pursued the fragmentation of brittle materials as a fractal process resulting 
in the power law distribution function ~ DN x− , where N  is the number of fragments, x  is the 
linear dimension of fragments, and D  is the fractal dimension. The fractal character of the 
distribution function in a wide range of fragment sizes allows Oddershede et al. [7] to suppose that 
the fragmentation exhibits self-organized criticality (SOC) [15]. 
 
2. Glass fragmentation 
 
Fragmentation processes are complex and involve propagation of many cracks and their interaction. 
Therefore, it is of interest to study the overall statistical aspects. Quasi-static testing was performed 
in the experiments with glass plates loaded in a “sandwich” to save the glass fragmentation pictures 
(Fig. 1a). Using the original software, the images were transformed into the schematic pictures 
corresponding to the fragmentation patterns (Fig. 1b). 
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a) 

 
b) 

Figure 1. a) Photographs of typical fragmentation patterns. b) Schematic pictures of fragmentation 
patterns to determine the size and number of fragments and the total length of cracks. 

 
This made it possible to determine the size and number of fragments and the total length of cracks. 
We consider two types of scaling. The first type is based on the relation  
 

( ) ~ DL r r ,           (1) 

 
where ( )L r  is the total crack length in the boxes of a size r r×  centred at the point B  (Fig. 1b), 
and D  is the fractal dimension. The second type is the traditional definition of the cumulative 
distribution of fragment sizes, that is, the calculation of the number of fragments N with a size 
larger than S .  
 

 
        a)          b) 

Figure 2. a) Scaling law obtained using the relation for crack length (1). b) Cumulative log-log plots of 
the fragments size distributions. 

 
The use of Eq. (1) was discussed by Sornette et al. [16]. However, it should be noted that the 
fracture pattern [16] does not have a distinct central point. At the same time, the examined 
fragmentation patterns have a central point, and their configuration is similar to that created with the 
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model of diffusion-limited aggregation (DLA) [17] or the model of dielectric breakdown (DB) [18]. 
Relation (Eq.1) can be used to define the fractal dimension for both these models. In the case of the 
DB model, ( )L r  is the total length of the discharge branches within the circle of radius r  For the 
DLA model, ( )L r  is the number of particles. By analogy with the DLA and DB models, to 
determine the fractal dimension of the fragmentation patterns, we use Eq.(1), where ( )L r  is the 
total length of cracks in the boxes of a size r r×  centred at the point B  (Fig. 1b). The minimal 
number of the boxes used for calculation of the fractal dimension is 200. The scaling law obtained 
using the relation for crack length (Eq.1) is presented in Fig. 2a. The processing of the fragment 
sizes shows that the relation between the fragment area and the number is also fitted by a power law 
(Fig. 2b and Fig. 6). 
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       a)          b) 
Figure 3. a) Fragmentation pattern and fractal dimension definition for the fracture accompanied by 

radial crack formation. b) Fragmentation pattern and fractal dimension definition for the fracture 
accompanied by a change in the fracture mechanism. 

 
There are two types of energy-dependent fragmentation patterns leading to a breakup (Fig. 3). 
Fig.3a presents a fragmentation pattern that illustrates the fracture accompanied by radial crack 
formation. The right fragmentation pattern (Fig. 3b) has two zones corresponding to two different 
fracture mechanisms. The central zone has a radial crack only. In the second zone, the crack 
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branching process is observed. Assuming that different fracture mechanisms characterize different 
fractal dimensions, we have 
 

( ) ~ DL S S ,           (2) 

 
where ( )L S  is the total crack length inside the square frame with a thickness h  (Fig. 3b), S  is 
the frame area, and D  is the fractal dimension. Calculation the fractal dimension using expression 
(Eq.2) shows that, for the left fragmentation pattern (Fig. 3a), the data is fitted by a single line. For 
the right pattern, the log-log representation of ( )L S  changes its slope, and the power-law exponent 
D  decreases. A change in the fracture mechanism (from radial crack formation to crack branching) 
correlates with the qualitative changes in the fractal dimension. 
 
3. Quartz fragmentation 
 
3.1. Loading condition.  
 
The first stage of the experiment was to evaluate the effect of loading conditions and the shape and 
size of the sample on the fragment size distribution function. Three types of loading conditions (I, II, 
III) were realized using a ballistic set-up: 
• fragmentation as a result of interaction of direct and reflected compression waves (I) (Fig.4a); 
• fragmentation under the action of a compression wave (II) (Fig.4b); 
• fragmentation induced by a direct compression wave and its reverberation in rod (III) (Fig.4c). 
Loading Condition I. The ballistic set-up consists of a gas gun with a bore of 19.3 mm diameter, a 
velocity registration system, and a base where the sample is mounted (Fig. 4a). The sectional glass 
rod is composed of a buffer and the main part covered by an elastic shell. The buffer was used for 
realization of uniaxial loading produced by a cylindrical projectile of mass 13.9 g accelerated up to 
the velocities of 6-22 m/s. 
Loading Condition II. To avoid the possible influence of the reflected wave on the fragmentation 
scenario, the ballistic set-up was modified. The sample was placed into a steel cylinder filled with 
plastic foam (Fig. 4b). The sectional glass rod was composed of a buffer, main part and outer parts. 
The presence of the last part made it possible to catch the reflected wave. 
Loading Condition III. The scheme given in Fig. 4c illustrates the experimental technique used to 
measure the distribution of time quantities. Impact leads to the formation of fracture surfaces, which 
produce intensive light emission (mechanoluminescence or fractoluminescence).The intensity of the 
light is registered by the Photo Multiplayer Tube connected with the oscilloscope (oscilloscope 
sample rate is 1 GHz). 
 
3.2. Fragment mass distribution.  
 
The mass of the fragments passing through the sieves was obtained by weighing the fragments 
using an electronic balance HR-202i (accuracy 10-4 g). The mass of the fragments corresponding to 
the maximum of the probability density function varied in the range from 2*10-4g to 6*10-4 g 
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(Fig.5a). At low energy, a more considerable scattering was found for this value (Fig.5b). This 
actually means that for low energy we have two or three sieves with a comparable number of 
fragments, and for high energy - only one sieve with a predominant number of fragments.  
 

 
Figure 4. Schemes of loading: a) condition I; b) condition II; c) condition III. 
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       a)          b) 

Figure 5. a) Probability density function. b) Dependence of the fragment mass corresponding to maximum 
probability density function on the projectile energy. The markers indicate the loading type: I-circles; 

II-triangles; III-boxes. 
 

The fragmentation statistics was analyzed by varying the sample size and load intensity (projectile 
velocity). The results of experiments have indicated that the variation in the sample size and loading 
conditions does not lead to the change in the type of the probability density function.  
 

 
Figure 6. Double logarithmic plot of the cumulative distribution function for plate and rod. 

 2*10-4g to 6*10-4 g

Loading conditions I and II 
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Thus, the cumulative distributions illustrating the relation between the numbers of fragments and 
their linear dimension are represented as a log-log plot (Fig. 6). The linear dimension is defined as a 
cube root of mass or a square root of area. The distribution is fractal by nature with a power law in 
the form ( ) DN r Cr−> = , where N  is the number of fragments with a characteristic linear 
dimension greater than r . The fractal dimension D  varies from 1.6 to 2.0 for the plate and from 
1.1 to 1.7 for the rod (Loading Conditions I and II). 
 
3.3 Distribution of time interval between the impulses of intensive light emission 
 
To measure the scaling of spatial and time quantities corresponding to the same sample, we have 
developed the experimental scheme presented in Fig.4c (Loading Condition III). Fracture surfaces 
formed under impact loading produced intensive light emission (mechanoluminescence or 
fractoluminescence). The mechanoluminescence impulses were registered by two PMT connected 
with the oscilloscope (Fig.7). The second PMT was used to provide the reliability of measurements. 

Figure. 7. Signal of the oscilloscope and the frequency of impulse appearance. 
 
The process of light reflection looks like the process of avalanche spreading (Fig. 7). The lower plot 
represents the event frequency. The events are distributed in blocks.  
The cumulative distribution function of the time interval (registered by two PMT) in the double 
logarithmic plot (Fig.8b) is fitted by the straight line (90% of the total number points). At small sizes 
(8% of the total number of points), the curve deviates from the straight line because the size of time 
interval is comparable with the oscilloscope sample rate (1 GHz). The falloff at the largest interval 
sizes (2% of the total number of points) is due to finite-size effects. In this case, the time interval is 
comparable with the process time. The central part is the line covering 90% of the total number of 
points. It has been found that the fragment size distributions (Fig.8a) and the time interval 
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distributions (Fig.8b) obey scaling laws, which suggests the possibility of self-organized criticality in 
fragmentation. 

 

 
       a)          b) 

Figure 8. a) Fragment size distribution (spatial scaling) for loading condition III. b) Distribution of time 
interval separating the fractoluminescence impulses (for one sample). D is the average exponent for the signals 

corresponding to two PMT placed near the opposite side of the sample. 
 

The fractal dimension D  varies from 1.02 to 2.14 for the spatial variable (Fig.8) and from 0.28 to 
0.85 for the time variable (Fig.9). 
 
4. Conclusion 
 

 
a)            b) 

Figure 9. a) Fragment number versus projectile energy. I, II, III indicate loading conditions. b) Power law 
exponent for different levels of projectile energy. 
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Experimental investigations were carried out to examine the fragmentation of brittle materials under 
quasi-static and dynamic loading conditions. Based on the obtained results, the following 
conclusions can be derived: 
• fragmentation patterns of glass plates are fractal; 
• variation in the fracture mechanism of plates correlates with the changes in the fractal dimension;  
• number of fragments occurred during the fragmentation of quartz rods (Fig. 9a) depends on 

loading conditions; 
• power law exponent for fragment size distributions of quartz (Fig. 9b) increases with growth of 

projectile energy; 
• fragment size distribution for the observed type of fragmentation (glass plates and quartz rods) is 

fractal and satisfies the relation ( ) DN r Cr−> = ; 

• fragment size distributions and time interval distributions are governed by scaling laws, which is 
indicative of the self-organized critical behavior during the fragmentation process.
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Abstract The mechanism of dynamic size effect of strength of rock is studied from the viewpoint of 
structural hierarchy. Relaxation model of Maxwell type for rock is used to obtain the relationship between 
strength, sample size and strain rate. It is shown that because of the finiteness of crack propagation velocity, 
when the strain rate is well above certain characteristic strain rate, dynamic loading process takes 
predominant role, the stresses in sample have not enough time to relax, the larger the sample size is, the 
more time is needed for cracks in sample to go through the sample, the ultimate applied stresses before 
macrofracture are greater and the strength is higher. From other hand because of the size effect the higher 
dynamically applied stresses will activate the cracking at smaller scale levels of rock sample, and the 
fragment size is smaller. Based on the presented model the characteristic strain rate separating the 
predominant diapasons for static and dynamic size effect is determined, and the fragment size is predicted 
satisfactorily.  

 
Keywords rock, structural hierarchy, dynamic size effect, static size effect   
 

1. Introduction 
 
The strength of rock-like materials has size effect, i.e. it depends on the size of the samples. The 

general law of the size dependence of strength is that it decreases with the increase of the sample 
size.  

Static size effect of strength has been studied by many scientists. According to Bazant size effect 
of strength can be separated into two kinds [1]：(1) statistical, described by the Weibull [2, 3, 4] 
theory of random local material strength, and (2) energetic (deterministic). The latter includes type I 
size effect[5-10], occurring in materials that fail at crack initiation from a smooth sample surface, 
and type II size effect[5, 11-14], occurring in materials with a deep notch or deep stress-free crack 
formed stably before reaching the maximum load. Another approach to size effect is based on the 
concept of fractality. The self-similarity (fractality) in concrete deformation and fracture has been 
studied by Z. Bazant Z.[7], Carpinteri A., Pussi. S., Pugno N.M. et al [15, 16]. And the mechanics of 
hierarchical materials has been also developed [17].  

    As to size effect of dynamic strength of rocks, the research is relatively rare and the reached 
conclusions are controversial [18, 19, 20, 21]. For clarification of the size effect of rock strength 
under dynamic loading condition, recently Hong Liang, Li Xibing et al. have performed refined 
research on size effect of rock dynamic strength and strain rate sensitivity[22]. The reached 
conclusions are interesting. The test results show that the rock dynamic strength increases with 
strain rate in power law which agrees with the research results of many other scientists. The 
interesting result is that the larger the specimen size is, the more notable the strain rate sensitivity of 
dynamic strength of rock is; the rock dynamic strength increases with the increase of specimen size 
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under the same strain rate which is opposite to the size effect under static loading condition (see 
Fig.1 and 2 for granite). The size effect of dynamic strength becomes weaker with the decrease of 
strain rate and there exist a critical strain rate below which static size effect takes dominant position. 
In addition, experiments show that the fragment size decreases significantly with the increase of 
sample size (see Fig.3). The less the sample size is, the more is the dispersion of the experimental 
results.  

 

     
 

Fig. 1 Strain rate effect of strength of granite under       Fig. 2 Size effect of strength of granite under 

different strain specimens diameters                    different strain rates   

   
 

    

(a) d=75mm, 123.98 −= sε&      (b) d=36mm, 175.99 −= sε&     (c) d=22mm, 138.164 −= sε&  

Fig.3 Fragmentation of granite specimens with different sizes 

  
    Until now the underlying mechanism of dynamic size effete of rocks has not been intepretated. 

Therefore in the present paper we will make a trial to perform some theoretical study aiming at 
clarifying the underlying mechanism of dynamic size effect of rock. 
  

2. Mechanism underlying dynamic size effect of rock strength 
 

As natural materials rock-like materials have complex internal structure, the scales of which span 
a huge scale range. For rock mass an important peculiarity is the similarity of the internal structure 
in a wide range of sizes. Investigations [23]showed that, a fundamental canonical series for the sizes 

iΔ  of geo-blocks exists： 
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( ) 02 Δ=Δ
−i

i                                           (1) 

where ×=Δ 5.20 106 m is the radius of Earth’s core; i  is positive integers. As demonstrated in [24], 

the atomic-ionic radii of different valent orbits of 98 elements in the table of Medeleev also obey 
canonical series of Eq.(1). Therefore canonical series of Eq.(1) is valid for huge range of scale sizes 
from continental level to atomic-ionic level. 

Some relation between the thickness of the weakened structural surfaces (or the opening of 
cracks) separating structural elements and the characteristic size of the elements at the given scale 

level exists. According to investigation in [25], the ratio of the openings of cracks iδ  to the 

characteristic linear size of the blocks iΔ  separated by the weakened structural surfaces (or cracks)  

at i-th scale level is stable, and can be described by the following relation which has a normal 
statistical distribution:  

( ) 210−Δ ⋅Θ=
Δ

=
i

iδδμ                                      (2) 

where Θ is a coefficient changing in the interval 1/2－2, and parameter Δμ  is termed as “geo- 

mechanical invariant” in [25].  
In-situ observations of destruction of earth’s crust[26] and theoretical and experimental studies on 

smaller scale rock samples [27] revealed that the deformation and fracture of rock-like materials are 
governed by laws of Maxwell bodies. This conclusion allows us to describe the deformation and 
fracture of rock-like materials by Maxwell model. 

The internal structure of rocks has decisive impact on mechanical behavior of rocks. If the 
strength of crystals with ideal regular lattices is their theoretical strength, then the strength of real 
materials is about 2-3 orders lower than the theoretical strength for ideal crystals. Obviously, the 
complex hierarchic internal structure of real materials will causes the stress concentration and strain 
localization which are responsible for lowering of real material strength.   

As a reference medium we take ideal crystal with ideal regular lattices. Image that such ideal 
crystal is subjected to intensive external loading, the intensity of which is high enough, but the 
induced stress state is well below the strength limit. In this case in crystal no damage and fracture 
occur and no stress relaxation takes place. But if the ideal crystal is replaced by real rock mass with 
complex internal structure, then under the action of such intensive external loading stress 
concentration and successively damage and fracture will occur. Consequently part of the stresses in 
rock mass will relax. Therefore we can think that in such solid stresses are consisted of two 
components: elastic stresses caused by the reversible volume and shear deformations, and the local 
inelastic stresses in heterogeneities which are responsible for the irreversible deformations. The 
elastic stresses are related to the reversible deformations linearly. As to the residual stresses 
(inelastic stresses), they arise at definite strain rate, and relax with time. The evolution equation for 

the residual stress deviator l
ijsΔ  in heterogeneities may be described by Maxwell model   
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l
s

vec
dt
sd l

ij
ijs

l
ij Δ

−=
Δ

&22ρ                                     （3） 

where l
ijsΔ  is the residual stress deviator components in heterogeneities with characteristic scale l ; 

ije&  is the residual strain rate deviator components; ρ  is the density of the medium; v  is the 

relaxation velocity, which may be looked at as the effective propagation velocity of single or 

multiple cracks depending on the loading conditions; sc is the propagation velocity of the elastic 

shear wave. Here we suppose that all residual stress components relax with the same relaxation time. 

Essentially vl may be considered as relaxation time vl=τ . 

The main feature of this model is that, the relaxation rate of the residual stresses in 

heterogeneities is proportional to the magnitude of the residual stresses, and inversely proportional 

to the size of the heterogeneities. The growth of residual stresses is controlled by two contradicting 

factors in the right hand side of Eq.(1): the residual stress growth rate ijs ec &22ρ  and the relaxation 

rate of residual stresses lsv l
ijΔ . It is necessary to note that this model is applicable not only to 

different rock-like materials with great variation range of relaxation times, but also applicable to 

highly viscous fluids for which the relaxation time is relatively short [28].  

The solution of Eq. (4) has the following form:  

[ ] [ ]ττρρ t
ijs

lvt
ijs

l
ij eece

v
lecs −− −=−=Δ 1212 22 &&                         (4) 

For short loading time τ<<t , relaxation process has not enough time to develop, and the 
loading process is the predominant factor, in this case Eq.(4) gives  

ijsijs
l
ij ectecs 22 22 ρρ =≈Δ &                                      (5) 

i.e. the residual stresses will increase almost linearly.  
For long loading time τ>>t , relaxation process has enough time to develop, loading process is 

limited by the relaxation time, in this case Eq.(4) gives 

v
lececs ijsijs

l
ij && 22 22 ρτρ =≈Δ                                    (6) 

  For the occurrence of macrofracture, it is necessary that the loading time is greater than 
relaxation time τ>t , therefore Eq.(6) is appropriate for study of macrofracture of the samples. 

  Substituting Eq.(6) into the expression 23 l
ij

l
ijI ss ΔΔ=Δσ  for intensity of residual stress 

deviator, we obtain 

v
lc IsI ερσ &23=Δ                                            (7) 

where 32 ijijI ee &&& =ε  is the residual strain rate intensity.  

It can be seen from Eq. (7) that if we fix the applied strain rate, then the greater the size of the 
heterogeneities is, the greater the residual stresses are. If the size of the body is infinite, then we can 
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always find large enough heterogeneities that their residual stresses are large enough to cause the 
fracture of the body. In this way, at constant strain rate among the parameters of solid a parameter 
with dimension of length arises. Stress concentration causing residual stress in heterogeneous media 

is the main cause for material fracture, the limit residual stress causing fracture of the body ∗σ may 

be looked at as the strength Yσ of the sample with size D . Therefore Eq.(7) may be rewritten as  

v
Dc IsY ερσ &23=                                           (8) 

  Eq.(8) explicitly shows that dynamic strength is proportional to the size of sample, and inversely 
proportional to the the relaxation velocity. The physical mechanism is as follows. Experiments show 

that the maximum crack growth velocity is limited and is below the Rayleigh wave speed RC  [29] 

(Fineberg, Marder, 1999). Therefore the relaxation velocity is also limited. The larger the sample 
size is, the more is the time needed for the occurrence of macrofracture, and the higher is the 
reached ultimate amplitude of loading. 

Now let us use the obtained fequation (8) to model the dynamic size effect.  

For granite we take the Young’s elastic modulus as PaE 10105.5 ×= , Poisson’s ratio as 

29.0=μ , then the shear modulus is PaG 101013.2 ×= . Now let us with the help of Eq.(8) to fit 

the experimental data.    
For sample with size mmmD 022.022 == , we obtain that the effective relaxation velocity is 

sm /3515=ν . 
For sample with size mmmD 036.036 == , we obtain that the effective relaxation velocity is 

sm /2465=ν . 
For sample with size mmmD 075.075 == , we obtain that the effective relaxation velocity 

is sm /1867=ν . 
  It is clear that the effective relaxation velocity is dependent of the specimen size and decreases 
with the increase of sample size. The dependence of effective relaxation velocity on sample size is 
shown in Fig.4. 
 

 
Fig.4 The dependence of velocity of crack propagagtion on specimen size 

 
In the diapason of the sample sizes tested we will use the following equation to interpolate the 
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dependence of crack propagation velocity on the sample size 

                    ( ) 6.6056140359.112 2 +−= DDDv                             (9) 

where the unit of d is cm.  
  Therefore we now should use the following equation for determination of the dynamic strength of 
material. 

( )Dv
Dc IsY ερσ &23=                                        (10) 

Using Eq. (10) we can accurately fit the experimental data shown in Fig.(2) and (3). 
Now let’s analyze the size effect on dynamic fragmentation. 

 
3. The determination of fragment size of rock 
 
The static size effect and dynamic size effect are depicted in Fig.5.  

   
Fig.5 The mechanism of dynamic fragmentation  

 

The static strength of rock mass depends on the sample size. Generally, the compressive strength 
of materials Dσ  can be expressed as a function of the sample size D as follows [5]: 

( ) 21
00 1 −+= DDD σσ                                      (11) 

where 0σ  and 0D  are constants.  Eq.(11) can be rewritten as  

( )[ ]12
00 −= σσDD                                       (12) 

where parameter Dσ  is replaced by σ  representing the applied loading. 

For fast dynamic loading process, because of the finiteness of relaxation velocity, failure will be 
delayed, and overloading will take place. Therefore for large enough rock sample dynamic strength 
will be higher than static one. The higher loading will activate the deformation and fracture process 
in rock at smaller scale element levels, and the rock will fracture according to the static size effect 
law of rock as shown in Fig.5.  

Replacing σ  in Eq. (12) by Yσ in Eq. (11), we obtain the following formula for determining 

the fragment size of fractured rock mass fD ： 
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For determing  0σ  and 0D , we use the data in Fig.3(a) and (b):  

For 123.98,75 −== smmd ε& ，the dynamic strength is MPaY 220=σ , and the fragment size is 

approximately cmD f 2.0=  

For 175.99,36 −== smmd ε& ，the dynamic strength is MPaY 105=σ , and the fragment size is 

approximately cmD f 47.1= . 

From these data we obtain mmD 75.10 = ， Pa8
0 1022.3 ×=σ . 

Hence we have  

( )[ ] ( ) ⎥⎦
⎤

⎢⎣
⎡ −××=−= − 11022.31075.11

2832
00 Yf DD σσσ                (14) 

Now let us use Eq.(14) to predict the experimental result shown in Fig.3(c). For the case shown in 

Fig.3(c), mmd 22= . We know from Fig.1 (a) that for 138.164 −= sε& , MPaY 100≈σ . Substituting 

MPaY 100≈σ  into Eq.(14) we have mmD f 4.16= , which is very close to the fragment size in Fig.3 

(c): mmD f 6.15222 =≈ . Therefore the model is sufficiently good for the description of the 

dynamic effects on strength and on dynamic fragmentation. 
 

4. The determination of characteristic size and characteristic strain rate for rock 
 
Now let us discuss the characteristic size and characteristic strain rate for rock samples. 

For fixed strain rate Iε& , from the following equation 

( ) ( )c

c
IsYcD Dv

D
cDD ερσσσ &221

00 31 ==+= −  

we can determine the characteristic size CD for rock, above which dynamic size effect of rock 

strength will predominate.  
From other hand for fixed rock sample size D  from equation 

( ) ( )Dv
DcDD IcsYD ερσσσ &221

00 31 ==+= −  

we obtain the characteristic strain rate 

( )
( )

( )
( ) 21

0

0
21

0
2

0

1313 DDGD
Dv

DDDc
Dv

s
Ic

+
=

+
=

σ

ρ

σ
ε&                         (15) 

From Eq. (15) it is clear that under fixed rock sample size D , when strain rate Icεε &&> , dynamic 
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size effect takes dominant position, and when Icεε &&<  static size effect predominates. From other 
hand, under fixed strain rate Icε& , when strain rate cDD > , dynamic size effect takes dominant 
position, and when cDD <  static size effect predominates.  

Now let’s evaluate the order of the predicted characteristic strain rates. 

For mmd 75= , sm /1867=ν , PaG 101013.2 ×= , mmD 75.10 = ， Pa8
0 1022.3 ×=σ , the 

predicted characteristic strain rate is  

( )
( ) ( )

s
DDGD

Dv
Ic /9.18

75.1751105.71013.23

10867.11022.3

13 212-10

38

21
0

0 =
+×××××

×××
=

+
=

σ
ε&  

For mmd 36= , sm /2645=ν , PaG 101013.2 ×= , mmD 75.10 = ， Pa8
0 1022.3 ×=σ , the 

predicted characteristic strain rate is  

( )
( ) ( )

s
DDGD

Dv
Ic /74

75.1361106.31013.23

10465.21022.3

13 212-10

38

21
0

0 =
+×××××

×××
=

+
=

σ
ε&  

For mmd 22= , sm /3515=ν , PaG 101013.2 ×= , mmD 75.10 = ， Pa8
0 1022.3 ×=σ , the 

predicted characteristic strain rate is  

( )
( ) ( )

s
DDGD

Dv
Ic /227

75.1221102.21013.23

10515.31022.3

13 212-10

38

21
0

0 =
+×××××

×××
=

+
=

σ
ε&  

Comparing with Fig.1 we can see that if the static strength of granite is 70 Mpa, the predictions 
are good enough. 

 

5. Conclusion 
Rock-like materials have complex internal structure, the scales of such complex structure span a 

huge scale range. At the same time deformation and fracture of rocks proceed in real time, and their 
temporal scales are related to the internal structure and physical-mechanical properties of rocks. To 
understand the nature of dynamic size effect of strength of rocks it is necessary to consider the 
structural hierarchy and the temporal properties of deformation and fracture process of rocks. In the 
present paper relaxation model of Maxwell type for rock is used to obtain the relationship between 
strength, sample size and strain rate. It is shown that when the strain rate is well above certain 
characteristic strain rate dynamic loading process takes predominant role. Because of the finiteness 
of crack propagation velocity, the larger the sample size is, the more time is needed for cracks in 
sample to go through the sample, and the ultimate applied stresses before macrofracture are more 
and the strength is higher. Factually the dynamic strength is induced by overloading. From other 
hand because of the size effect of rock strength, the overloading will activate the cracking at smaller 
scale levels of rock sample, and the fragment size is smaller. From the present model the 
characteristic strain rate separating the predominant diapasons for static and dynamic size effect is 
determined, the dynamic fragmentation size is predicted well.   
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Abstract Modern engineering structures are often made of quasibrittle materials, which are brittle 
and heterogeneous. Typical examples include concrete, fiber composites, woven composites, tough 
ceramics, and nano-composites. The salient feature of quasibrittle structures is that the size of the 
fracture process zone is not negligible compared to the structure size, which leads to an intricate 
size effect on the structural strength. The current understanding of scaling of quasibrittle fracture is 
limited to structures with either strong stress singularities or zero stress singularities. Nevertheless, 
many engineering structures are designed to have complex geometries, which could cause weak 
stress singularities. This paper investigates the effect of stress singularities on the scaling of 
quasibrittle fracture both analytically and numerically. The theoretical analysis is derived from a 
generalized weakest link model where the energetic scaling of quasibrittle fracture is incorporated 
into the classical finite weakest link model. The proposed model yields a general scaling equation, 
which captures the transition from the energetic scaling to statistical scaling as the stress singularity 
gets weaker. The proposed analytical model is then verified by a numerical study on the fracture of 
concrete beams with a V-notch under three-point bending, where a wide range of notch angles 
representing different orders of stress singularities is considered.   
 
Keywords Size Effect, Deterministic Analysis, Finite Weakest Link Model, Quasibrittle Materials. 
 
1. Introduction 
 
Many large-scale engineering structures, such as bridges, dams, aircraft and ships, are usually 
designed by extrapolating the results of small-scale laboratory experiments. In order to correctly 
perform this design extrapolation, it is of paramount importance to understand the scale effect on 
the structural strength. This study focuses on structures that are made of brittle heterogeneous 
(quasibrittle) materials, which include concrete, fiber composites, tough ceramics, rocks, sea ice, 
etc. For two-dimensional problems, the nominal structural strength is usually defined as 
σ N = cPmax / bD , where Pmax = load capacity of structure, D = characteristic structural size to be 
scaled, b = width of the structure in the transverse direction, and c = constant which could be 
chosen such that σ N  represents some familiar parameter such as the maximum stress in the 
structure in the absence of the stress concentration. It has been demonstrated that the nominal 
strength of quasibrittle structures is subjected to an intricate size effect. The underlying reason is 
that for quasibrittle structures the size of the material inhomogenieties is not negligible compared to 
the structure size, which directly leads to a size-dependent failure behavior [1, 2]. So far, two 
independent mechanisms have been identified to explain the scaling of strength of quasibrittle 
structures:  
1) Type-1 size effect: the maximum load of the structure is attained after the stable formation of a 
large fracture process zone (FPZ) with distributed cracking, which typically occurs in structures 
with a smooth boundary. The Type-1 size effect for small and medium-size structures is energetic, 
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which can be derived based on the Taylor expansion of the energy release rate function at zero 
crack length [1, 2]. The large size asymptote of this type of size effect is governed by the Weibull 
statistics of material strength. The statistical size effect can be amalgamated with the energetic size 
effect to form the complete energetic-statistical Type-1 size effect [3]. Recent studies also showed 
that this size effect can be alternatively derived from a finite weakest link model where the structure 
is statistically represented by a finite chain of representative volume elements (RVEs) and the 
probability distribution of RVE strength is derived from fracture mechanics of nanocracks 
propagating by small, activation-energy-controlled, random jumps through a nano-structure [4-7].  

 
2) Type-2 size effect: the maximum load of the structure is reached once a single large crack is 
formed. The Type-2 size effect typically applied to quasibrittle structures containing a large notch 
or a large stress-free (fatigued) crack formed prior to maximum load. This size effect is purely 
energetic because the fracture must happen at the pre-existing crack tip. The Type-2 size effect can 
be derived by using the asymptotic approximation of the energy release function for the propagating 
crack or the J-integral [1,2,8].  
 
It is clear that the Type-1 and Type-2 size effects can be considered as two limiting cases in terms 
of the order of stress singularity of the structure. The Type-1 size effect law represents the case of 
zero stress singularity whereas the Type-2 size effect law represents the case of the strongest stress 
singularity (i.e. “−1/2” stress singularity). Nevertheless, many modern engineering structures are 
designed with geometric discontinuities, which produce weak stress singularities. There is still a 
lack of understanding on the transition between these two size effects as a function of the magnitude 
of the stress singularities. This study aims to formulate a universal size effect equation for 
quasibrittle structures through both theoretical and numerical investigations on the fracture of 
structures with a V-notch under mode-I loading.  
 
2. Review of energetic and statistical size effects 
 
Consider a structure of positive geometry containing a V-notch and subjected to mode-I loading 
(Fig. 1), where the notch angle is denoted by γ. Positive geometry is defined such that the peak load 
is reached once the fracture process zone (FPZ) is fully developed. Here we further assume that the 
notch is sufficiently deep, i.e. α =a/D > 0.1, where a = notch depth and D = depth of the structure 
(Fig. 1). In general, the stress concentration at the V-notch tip is governed by two distinct stress 
singularities, which represent the symmetrical and anti-symmetrical deformation modes [9-11]. For 
mode-I fracture, only one stress singularity λ prevails, which corresponds to the symmetrical mode. 
This section briefly reviews the two existing scaling theories, namely energetic and statistical 
scaling.  
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Figure 1. Structure with a V-notch under mode-I facture 
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2.1. Energetic scaling 
 
Consider the case where the stress singularity is sufficiently strong. It is clear that due to the 
significant stress concentration the FPZ must form at the notch tip. Therefore, the corresponding 
scaling mechanism is deterministic. Based on the Williams solution [9], the stress field near the 
notch tip under mode-I loading can be written as: 

σ ij = Hr
λ fij (θ ,γ )                                 (1) 

where r = radial distance from the notch tip, fij = dimensionless function describing the angular 
dependence of the stress, and H = stress intensity factor. Based on dimensional analysis, H can be 
further written as: 

H =σD−λh(γ )                                 (2) 
 
where σ = nominal stress= cP / bD , P = applied load, and h(γ) is the dimensionless stress intensity 
factor, which is determined by the structural geometry. One commonly used mode-I fracture 
criterion for structures with a V-notch is that the peak load is attained when the stress at the distance 
cf from the notch tip reaches the material tensile strength ft [12]. Therefore, we obtain the nominal 
strength of the structure: 

σ N = ftϕ(γ )(D / c f )
λ                            (3) 

where ϕ(γ ) = h−1(γ ) fθθ
−1(0,γ ) , which can easily calculated by an elastic analysis.  

 
Since Eq. 3 is derived based on the linear elastic fracture mechanics, it represents the large-size 
asymptote of the energetic size effect law. The small-size asymptote is very easy to construct. For 
small-size structures, the FPZ occupies the entire notch ligament and consequently the ligament 
must behave like a crack filled with plastic glue. At this plastic limit, the size effect must vanish. An 
approximate equation that bridges the small- and large-size asymptotes has been proposed: 

σ N =σ s 1+ (D / D0γ )
1/βγ!

"#
$
%&
λβγ

                           (4) 

where σ s = nominal strength at the small-size limit, βγ =model parameter, and D0γ = transitional 

size = D0ϕ(γ ) /ϕ(0) ( D0 = D0γ  at γ = 0 ). When λ = −1/ 2  and βγ =1 , Eq. 4 converges to the 
classical Type-2 size effect proposed by Bažant [1, 2], which applies to structures with a large 
pre-existing crack.   
 
2.2. Statistical size effect 
 
The statistical size effect usually applies to structures without stress singularities, e.g. unnotched 
beams. A salient feature of the failure of these structures is that the location of damage initiation 
and localization is uncertain, which is often governed by the randomness of local material strength. 
Furthermore, these structures reach the peak load once any one of the representative volume 
elements (RVEs) is damaged and thus the RVE is here defined as the smallest material volume 
whose failure triggers that failure of the entire structure. The size of RVE l0 is approximately 2-3 
times the size of material inhomogeneities [5]. Statistically speaking, the structure can then be 
represented by a chain of RVEs. Since the RVE size is about the same as the autocorrelation length 
of the random material strength field [7], the RVE strength can be treated as an independent random 
variable and the failure probability of the entire structure can be written as: 

 Pf (σ N ) =1− 1− P1(σ N s(xi ))"# $%
i=1

N

∏                      (5) 
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where P1 = cumulative distribution function (cdf) of strength of one RVE, N = number of RVEs in 
the structure, and s(xi) = dimensionless stress field such that σ N s(xi ) = maximum elastic principal 
stress at the center of the ith RVE located at xi. Recent studies have shown that, based on atomistic 
fracture mechanics and a multiscale transition model for strength statistics, the cdf of RVE strength 
can be approximated by a Gaussian distribution onto which a Weibull tail is grafted at a probability 
about 10-4 — 10-2 [6-7].  
 
The mean strength of the structure can then be calculated as: 

σ N = σ N dPf =0

1
∫ 1− Pf (σ N )#$ %&dσ N0

∞

∫                       (6) 

By considering geometrically similar structures with different sizes, we can obtain the size effect on 
mean structural strength. Though a closed-form expression seems not possible, an approximate 
form has been proposed:  

σ N = Na / D+ Nb / D( )
rn/m!

"#
$
%&

1/r

                          (7) 

where n = dimension of scaling and Na, Nb, and r are constants, which can be determined by the 
statistical parameters of the cdf of RVE strength. It should be pointed out that Eq. 7 shall not be 
applied to structures as D approaches 0. A recent study [13] has shown that for small and 
intermediate-size structures the size effect derived from this finite weakest link model with the use 
of elastic stresses agrees well with the prediction from the nonlinear deterministic calculation. This 
is because the mean size effect behavior for small-size and intermediate-size structures is mainly 
caused by the operative stress redistribution mechanism, which can be well predicted by the 
nonlinear deterministic calculation. At the same time, this mechanism can also be captured by the 
finite weakest link model, where the statistical multiscale transition model used for the formulation 
of the cdf of RVE strength consists of statistical bundles and chains that represent the damage 
localization and load redistribution mechanisms at different scales (albeit only the elastic stresses 
are used) [5-7]. For large-size structures, the zone of stress redistribution is negligible compared to 
structure size and the size effect is mainly caused by randomness of material strength, which cannot 
be captured by the deterministic calculation. Therefore, the size effect curve for the case of zero 
stress singularity can be completely explained by the finite weakest link model [4-7].  
 
3. Generalized weakest link model  
 
For structures with a wide V-notch and therefore a weak stress singularity, there is no guarantee that 
the FPZ would form at the tip of the V-notch. This means that the failure of the structure can be 
statistically represented by the weakest link model. On the other hand, there exists a singular stress 
field at the V-notch tip even though the degree of stress concentration is not significant. 
Furthermore, the fracture of the V-notch itself is associated with an energetic scaling law shown as 
Eq. 4, which cannot be represented by the existing finite weakest link model. This prompts us to 
derive a new scaling model by generalizing the classical finite weakest link model to include the 
energetic scaling of fracture of the V-notch.  
 
In the proposed generalized weakest link model, we isolate the singular stress zone from the 
remaining part of the structure (Fig. 1), where the singular stress zone can be determined by 
comparing Eq. 1 to the numerically simulated elastic stress field. Since the singular stress zone is 
influenced by the presence of the V-notch, whose fracture exhibits an energetic scaling (i.e. Eq. 4), 
we propose to include this energetic scaling for the calculation of the failure probability of the 
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singular stress zone:  

Pf ,VI (σ N ) =1− 1− P1 µ(D)σ N s(xi )"# $%{ }
i=1

N1

∏                       (8) 

where µ(D) = 1+ (D / D0γ )
1/βγ!

"#
$
%&
−λβγ

, and N1 = number of RVEs in the singular stress zone. The 

failure probability of the remaining part of the structure can be calculated by the usual weakest link 
model with the elastic principal stresses: 

 Pf ,VII (σ N ) =1− 1− P1 σ N s(xi )"# $%{ }
i=1

N2

∏                        (9) 

where N2 = number of RVEs in the region outside the singular stress zone. The failure probability 
of the entire structure can then be written as: 

                      Pf (σ N ) =1− 1− Pf ,VI (σ N )"
#

$
% 1− Pf ,VII (σ N )"
#

$
%                    (10) 

from which we can calculate the mean size effect. Similar to the case of statistical scaling, a closed 
form expression is impossible. Since the entire framework still relies on the finite weakest link 
model, we can use the same asymptotic matching technique as that for the statistical scaling to 
obtain an approximate scaling law: 

σ N =σ 0 C1 µ
m(D)ψ1 +ψ2

!
"

#
$
−r/m D+ ls

l0

!

"
##

$

%
&&

−2/m

exp[−(λ / λ1)
2 ]+

µ−r (D)Db
exp[−(λ / λ2 )

2 ]D+ lp

!
"
#

$#

%
&
#

'#

1/r

  (11) 

where σ0 = reference stress, C1,  r,  λ1,  λ2 ,  ls ,  lp ,  Db = constants, m = Weibull modulus, 

ψ1 = s(x)
m
dV (x),  

VI

∫ and ψ2 = s(x)
m
dV (x) .

VII

∫  Note that here we introduced ls  and lp to 

regularize the functional behavior as D approaches 0. Furthermore, it is easy to show that the large- 
and small-size asymptotes of the mean strength requires: 
 

σ 0C1
1/r = s0

1/rΓ(1+1/m)                            (12) 

σ s =σ 0 Db / lp +C1(ψ1 +ψ2 )
1/m(ls / l0 )

−2/m exp[−(λ / λ1)
2 ]{ }

1/r
          (13) 

 
where s0 = Weibull scaling parameter. The small-size strength limit σ s  can usually be obtained by 
simple plastic analysis by treating the ligament as a crack filled by the plastic glue. 
 
It is clear that Eq. 11 converges to Eqs. 4 and 7 in the two limiting cases. For the transition between 
these two limits, the size effect consists of both energetic and statistical components. At the 
small-size limit, the size effect is mainly governed by the statistical scaling component since the 
energetic scaling term predicts a weak size effect. At the large-size limit, the scaling is governed by 
the Weibull statistics modified by an energetic scaling term, which leads to a compound 
energetic-Weibull statistical scaling. Though the focus of this study is on mode-I fracture, the 
present framework has been extended to general mixed-mode fracture, which is applicable to 
bimaterial structures. When dealing with mixed-mode fracture, the energetic scaling term would 
generally contain two distinct stress singularities [14]. 
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4. Numerical simulation 
 
To verify the proposed analytical model, we investigate the size effect on strength of concrete 
beams with a V-notch under three-point bending (Fig. 2). The beam has a 1:6 depth-to-span ratio 
and notch depth is 20% of the beam depth. In the simulation, we consider different notch angles, i.e. 
γ = 0°, 90°, 120°, 135°, and 170°. For each notch angle, a series of geometrically similar specimens 
with a size range 1: 2: 4: 8: 16: 64: 128 (the depths of the smallest and largest beams are 37.5 mm 
and 4.8 m, respectively) is simulated. Based on the Williams solution, these notch angles 
correspond to the following orders of mode-I singularity: λ = −0.5,  − 0.455, − 0.3843,  
−0.3264, − 0.0916 .  

6D

D

αD
γ

F

0.2D 0.2D

6D

D
0.2D 0.2D

F

 
Figure 2. Numerical simulation of three-point bend beam 

 
It is well known that concrete exhibits a complex constitutive behavior. Extensive efforts have been 
devoted to numerical modeling of fracture of concrete, e.g. [15-18]. Since we are interested in static 
mode-I fracture, we adopt the default plastic-damage model in ABAQUS because it is sufficient for 
the purpose of the present study; a detailed description of this constitutive model can be recovered 
from [19]. The material properties are chosen as follows: Young’s modulus E = 30 GPa, Poisson 
ratio ν = 0.2, tensile strength ft = 3 MPa, compressive strength fc = 30 MPa, and Mode-I fracture 
toughness Gf = 100 N/m. Though we specify the compressive strength, the compressive region of 
the beam is expected to remain elastic. Therefore, the nonlinear part of the compressive behavior is 
not of particular interest for the present study. All the specimens undergo displacement-controlled 
loading. In this study, the numerical simulation is performed within a deterministic framework. 
Previous studies have shown that the deterministic simulation with a strain-softening constitutive 
model can successfully capture the entire size effect for the case of strong stress singularity and the 
size effect for the small- and intermediate structure sizes for the case of zero stress singularity [1-2]. 
Therefore, we expect that for the case of weak stress singularity the deterministic numerical model 
is sufficient for simulating the size effect for the small-and intermediate structure sizes. For the 
large-size asymptote, the deterministic simulation cannot yield the statistical scaling components. In 
this study, we mainly focus on the small- and intermediate size range, which is applicable to most 
engineering designs. Therefore, only deterministic simulation is necessary. As will be shown later, 
the influence of the statistical scaling component only prevails in structures of very large size.  

For the finite element modeling, the notch tip is considered to have a very small width, i.e. 5 mm, 
which is a constant for all the geometries and sizes. For the deterministic simulation, the damage 
occurs near the mid-span of the beam. Therefore, to reduce computational efforts, we model the 
middle portion of the beam with a refined mesh (i.e. 5 mm) and the damage plasticity model 
whereas the rest part of the beam is modeled by a coarse mesh with a purely elastic model. For each 
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specimen, the assumed region, where the nonlinear material model is used, is further checked as 
part of the simulation. As the notch angle increases, this nonlinear region becomes larger. It should 
be pointed out that the present modeling is not as efficient as the crack band model and the nonlocal 
model, where larger element sizes can be used. However, the use of the crack band and nonlocal 
models requires extensive modeling efforts with special cautions such as the choice of crack band 
width [20] and treatment of the nonlocal weighting function along the structural boundary.  

Fig. 3 presents the simulated nominal stress-relative deflection curves for specimens of all sizes and 
all different notch angles, where the nominal stress is defined as = P/bD and the relative 
displacement is defined as δ = Δ/D (Δ = load-point displacement). It is observed that as the structure 
size increases the post-peak softening portion of the load-deflection curve becomes steeper, which 
implies a more brittle failure behavior. It should be noted that for large specimens (i.e. D = 1.2, 2.4, 
and 4.8m) the post-peak behavior is not captured, which indicates that a snap-back instability may 
have occurred. The snap-back behavior could be captured by loading the specimens by the crack 
mouth opening displacement. This is not done because we are interested only in the peak load.  
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Figure 3. Simulated nominal stress-relative displacement curves 
 

 
For the 2D specimens, we can simply define the nominal strength of the beam as σ N = Pmax / bD , 
where b = 1. Fig. 4 shows the simulated size effects on the nominal strength for different notch 
angles and the optimum fitting by Eq. 11. As mentioned previously, the small-size strength limit σs 
can easily be calculated by plastic analysis, and the Weibull modulus for concrete is known to be 24. 
From the fitting, we obtain lp = 40 mm, ls = 150 mm, r = 0.88, s0 = 0.488 MPa, D0 = 90 mm, λ1 = 
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0.301, λ2 = 0.208, and βγ =1, 1, 1.5, 2, 1.1 for γ = 0°, 90°, 120°, 135°, and 170°. It is clear from Fig. 
4 that the Eq. 11 agrees well with the simulation results. It should be noted  that the simulated size 
effect curve does not match well with Eq. 11 at the large-size limit for beams with a 170° V-notch. 
This is due to the fact that we used deterministic simulation, which cannot capture the associated 
large-size asymptote of the classical Weibull scaling relation. Furthermore, it is observed that such a 
difference occurs for very large beam size (i.e. D > 1.2m), which indicates that deterministic 
calculation is sufficient for most normal-size concrete beams.  
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Figure 4. Size effect curves for notched beams: a)-e) Simulated size effect curves fitted by Eq. 11 
and f) 3D plot of simulated effects of structural size and notch angle on nominal strength 

 
5. Conclusions 
 
This paper shows that the scaling of strength of quasibrittle structures is strongly dependent on the 
magnitude of the stress singularities. Such dependence can be derived from a generalized weakest 
link model, where the classical energetic scaling law is combined with the finite weakest link model. 
For the case of strong stress singularities, the scaling of fracture is purely energetic, which can be 
derived from fracture mechanics. For the case of zero stress singularity, the size effect can be 
explained by random material strength through the finite weakest link model. For the case of weak 
stress singularities, the scaling is governed by both energetic and statistical mechanisms.  
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Abstract  The characterization of fracture resistance of ferritic steels in the ductile to brittle transition zone 
is problematic due to the great scatter of test results. The statistical treatment in the literature is mainly based 
on the Weibull distribution, but some authors based their analysis on such a distribution with two parameters 
(2P-W), while others use a three parameters Weibull distribution (3P-W). Besides this, it is not homogeneous 
the use of these distributions in terms of J or K, and in general is acceptable that the Weibull slope for a K 
based distribution is twice the corresponding slope for the distribution based on J values. In previous works, 
the authors have shown that this relationship between slopes is not valid, except for the case of a 2P-W 
distribution, and have proposed a new factor (ξ ) different from two that is calculated once the three 
parameters of the 3P-W distribution are estimated. In this paper it is demonstrated, using datasets with 100% 
cleavage from the Euro Round Robin in order to analyze cases where the weakest link model is valid, that 
this new factor works quite well, and that even when 3P-W distributions based on J and K values are not 
equivalent, both could be used to describe the results of fracture mechanics toughness tests. 
 
Keywords Fracture toughness, Ductile-to-brittle transition, Scatter, Weibull distribution 
 

1. Introduction 
 
The experimental determination of fracture toughness in ferritic steels in the brittle-to-ductile 
transition region is generally based on JC tests because KIC valid values require too large specimens 
to meet small scale yielding conditions. Additionally, this characterization is problematic because of 
the scatter in results that need to be adjusted with the aid of a statistical distribution, being the 
Weibull distribution the most employed in literature.  
 
This distribution has been used with two (2P-W) or three parameter (3P-W), and in both cases, 
adjusting data from JC tests, or data expressed in terms of K converted from JC (KJC). For instance, 
Landes and Shaffer [1], Iwadate et al. [2], Anderson et al. [3], Landes et al. [4], and Heerens et al. 
[5] made use of a 2P-W distribution based on JC values, while Landes and McCabe [6], Neville and 
Knott [7], and Perez Ipiña et al. [8] based their analysis on the 3P-W distribution using JC data. The 
use of such distributions based on K values was promoted by Wallin, with a 2P-W distribution [9], 
and later with a 3P-W distribution [10].  
 
The parameters to be determined in the 2P-W distribution are the shape parameter (also known as 
Weibull slope), and the scale parameter. For a 3P-W distribution, the threshold parameter is added. 
Besides the possibility of working with two or three parameters, and also with J or K data, some 
authors have proposed a fixed shape parameter with a given value: 2 when working with JC [3, 4, 5, 
11] and 4 when working with KJC [10, 12, 13]. 
 
The advantage of using a 3P-W distribution with a fixed shape parameter is that an adjusted to 
experimental data distribution would be obtained with a smaller number of tests. 
 
According to the theoretical deduction performed by Wallin [10], the value of the shape parameter 
is four when adjusting K values, and by the well-known relationship between K and J for small 
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scale yielding, this value would be two when working with J values. 
 
As was shown by Larrainzar et al. [14], this relationship is only valid for 2P-W distributions. For 
3P-W distributions there is no exact equivalence between that expressed in terms of J and the one in 
terms of K. 
Equations (1) and (2) present 3P-W distributions expressed in terms of J or K, respectively. 
 

min

0 min1

bJJ J
J JP e

⎛ ⎞−
−⎜ ⎟

−⎝ ⎠= −  (1) 
 

min

0 min1

bKK K
K KP e

⎛ ⎞−
−⎜ ⎟

−⎝ ⎠= −  (2) 
 
 
The scale parameter values are J0 and K0, while Jmin and Kmin are the threshold parameter values, 
and bJ and bK are the shape parameter values of the distributions given by Eq. (1) and (2). All these 
parameters can be estimated by linear regression, using experimental data in J or these data 
converted to K.  
As was already established, there is no exact equivalence between distributions expressed by Eqs. 
(1) and (2). The relationship between bK and bJ given by Eq. (3) is not valid for a general case, 
instead that given by Eq. (4) has been proposed as a good approximation.  
 

2K Jb b=  (3) 

 
.K Jb bξ=  (4) 

 
Where ξ  is given by Eq. (5), and its value ranges between 1 and 2. 
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There is an exact relationship between the threshold and scale parameters (Eq. 6 and Eq. 7). 
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Where E is the material Young modulus, and < is the material Poisson coefficient. 
In this work the relationship between shape parameters in 3P-W distributions, based in K, and J and 
given by Eq. (4), is validated with experimental data obtained from the Euro Fracture Toughness 
Dataset. For such a purpose, the parameters of both 3P-W distributions based in J and in K were 
estimated. Then it was performed a comparison between the parameters of the last one with those 
converted from 3P-W based in J (by means of Eqs. 4, 6 and 7).  
 
2. Material and Method 
 
Data taken from the Euro Fracture Toughness Dataset [15] were used in the present work. They 
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correspond to the Round Robin organized by the European Structural Integrity Society (ESIS) and 
all the information is available in ftp://ftp.gkss.de/pub/eurodataset. 
The material tested in the project was a ferritic steel DIN 22NiMoCr37 forged, quenched and 
tempered.  
Figure 1 shows the test matrix performed in the ESIS Round Robin. As the figure shows, tests were 
performed at different temperatures (-154°C, -110°C, -91°C, -60°C, -40°C, -20°C, 0°C and 20°C) 
and with different specimen thicknesses C(T) (½”, 1”, 2” and 4”), with a thickness to width ratio 
B/W=0.5. Specimens were fatigue pre-cracked to be inside the range 0.52 < a0/W < 0.6. Side 
grooving was performed after pre-cracking in a few specimens. Tests were carried out in order to 
obtain the fracture toughness at the point of fracture JC. 
 
From the tested sets, only those in which all the specimens presented cleavage were considered in 
the present work. They corresponded generally to the lowest temperatures and largest sizes and are 
color marked out in squares in Fig. 1. Figure 2 shows the results for all the analyzed sets. This 
selection was decided in order to avoid sets where two different failure modes coexist, implying that 
a 3P-W function could not adequately describe the scatter. It is important to note that some datasets 
included values greater than the allowed Jmax for the corresponding thickness ( ½ T at -60°C, 1T at 
-40°C, 1T at -20°C and 2T at 0°C). Each JC value was converted to its KJC equivalent, by means of 
Eq. (8), considering E=210 GPa and <=0.3. 
 

( )21
C

JC

EJK
ν

=
−

  (8) 

 
The parameters of both 3P-W distributions in terms of J and K were estimated for all the analyzed 
sets. In this way the slopes (bJ and bK), the thresholds (Jmin and Kmin), and the scale (J0 and K0) 
parameters were obtained. Following, the parameters of another 3P-W distribution in terms of K  
(K0(J), Kmin(J) and Kb ξ ), were calculated from the estimations of J0, Jmin and bJ already obtained, 

using Eqs. (6), (7) and (4) respectively. 

 
Figure1. Test matrix performed in the ESIS Round Robin. The sets marked out in squares presented only 

cleavage results and were analyzed in this work. Those shadowed correspond to data sets where some results 

exceeded Jmax 
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Figure 2. Experimental results for all the analyzed temperatures 

 
 
3. Results, analysis and discussion 
 
Table 1 shows the 3P-W parameters estimated for all the analyzed sets: the slopes (bJ and bK), the 
thresholds (Jmin and Kmin), and the scale (J0 y K0) parameters. The parameters of the distribution in 
terms of K(J), calculated from the estimations of J0, Jmin and bJ already obtained, as well as the 
values of ξ  , and the bK/bJ ratio are also shown in the table. 
 
Nearly all the sets produced “acceptable” values of Weibull parameters, especially Kmin. The set 
corresponding to B=25mm and T=-40°C was the exception in which physically impossible values 
of Jmin and Kmin were obtained, so the threshold value was considered as zero. In this set, only one 
of the 32 results was larger than the Jmax corresponding to this thickness, although there were more 
than one non-valid results in other sets and the Weibull parameters were physically “acceptable”. 
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Table 1. 3P-W parameters in terms of J [kJ/m2] and K [MPa/m1/2], all temperatures and sizes 

 

 

Estimated from 

experimental data 

 Estimated from 

converted experimental 

data KJC 

Converted from  

estimated J parameters 

T 

(ºC) 
Size J0 Jmin bJ K0 Kmin bK bK/bJ K0(J) Kmin(J) Kb ξ  ξ  

1/2T 7.92 1.80 2.22 42.67 18.54 3.23 1.45 42.76 20.41 3.01 1.35

1T 7,28 3,06 1,57 40,86 26,05 1,95 1,24 41 26,57 1,90 1,21-154 

2T 6,31 3,67 1,31 38,02 28,94 1,50 1,15 38,16 29,10 1,49 1,13

1/2T 65.66 9.95 1.85 123.08 34.38 3.21 1.73 123.09 47.93 2.67 1.44

1T 55,68 11,84 1,44 112,91 47,93 2,08 1,44 113,35 52,27 1,97 1,37

2T 41,21 17,37 1,44 97,15 61,39 1,87 1,3 97,52 63,31 1,75 1,21
-91 

4T 35.52 4.07 2.68 90.49 22.43 4.54 1.69 90.54 30.65 4.00 1.49

1/2T 115.91 28.72 1.39 162.52 77.28 1.92 1.38 163.55 81.41 1.86 1.36

1T 107,13 41,19 1,41 156,74 94,08 1,84 1,30 157,23 97,50 1,74 1,23-60 

2T 157,71 16,12 1,75 190,06 50,64 2,83 1,62 190,77 60,99 2,65 1,52

1T 236,76 0 2,11 233,75 0 4,22 2 233,75 0 4,22 2 
-40 

2T 144,49 22,55 2,07 182,12 62,58 3,20 1,55 182,60 72,14 2,97 1,43

1T 564,71 125,55 1,08 357,50 162,19 1,50 1,39 361 170,21 1,47 1,36

2T 277,41 37,70 1,52 252,25 77,60 2,43 1,60 253,02 93,27 2,22 1,46-20 

4T 190.96 58.45 2.97 209.89 101.59 4.44 1.49 209.92 116.14 3.83 1.29

2T 953.58 166.33 0.83 458.32 191.46 1.13 1.36 469.10 195.92 1.18 1.41
0 

4T 458.66 81.30 1.31 324.15 118.66 2.02 1.54 325.34 136.97 1.85 1.41

 
Table 1 shows that the parameters estimated by linear regression from K values converted from J 
(shown in column “Estimated from converted experimental data KJC” in Table 1) and also using the 
parameters obtained by means of Eqs. (4), (6) and (7) (shown in column “Converted from J 
parameters” in Table 1) are very close. Figure 3 shows some Weibull cumulative distribution 
functions with parameters obtained by the two ways, together with the experimental points and the 
agreement is confirmed. 
 
 
Table 2 and Fig. 4 show the comparison between ξ , obtained using Eq. (5), and the ratio bK/bJ, 
where bK and bJ are the shape parameters estimated for J experimental values and KJ. These values 
are quite similar, although bK/bJ resulted always larger than ξ , except in one case. The horizontal 
line in the figure corresponds to the hypothetical case given by Eq. (3) (bK=2bJ), which is not 
satisfied except when min 0J = , as already justified.  

 
Figures 5 to 7 compare the three Weibull parameters in K: those obtained from the KJC values and 
those obtained from JC values (3P-W(J)) and transformed to K by using Eqs. (4), (6) and (7). 
 
Figure 8 shows the predicted thresholds against the minimum experimental values. It can be 
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observed from this figure and also from Fig. 5 and Table 1 that Kmin(J) values, those obtained using 
ξ , resulted less conservative than the Kmin ones, although their values were always lower than the 
corresponding experimental minimum. 
 
As it is seen from Fig. 3, it resulted clear that the methodology proposed (that uses Eqs. 4, 6 and 7) 
adjusts the experimental data very well. 
 

Table 2. Difference K

J

b
b ξ−  relative to ξ  

T (ºC) W=25 mm W=50 mm W= 100 mm W= 200 mm 

-154 7.41% 2,48 % 1,77 % - 

-91 20.14% 5,11 % 7,44 % 13.10% 

-60 1.47% 5,69 % 6,59 % - 

-40  0 % 8,39 % - 

-20  2,21 % 9,59 % 15.50% 

0   -3.55% 9.22% 

 

 

 
Figure 3. 3P-W distributions comparison with parameters obtained by linear regression and by J0, Jmin and bJ. 

conversion, for two datasets 
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Figure 4. Comparison between  bK/bJ and ξ  (R2 for the linear regression equal to 0.83254927) 

 
 

  
Figure 5. Comparison between Kmin(J) and Kmin (R

2 for the linear regression equal to 0.9870869) 
 

 
 
 

 
Figure 6. Comparison between K0(J) and K0 (R

2 for the linear regression equal to 0.99979445) 
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Figure 7. Comparison between  bK(ξ ) and bK (R2 for the linear regression equal to 0.97867302) 

 
 
 

 
Figure 8. Comparison between Kmin(J), Kmin  and Kmin(exp) 

 

 

Table 3. Percentual differences between Kmin and experimental Kmin 

  T (0C) 

min min

min

(exp)
(%)

(exp)

K K
K
−

  min min

min

( ) (exp)
(%)

(exp)

K J K
K

−
 

‐154  ‐27.06  ‐19.71 

‐91  ‐49.27  ‐29.27 1/2T 

‐60  ‐12.76  ‐8.09 

‐154  ‐7.00  ‐5.14 

‐91  ‐18.26  ‐10.86 

‐60  ‐9.37  ‐6.08 

‐40 *  ‐100.00  ‐100.00 

1T 

‐20  ‐9.44  ‐4.96 

‐154  ‐2.27  ‐1.73 

‐91  ‐8.72  ‐5.86 

2T 

‐60  ‐39.54  ‐27.18 
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‐40  ‐34.86  ‐24.91 

‐20  ‐33.27  ‐19.79 

0  ‐4.54  ‐2.31 

‐91  ‐60.25  ‐45.69 

‐20  ‐36.81  ‐27.76 4T 

0  ‐30.55  ‐19.83 
*: In this case, threshold parameter was forced to zero because a negative value was obtained from the estimation, 
resulting a difference of 100% between Kmin and experimental Kmin 

 

There is no clear evidence that the 3P-W distribution based in J is better than the corresponding to 
that based in K values. Both fitted well the experimental results and predicted good threshold 
parameters.  
 
  4. Conclusions  
• The theoretical relationship between bJ and bK given by eq. (5) is consistent with the obtained 

from experimental data from the ESIS Round Robin. 

• The Weibull slope in terms of K is not consistent with a fixed value equal to 4, instead it appears 
to calculate it from bJ by using Eq. (3), or estimating it from experimental data converted toK. 

• The 3P-W parameters in terms of K, that can be estimated from experimental Jc converted to KJc, 
result more consistent with reality when they are calculated converting the corresponding 
estimated in terms of  J. 
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Abstract  Application of plant-derived natural fibers as the reinforcement of polymer-matrix composites is 
driven by economic and environmental reasons. In order to fully exploit the reinforcing effect of the fibers, 
they have to be aligned in the composite material. When using such UD composites in load-bearing 
applications, the dependence of strength on the material volume subjected to loading, i.e. the scale effect of 
strength, should be taken into account in design. UD-reinforced flax fiber/epoxy matrix composites, 
produced from prepregs, were tested in tension in fiber direction in order to elucidate the scale effect of the 
tensile strength. The strength distribution at a fixed specimen size and the dependence of the mean strength 
on the size were shown to agree reasonably well with the Weibull strength statistics, corroborating the 
previous results for flax-fabric-reinforced composites. A probabilistic model of the strength in tension along 
the reinforcement direction, using fiber strength distribution, interfacial shear strength and morphology 
parameters, was applied to theoretically evaluate the magnitude of scale effect. 
 
Keywords  flax fibers, polymer composites, strength, Weibull distribution 
 
1. Introduction 
 
Application of plant-derived natural fibers as the reinforcement of polymer-matrix composites is 
driven by economic and environmental reasons. In order to fully exploit the reinforcing effect of the 
fibers, they have to be aligned in the composite material. For bast fibers, this is achieved either by 
using traditional textile technologies to produce aligned fiber yarns (with a twist level optimized for 
processing) or by manufacturing prepregs with unidirectional (UD) bast fiber orientation. When 
using such UD composites in load-bearing applications, the dependence of strength on the material 
volume subjected to loading, i.e. the scale effect of strength, should be taken into account in design. 
For brittle composites, the scale effect closely follows the weakest-link statistics [1] reflected by the 
Weibull strength distribution: 
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σσ

0

exp1
V
VP  

 
(1)

 
where V is the specimen volume subjected to stress σ and α and β denote Weibull shape and scale 
parameters, respectively. Aligned flax fiber composites with textile reinforcement have been shown 
to exhibit scale effect of tensile strength consistent with Eq. (1) when subjected to tensile loading 
along the fibers [2]. 
 
Probabilistic models of fracture of UD continuous-fiber reinforced composites provide expressions 
of Eq. (1) parameters in terms of fiber, interface and matrix properties, see e.g. [3-5]. Flax fibers, 
although being relatively long, are discontinuous; moreover, typical reinforcement of a UD 
composite contains both elementary and technical fibers, defects in the latter triggering fracture of 
the composite [6]. Therefore, direct application of the probabilistic strength models derived for 
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uniform continuous fiber composites to bast fiber composites is likely to yield an upper estimate of 
their strength [7]. The current study concerns experimental evaluation of the scale effect of tensile 
strength of UD flax-fiber composites made of commercially available prepregs. Probabilistic 
strength model [4] is applied for approximate evaluation of strength.   
 
2. Experimental 
 
2.1. Material 
 
A composite plate was produced from LINEO flax/epoxy prepreg FLAXPLY©. Six UD prepreg 
plies of the areal density of 150 g/m2 were aligned, stacked and cured in a thermopress for one hour 
at ~1 atm pressure and 130 ˚C temperature. Four groups of specimens, with widths w = 10, 20, 40, 
and 70 mm, were cut out of the plate along the fiber direction so that the gauge length to width ratio 
for all specimens amounted to 5. 
 
2.2. Tests 
 
Fiberglass tabs were glued onto the specimen ends. The specimens were tested for strength by 
applying a stroke-controlled tensile loading in the fiber direction. The loading rate was varied 
according to specimen gauge length so that the nominal strain rate for all the specimens tested 
amounted to 0.75 %/min. The strength was evaluated from the failure load employing the average 
width of a specimen and the average thickness of the plate 
 
3. Model 
 
3.1. Weibull scale effect 
 
For the rectangular geometry considered, the specimen volume subjected to load is a product of its 

width, gauge length, and thickness wLtV = (resp. unit volume 0000 tLwV = ). Due to uniform 

thickness of the specimens, we select tt =0 , hence Eq. (1) takes the form: 

( )
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−−=

α

β
σσ

00

exp1
Lw

wLP  
 
(2)

It follows from Eq. (2) that the mean strength σ  depends on specimen dimensions as follows: 
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Hence, having determined the strength distribution Eq. (2) parameters from test results at one gauge 
length, the dependence of mean strength on specimen size can be evaluated according to Eq. (3) if 
the Weibull scale effect of brittle fracture applies. 
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3.2. Strength model 
 
A probabilistic model of the tensile strength of UD continuous fiber reinforced composites has been 
elaborated in [4] for fibers with the Weibull two-parameter strength distribution 
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where l stands for fiber length, l0 is a unit length, and the distribution shape and scale parameters are 
designated as fα and fβ , respectively. 
 
In the following we briefly recapitulate the principal relations of the model [4]. Distribution of the 
average (over cross-section of the composite normal to the fibers) stress taken by the fibers at the 
failure of a UD composite is given by  
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The scale, σ~ , and shape, ρ~ , parameters of the Weibull distribution Eq. (5) are evaluated as 
follows  

nmcb ,
~ σσ =  

(6)

and 

nmnm ab ,,
~ =ρ  

(7)

where ,m na  and ,m nb  are expressed by following relations 
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The characteristic stress entering Eq. (6) is given by 
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where r is fiber radius and τ  designates the interfacial shear strength (IFSS) between fibers and 

matrix. In Eqs. (8) and (9), *
lnμ  and **

lnγ  are theoretical mean and standard deviation of strength of 

a bundle of ln  fibers with ln  - the number of fibers in a critical element. The latter is given by 

28.1403 −= fln α  
 
(11)

for 102 ≤≤ fα . Length of the critical element lδ  is 

cl δδ 4.0=  (12)

where cδ  is the characteristic length given by 

c
c

rσδ
τ

=
 (13)

In Eqs. (8) and (9), / lm L δ=  and /f ln n n= , where L is the length of composite subjected to load 

and fn - number of reinforcing fibers the composite contains.  

 
4. Results and discussion 
 
The parameters of the strength distribution were determined from the strength data of 
50-mm-gage-length specimens, shown in Fig. 1, by the maximum likelihood method, as α = 22.8 

and β = 404 MPa (at == 00 Lw 1 mm). The empirical fiber fracture probabilities, P, have been 

evaluated via the median rank of the measured strength values using the approximation 

( ) ( )4.03.0 +−= niP , where i is the i-th number in ascendingly ordered strength data of the sample 

and n is the number of specimens. 
 
Flax reinforcement is inherently heterogeneous since it contains not only elementary flax fibers but 
also technical fibers (i.e. naturally adhering elementary fiber bundles) of various sizes; an additional 
characteristic length is introduced by the presence of transverse stitching fibers in a prepreg. For 
heterogeneous quasi-brittle materials, strength distribution has been shown to change gradually 
from normal to Weibull with increasing size and brittleness of the specimen or structure [8]. At 
intermediate sizes, the strength distribution possesses a Weibull left tail switching to normal 
distribution for high strengths. A kink can be discerned in Fig. 1 suggesting the presence of such a 
transition. It appears of interest to establish the size of a representative volume element for strength 
in flax-fiber composites and its relation to reinforcement structure, thus potentially enabling a more 
accurate modeling of the scale effect of strength. 
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Fig. 1. Tensile strength distribution of specimens with width w = 10 mm in Weibull co-ordinates. 

 
Comparison of the experimental dependence of the mean strength on specimen size and the 
prediction by Eq. (3) is shown in Fig. 2. It is seen that both, strength scatter at a fixed specimen size, 
Fig. 1, and strength-size scaling, Fig. 2, agree reasonably well with the Weibull statistics. Note that 
the sale effect of strength for a UD flax-fabric-reinforced composite has also been shown to follow 
the scaling of Eq. (2), although with a somewhat smaller Weibull shape parameter α of ca. 18 [2]. 
The higher scatter of strength in the case of textile UD reinforcement is likely to result from the 
additional geometrical variability associated with yarn alignment in the composite. 
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Fig. 2. Dependence of the mean tensile strength >< σ  on specimen width w 

 
Application of the probabilistic strength models is hampered in this case by lack of information 
regarding flax fibers used in prepreg manufacture and their adhesion to the epoxy matrix. 
Nevertheless, for the purposes of qualitative comparison, strength distribution Eq. (5) parameters 
were estimated for several types of flax fibers assuming a plausible IFSS value. IFSS of bast fibers 
and epoxy matrix is reported to range from ca. 10 to 33 MPa [9-11]. For a conservative estimate, 
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IFSS of 10 MPa was assumed. Strength distribution Eq. (4) parameters, evaluated from test results 
of elementary flax fibers at 10 mm gauge length, are presented in Table 1 (at l0 = 1 mm). Fiber 
diameter 16 μm was used in calculations. 
 

Table 1. Strength distribution Eq. (4) parameters of elementary flax fibers 
Reference Shape parameter αf Scale parameter βf, MPa 

[12] 3 2080 
[13] 1.8 2033 

[错误！未找到引用源。] 2.7 1913 
 
The parameters of composite strength distribution, Eq. (5), were evaluated for composite specimens 
with 50 mm gauge length and 10 mm width by Eqs. (6) and (7) using the fiber and interface 
parameters listed above. The results are presented in Table 2. Note that the product of fiber volume 
fraction and the predicted scale parameter is given in Table 2 for ease of comparison with the 
experimental scale parameter.    
 

Table 2. Strength distribution Eq. (5) parameters of UD composite with 50 mm length 
Fiber strength from 

reference 
Shape parameter ρ~  Reduced scale parameter 

σν ~
f , MPa 

[12] 107 502 
[13] 117 508 

[错误！未找到引用源。] 110 511 
 
It is seen that the predicted shape parameter, characterizing strength scatter, is about 5 times higher 
than the experimentally determined value. This is likely to stem from such factors as fiber 
misalignment, heterogeneity, and clustering not allowed for in the theoretical model and increasing 
the variability of strength. Note also that the predicted scale parameter values exceed the 
experimental one, i.e. the model provides an upper limit of the tensile strength of flax fiber 
reinforced composite.     
 
5. Conclusions 
 
Scale effect of the tensile strength of UD flax/epoxy composite has been characterized 
experimentally and shown to comply with strength-specimen size scaling implied by the Weibull 
two-parameter distribution of strength. Hence strength distribution parameters, determined using 
only specimens of a fixed size, can be used to predict the variation of strength with volume of the 
composite subjected to load. A probabilistic model of composite strength has been shown to 
underestimate the scatter in strength and overestimate mean strength. This is likely to be related to 
the heterogeneity inherent in natural fiber composites and not reflected in the models derived for 
synthetic continuous fiber composites.  
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Abstract  The fracture behavior of four non-symmetric radial cracks originating from a circular hole in 
piezoelectric materials subjected to remotely uniform in-plane electric loading and anti-plane mechanical 
loading is studied in this paper. The problem is transformed using the complex variable method and the 
technique of conformal mapping into Cauchy integral equations. To solve the Cauchy integral equations, the 
analytical solutions of the stress and the electric displacement intensity factors, energy release rate and 
mechanical strain energy release rate are obtained under the electrically impermeable and electrically 
permeable assumptions, respectively. Several known results are the special cases of the present results and 
new models used for simulating more practical defects in piezoelectric materials are derived as well, such as 
three radial cracks originating from a circular hole, semi-circular hole with an edge crack originating from a 
semi-infinite plane and a semi-infinite plane with an edge crack. Numerical examples are provided 
graphically to show the effects of the geometrical parameters on the energy release rate and the mechanical 
strain energy release rate. 
 
Keywords  Piezoelectric materials, Circular hole, Edge cracks, mapping function, Analytical solution 
 

1. Introduction 
 

Due to their intrinsic electromechanical coupling phenomenon, piezoelectric materials have been 
widely used as transducer and sensor in smart structures and devices. However, one inherent 
weakness of piezoelectric ceramics is the brittleness in mechanical behavior. When subjected to 
mechanical and electric loading in service, the stress concentrations can induce crack initiation and 
propagation, which will lead to the failure of these piezoelectric materials. Therefore, it is of great 
importance to analyze the fracture behavior of piezoelectric materials, especially when cracks 
emanating from holes are involved.  

In recent years, the crack problems of piezoelectric materials have received considerable 
attention under anti-plane shear loading due to the practical importance [1-6]. In fact, there exist 
many kinds of complicated configurations during manufacture and service of the holed structures, 
e.g., cracks originating from circular hole, semi-circular hole with an edge crack originating from a 
semi-infinite solid, T-shaped crack, cross-shaped crack, etc. Recently, Wang and Gao [7] solved the 
two symmetrical cracks and a single crack originating from the edge of a circular hole in a 
piezoelectric solid by introducing mapping fucntion, and presented the exact solutions of the field 
intensity factors and the energy release rate. By developing new mapping functions, Guo et al. [8,9] 
investigated the two asymmetrical edge cracks emanating from an elliptical hole in a piezoelectric 
material under the electrically impermeable and the electrically permeable boundary conditions, 
respectively, and obtained the exact solutions of the field intensity factors and the energy release 
rate. To ours’ knowledge, the existing research is focused on the collinear cracks parallel to the 
x-axis originating from holes. For an occurrence of the cracks parallel to y-axis direction originating 
from holes, however, the corresponding research is very lacking in a piezoelectric solid, which may 
have the surprise results. Thus, it is practical and necessary to study the fracture behavior of four 
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non-symmetrical radial cracks at the edge of a circular hole. Furthermore, it is very challenging and 
meaningful to present the analytical solutions for the complicated crack problems, since these 
solutions can provide the theoretical analysis for fracture problems in piezoelectric materials, and 
can also serve as a benchmark for the purpose of judging the accuracy and efficiency of various 
numerical and approximate methods. 

In this paper, we study the anti-plane problem of four non-symmetrical radial cracks at the edge 
of a circular hole in a transversely isotropic piezoelectric solid based on two kinds of electric 
boundary conditions, i.e., the electrically impermeable and the electrically permeable. A new 
conformal mapping is developed to reduce the problem to the solution of Cauchy integral equation. 
In addition, the analytical solutions of the field intensity factors, the energy release rate (ERR) and 
the mechanical strain energy release rate (MSERE) are derived. It is seen that the stress intensity 
factors of some special cases derived from the present results agree well with the corresponding 
results of the pure elastic materials. 
 
2. Basic formulation 
 

In a rectangular coordinate system ( 1,2,3)ix i = , consider a transversely isotropic piezoelectric 

solid with the poling direction along the positive 3x  axis and the isotropic plane in the 1 2x x−  

plane. The constitutive equation for a linear piezoelectric media can be given as  

T T
3 0 3[ , ] [ , ]i i i iD EBs g= -                            (1) 

where i=1, 2, T denotes a transpose of a matrix, and 

44 15
0

15 11

c e
e

B
e

轾
犏=
犏 -臌

                                

(2) 

where 44c , 15e  and 11ε  are the elastic constant, the piezoelectric constant and the dielectric 

permittivity, respectively.  
The generalized strain-displacement relations have the form  

3 , ,,i i i iw Eg j= = -                               (3) 

where a comma in the subscripts stands for a partial differentiation. 
The equilibrium equation and the charge conservation equation, in the absence of the body force 

and electric charge densities, can be written as  

3 , ,0, 0i i i iDs = =                                (4) 

Substituting Eqs. (1) and (2) into Eq. (4), we have 

2 20, 0w j? ?                              (5) 

The general solution of Eq. (5) can be expressed by the analytical function ( )zf  [4]  

T= ( ) ( ), =( , )z z w ϕu Af + Af u                          (6) 
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where 1 2iz x x= + . Thus, the stress and electric displacement can be expressed as  

T T
31 31 1 2 0 31 32 1 2 0[ i , i ] [ i , +i ] ( )D D E E zB B fs s g g ¢- - = - - =               (7) 

Let we introduce a potential function φ , such that 

                           [ ] [ ]T T

31 1 ,2 32 2 ,1, , ,D Ds s= - =f f                       (8) 

From Eqs. (7) and (8), one finds 
( ) ( )z zBf=f                               (9) 

where A  and B  stand for the material constant matrices defined as 

0, iA = I B = B                              (10) 

where I  is a 2 2×  unit matrix. 
The boundary conditions along the surfaces of crack and circular hole can be written as 

[ ] [ ] [ ]T T

3 32 1 31 2 2 1 1 2, d d d , d d d Re d Re ( )ns s s
t D s x x D x D x s zBfs s= - - - = - =蝌 � f    (11) 

where 3t  and nD  represent the anti-plane shear traction and the normal component of electric 

displacement along the boundary. 
 
3. Mapping function and field intensity factors 
 

Consider four non-symmetrical radial cracks at the edge of a circular hole in an infinite 
piezoelectric solid, as shown in Fig. 1. Using the technique of conformal mapping and complex 
variable method, we study the complex potentials, the field intensity factors, ERR and MSERR 
under two different electric boundary conditions as follows. 

 
Fig. 1. Four non-symmetrical radial cracks at the edge of a circular hole in an infinite piezoelectric solid 

In this case, the potential vector has the form (Zhang and Gao [6]) 

0( ) ( )z z z∞ +f = c f                              (12) 

where ∞c  is a complex constant related to the remote loading conditions, and 0 ( )zf  is an 
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unknown complex function that nulls at infinity, i.e., 0 ( )∞f = 0 . 

When the piezoelectric solid is subjected to uniform remote out-plane shear and in-plane 

electric field loadings, i.e., T
2 32 2[ , ]Dσ ∞ ∞

∞ =Σ  and T
1 31 1[ , ]Dσ ∞ ∞
∞ =Σ , the complex constant vector 

c¥  in Eq. (12) can be determined as 

1 T
31 32 1 2[ i , i ]D Dc B s s? ゥ ゥ= - -                       (13) 

In this study, two kinds of electric crack surface conditions are examined, i.e., electrically 
impermeable and permeable. For simplicity, they are identically expressed as  

[ ]
TT 0

32 2 2, 0,D Ds 轾= 犏臌                            (14) 

For the electrically impermeable case, 0
2 =0D , whereas for the electrically permeable case, 0

2D  is 

unknown to be determined from the potential function continuity conditions along the surfaces of 
cracks and hole  

, ϕ ϕ+ − + −= =φ φ                                (15) 

where superscript + and – denote the potential functions inside and outside the cracks and hole, 
respectively. 
 
3.1. Electrically impermeable case 
 
  If the crack length is shorter than the hole-size, and the electric field inside the hole is smaller, the 
assumption of impermeable electric boundary condition is more reasonable. Thus, noting Eq. (13), 
Eq. (12) can be reduced to  

0 0( ) ( ) ( )z z z z∞ ∞= −Bf + Bf Bc + Bc                        (16) 

We develop a new mapping function as follows  

2 22 2 2 2 2 2 2 2( ) ( 1) ( 1) 16 ( 1) ( 1) 16( 1)
4

Rz f g a f g aω ζ ζ ζ ζ ζ ζ ζ
ζ

⎧ ⎫⎡ ⎤ ⎡ ⎤= = + + − − + + + − − +⎨ ⎬⎣ ⎦ ⎣ ⎦⎩ ⎭
(17) 

where  

2 2 2 2

3 2 1

3 2 1

,

1 1 1
, ,

2 2 2

f a c g a b

R L R L R LR R Ra b c
R R L R R L R R L

= + = +

⎛ ⎞ ⎛ ⎞ ⎛ ⎞+ + +
= − = + = +⎜ ⎟ ⎜ ⎟ ⎜ ⎟+ + +⎝ ⎠ ⎝ ⎠⎝ ⎠

        

(18) 

It can be shown that Eq. (17) provides a mapping function from the outside region of the circular 

hole and cracks to the interior of a unit circle in the ζ -plane, and ( )1 1z R L ω= + = .  

In the ζ -plane, Eq. (16) can be transformed into 

0 0( ) ( ) ( ) ( )σ σ ω σ ω σ∞ ∞⎡ ⎤= − ⎣ ⎦Bf + Bf Bc + Bc                     (19) 
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where σ  is the point on the unit circle, and 0 0( ) ( ( ))σ ω σf = f  is defined.  

Taking Cauchy integrals 
1

2 i

d
γ

σ
π σ ζ−∫  at the two sides of Eq. (19), we obtain 

0 ,1 2

( )
( ) ( )

2

R f gζ ω ζ
ζ

∞ ⎡ ⎤+′= − +⎢ ⎥
⎣ ⎦

BF φ                        (20) 

The vector of field intensity factors can be expressed in the ζ -plane, as [8] 

T 0

1

( )
( , ) 2 lim

( )
Dk kσ ζ

ζπ
ω ζ→

= =
′′

BFk                         (21) 

Substituting Eqs. (17) and (20) into Eq. (21), one finally has 

32
imp 1

2

L K
D

σ
π

∞

∞

⎛ ⎞
= ⎜ ⎟⎜ ⎟

⎝ ⎠
k                              (22) 

where K  called the dimensionless intensity factor is defined as 

( )
2

2
1

2 ( ) 1

1

Rc f g cK
L f c c

+ −
=

+ −
                           (23) 

 
3.2. Electrically permeable case 
 

According to the method of Guo et al. [9], the potential functions inside the cracks and hole can 
be expressed as 

     0 0
2 1 1 2 2( ) ,D x D x+ = − iφ                             (24) 

   0 0
1 1 2 2 ,E x E xϕ + = − −                              (25) 

where T
2 [0,1]=i , and 0

kD  and 0
kE  are the components of the electric displacement and electric 

field inside the elliptical hole and the cracks, respectively, which are constant and to be determined 
by the loading condition. 

The potential functions outside the cracks and hole can be expressed as 

 2 1 1 2 02Re[ ( )],x x z−
∞ ∞= − + kφ Σ Σ                       (26) 

1 1 2 2 0 22Im[ ( )] ,E x E x zϕ − ∞ ∞= − − + Yk                    (27) 

where 0 0( ) ( )z z=k Bf , 1i .−Y = AB  

Substituting Eqs. (24)-(27) into Eq. (15), we get 
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21 2
0 2

( )( )
( ) ,

4

a b ε εζ
ζ

∞+ +BF = Σ                        (28) 

0 15
2 2 32

44

.
eD D
c

σ∞ ∞= −                             (29) 

where 2 0 T
32 2 2[ , ]D Dσ∞ ∞ ∞= −Σ . 

Substituting Eqs. (28) and (29) into Eq. (21), one finally has 

32
per 1 0

2 2

L K
D D

σ
π

∞

∞

⎛ ⎞
= ⎜ ⎟⎜ ⎟−⎝ ⎠

k                            (30) 

The dimensionless intensity factor K  can be used to determine the field intensity factors and the 
ERR of four non-symmetrical radial cracks at the edge of a circular hole. In some limiting special 
cases, the known results [7-12] are the special cases of the present solutions. Furthermore, new 
configurations such as three radial cracks originating from a circular hole, semi-circular hole with 
an edge crack originating from a semi-infinite plane and a semi-infinite plane with an edge crack 
can be simulated from the present results. 

4. Energy release rate 

As mentioned above, the stress intensity factors (SIFs) and the electric displacement intensity 
factors (EDIFs) are independent and they are only related to the corresponding mechanical and 
electrical loading for the electrically impermeable boundary condition. For the electrically 
permeable case, both the SIFs and the EDIFs are independent on the electrical loading at infinity. 
So the SIFs and EDIFs can not perfectly describe the fracture characteristics of piezoelectric 
materials. In this study, the ERR and the MSERR are chosen as the fracture criterion to analyze the 
fracture behavior of four cracks emanating from a circular hole in piezoelectric materials.  

The computational expressions of the ERR and the MSERR can be written as the following 
forms, respectively 

T 1
0

1

2
G −= Bk k                                (31) 

  
1

,
2

MG k kσ γ=                                (32) 

where 

                                  15 11
2
15 11 44

.De k kk
e c

σ
γ

ε
ε
+

=
+

                           (33) 

Substituting Eqs. (2), (22) and (30) into Eq. (31), the ERR for the electrically impermeable and 
the electrically permeable cases are obtained, respectively 

( )
2

2 21
imp 11 32 15 32 2 44 22

15 11 44

2
2( )

L KG e D c D
e c
π ε σ σ

ε
∞ ∞ ∞ ∞= + −

+
                (34) 
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2
21

per 32
44

( )
2

L KG
c

π σ ∞=                             (35) 

It is seen that the ERR for the electrically impermeable case is dependent on the applied 
mechanical and electrical loadings at infinity, while it is only dependent on the applied mechanical 
loading at infinity for the electrically permeable one. 

Substituting Eqs. (22), (30) and (33) into Eq. (32), the MSERR for the electrically impermeable 
and the electrically permeable cases are obtained, respectively 

( )
2

21
imp 11 32 15 32 22

15 11 442( )
M L KG e D

e c
π ε σ σ

ε
∞ ∞ ∞= +

+
                    (36) 

2
21

per 32
44

( )
2

M L KG
c

π σ ∞=                             (37) 

It is found that from Eq. (35) and (37), the MSERR is equal to the ERR for the electrically 
permeable boundary condition.  

5. Numerical results 

To illustrate the singular electro-elastic fields at the tip of crack, numerical examples for a 
cracked PZT-5H piezoelectric ceramic are given, material properties of which are [1] 

10 2
44 3.53 10 N / mc = × , 2

15 17.0C / me = , 10
11 151 10 C / Vmε −= ×  and cr 5.0 N / mG = , where crG  

is the critical energy release rate.  

Figs. 2-4 show the variation of the normalized ERR with geometrical parameters for a fixed-size 

hole of 0.01mR =  under combined mechanical loading 32 6 MPaσ ∞ =  and electric loading 

2
2 2e 3 C/mD∞ = − . It will be noted that the electrically permeable case gives the highest value of 

cr/G G , while the electrically impermeable case yields the lowest value of cr/G G . It is easily seen 

from Figs. 2 and 3 that an increase of the right and the left cracks length always enhances the crack 

growth. The same conclusion has been drawn in Refs. [7-9]. Fig. 4 shows the variation of cr/G G  

with the perpendicular crack length 3L  for given the right crack length 1 0.005mL =  and 

different values of the left crack length 2L . It is interesting to note that when the ratio of 2 /L R  

equals to 0.5, i.e., 2 1L L= , the normalized ERR at the tip of the right crack is not affected by the 

change of the perpendicular crack length. This conclusion is derived from the geometrical 
symmetry for the present model under the symmetrical loading conditions. For the other values of 
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2 /L R , there are following two trends: When the value of 2 /L R  is larger than 0.5, i.e., 2 1L L> , 

the normalized ERR decreases with the ratio of 3 /L R  increasing. On the other hand, when the 

value of 2 /L R  is smaller than 0.5, i.e., 2 1L L< , the normalized ERR increases as the ratio of 

3 /L R  becomes large. The results show that if the length of left crack is larger than that of right 

crack, an increase of length of the perpendicular cracks can retard the crack growth. In contrast to 
that, if the length of left crack is smaller than that of right one, the increase of the length of the 
perpendicular cracks can enhance the crack propagation. These useful conclusions will provide the 
theoretical instruction on fracture analysis and structural design in engineering. In addition, the 

normalized ERR is close to constants as 3 /L R  tends to infinite, which corresponds to the case of 

semi-circular hole with an edge crack at the edge of semi-infinite solid.  

 

Fig. 2 Variation of cr/G G  with a ratio of 1 /L R  

 

Fig. 3 Variation of cr/G G  with a ratio of 2 /L R  

 

Fig. 4 Variation of cr/G G  with a ratio of 3 /L R  

 
Fig. 5 Effect of applied mechanical loading on the 

normalized ERR

 
In what follows, to consider the effects of applied mechanical and electric loadings on the 

normalized ERR, we suppose a fixed-size hole of 0.01mR =  and the cracks lengths 1 0.005mL = , 
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2 0.008mL =  and 3 0.003mL = . Fig. 5 shows the influence of the applied mechanical loading on 

the normalized ERR under given electric load 2
2 2e 3 C/mD∞ = − . As seen in the figure, the applied 

mechanical loading always promotes the crack growth, which is expectable. The effects of the 
applied electric load on the normalized ERR and the normalized MSERR are depicted under given 

mechanical loading 32 6 MPaσ ∞ =  in Figs. 6 and 7, respectively, where 0
MG  denotes the value of 

the MSERR in the absence of remote electric load. It is seen from Figs. 6 and 7 that for the 
electrically permeable boundary condition, the normalized ERR and the MSERR are independent 
on the electric load, but dependent only on the mechanical loading. In other words, an applied 
electric field has no effect on the propagation of an electrically permeable case, which is in 
accordance with the results in Zhang and Gao [6]. As shown in Fig. 6, for the electrically 
impermeable case if a mechanical loading is applied, a negative electric load always decreases the 
normalized ERR, but a positive electric load either increases or decreases the normalized ERR. The 
result implies that a negative electric load is prone to retard the crack growth than a positive one. In 
contrast to Fig. 6, the positive electric field always increases the normalized MSERR, while the 
negative electric field always decreases the normalized MSERR in Fig. 7. 

 

 
Fig. 6 Effect of applied electric loading on the 

normalized ERR 

 
Fig. 7 Effect of applied electric loading on the 

normalized MSERR 

6. Conclusions 

The anti-plane problem of four non-symmetrical radial cracks at the edge of a circular hole in an 
infinite piezoelectric solid is investigated using the complex variable method and a new mapping 
function. This work is focused on the study of explicit and exact solutions in closed-form of the 
field intensity factors, ERR and MSERR. Several known results can be derived as special cases 
from the present solutions. Numerical results are provided to show the effects of geometrical 
parameters, applied mechanical and electric loads on ERR and MSERR. The results show that: 

(a) The increase of the left crack length 2L  or right crack length 1L  always promotes the failure 

of piezoelectric materials for the case of four non-symmetric radial cracks at the edge of a circular 
hole.There are following three different results for the effects of the perpendicular crack on the 
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propagation of the horizontal crack. If the lengths of the left crack and the right crack originating 
from a circular hole are equal, an occurrence of the perpendicular cracks has no effect on the crack 
growth. If the length of left crack is larger than that of right crack, an increase of lengths of the 
perpendicular cracks can retard the crack growth. If the length of left crack is smaller than that of 
right crack, an increase of the length of the perpendicular cracks can promote the crack propagation. 
(b) The electrically permeable boundary condition gives the highest value of ERR or MSERR, 
while the electrically impermeable case yields the lowest value of ERR or MSERR. 
(c) The applied mechanical loading always promotes the crack growth, but the effects of applied 
electric fields on the crack growth depend on the different fracture parameters. 
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Abstract  The dynamic response of an interface crack between magnetoelectroelastic and functionally 
graded elastic layers under anti-plane shear and in-plane electric and magnetic impacts is investigated by the 
integral transform method. The mixed boundary value problem of the interface crack is reduced to dual 
integral equations, which can be further expressed in terms of a Fredholm integral equation of the second 
kind. The singular stress fields near the crack tip are obtained asymptotically, and the stress intensity factor 
(SIF) is defined. Based on the criterion of maximum hoop stress, the crack will propagate along the original 
crack plane and won’t kink. Numerical results show that the dynamic SIF is influenced by the material 
properties and geometric size ratios. 
 
Keywords  Dynamic response, Interface crack, Magnetoelctroelastic layer, Functionally graded elastic 
layer, Stress intensity factor 
 

1. Introduction 
 
   Composites made of piezoelectric/piezomagnetic materials exhibit magnetoelectric effect that is 
not present in single-phase piezoelectric or piezomagnetic materials. Studies on the properties of 
piezoelectric/piezomagnetic composites have been carried out by numerous researchers [1, 2]. In 
particular, there is a growing interest among researchers in solving fracture mechanic problems in 
media possessing coupled piezoelectric, piezomagnetic and magnetoelectric effects, that is, 
magnetoelectroelastic effects. The crack initiation behavior in magnetoelectroelastic composite 
under in-plane deformation was investigated by Song and Sih [3]. Gao et al. [4] presented some 
exact treatments on the crack problems in magnetoelectroelastic solids. Wang and Mai [5] 
considered the mode III crack problems in an infinite piezoelectromagnetic medium using complex 
variable technique. Qin [6] obtained two dimensional (2D) Green’s functions of defective 
magnetoelectroelastic solids under thermal loading, which can be used to establish boundary 
formulation and to analyze relevant fracture problems. Li [7] made the transient analysis of a 
cracked magnetoelectroelastic medium under antiplane mechanical and inplane electric and 
magnetic impacts. Hu and Li [8] studied the crack in a magnetoelectroelastic strip under 
longitudinal shear. A moving crack problem in magnetoelectroelastic materials has been solved by 
Hu and Li [9]. Interface crack moving along dissimilar magnetoelectroelastic materials has been 
studied by Hu et al. [10], and Zhong and Li [11], respectively. The dynamic response of a 
penny-shaped crack in a magnetoelectroelastic layer was studied by Feng et al., [12]. Boundary 
element method was developed by Rojas-Díaz et al., [13] to study crack problems in linear 
magnetoelectroelastic materials under static loading conditions. The transient anti-plane problem of 
a magnetoelectroelastic strip containing a crack is considered by Yong and Zhou [14]. An anti-plane 
shear crack in a magnetoelectroelastic layer sandwiched between dissimilar half spaces has been 
investigated by Hu et al. [15]. Zhou and Chen [16] analyzed a partially conducting mode I crack in 
a piezoelectromagnetic material. Wang and Han [17] studied the effect of interfacial cracks on the 
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magnetoelectric coupling properties of a magneto-electro-elastic composite laminate. Recently, Hu 
and Chen [18] conducted the pre-curving analysis of a crack in a magnetoelctroelastic strip under 
in-plane dynamic loading and the same authors [19] also studied the anti-plane problem of a 
magnetoelectroelastic strip sandwiched between elastic layers. Wan et al. [20] investigated a mode 
III crack crossing the magnetoelectroelastic bimaterial interface under concentrated 
magnetoelectromechanical loads. 

   The objective of this paper is to study an interface crack between magnetoelectroelastic and 
functionally graded elastic layers under anti-plane shear and in-plane electric and magnetic impact 
loading. Fourier and Laplace transforms are applied to reduce the mixed-boundary-value problem to 
dual integral equations, which can be further expressed in terms of a Fredholm integral equation. 
The stress intensity factors are obtained and the effect of geometric size and material properties are 
analyzed. 
 
2. Basic equations 
 
   Consider a transversely isotropic, linear magnetoelectroelastic material. Suppose the Cartesian 

coordinates zyx ,,  are the principal axes of the material symmetry, and the poling direction is 

oriented in the z –axis. Consider only the out-of-plane displacement, the in-plane electric field and 
in-plane magnetic field, i.e., 

),,(,0 tyxuuuu zzyx ===                             (1) 

0),,,(),,,( === zyyxx EtyxEEtyxEE                      (2) 

0),,,(),,,( === zyyxx MtyxMMtyxMM                      (3) 
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where iu , iE  and iM  ( zyxi ,,= ) are components of displacement, electrical field and magnetic 

field, respectively; the superscript “e” denotes the quantities of the elastic layers. 
   The constitutive equations for magnetoelectroelastic materials and elastic materials under 
anti-plane shear take the forms as: 
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where zjσ , jD  and jB  ( yxj ,= ) are components of stress, electrical displacement and magnetic 

induction; 44c , 15e , 15h  and 11β  are elastic, piezoelectric, piezomagnetic and electromagnetic 

constants; 11λ  and 11γ  are dielectric permitivity and magnetic permeability; φ  and ϕ  are 

electric potential and magnetic potential, respectively. 

   By introducing two new functions Φ  and Ψ  as [9] 

zzzz u
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The dynamic equilibrium equations can be obtained as 

( ) 0,0, 222222 =Ψ∇=Φ∇∂∂=∇ Vtuu zz                          (8) 

( ) ( )2
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2
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2
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where 22222 yx ∂∂+∂∂=∇  is the two-dimensional Laplacian operator and V , μ , and ρ  are 
the speed of the magnetoelectroelastic shear wave, the magnetoelectroelastic stiffened elastic 
constant, and the mass density of the magnetoelectroelastic material, respectively. 
 
3. Problem formulation 
 
   Now let us consider an interface crack of length c2  between a magnetoelectroelastic layer (M) 
and a functionally graded elastic layer (F), as shown in Fig. 1. The composite structure is under 
anti-plane shear and in-plane electric and magnetic impacts, and the thickness of the 
magnetoelectroelastic and functionally graded elastic layer are 1h  and 2h , respectively. Due to 
symmetry in geometry and loading conditions, it is sufficient to consider the problem for 

12,0 hyhx ≤≤−∞<≤  only. 

   The material properties of the functionally graded elastic layer vary continuously along the 
y -direction in the form as 

)exp(),exp( 00
4444 yycc eeee βρρβ ⋅=⋅=     ( 10 hy ≤≤ )            (10) 

where β  is a constant and the superscript “0” denotes the material properties of the functionally 

graded elastic layer at the plane 0=y , i.e., 0
44
ec  and 0eρ  are the elastic constant and the material 

density of the functionally graded elastic layer at the plane 0=y , respectively. 

   The governing equation for the functionally graded elastic layer under anti-plane deformation 
can be obtained as: 
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where 00
440

eecV ρ=  is the speed of the elastic shear wave induced by the functionally graded 
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elastic layer. 
 
 

 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 1. An interface crack between magnetoelectroelastic and functionally graded elastic layers 

 

 

   The electrical and magnetic boundary conditions on the edges of the magnetoelectroelastic layer 
are considered as follows: 

)(),,(),0,(),(),,(),0,( 0202 tHBthxBtxBtHDthxDtxD yyyy =−==−=          (12) 

where 0D  and 0B  are uniform electric displacement and magnetic induction applied on the 

magnetoelectroelastic layer, )(tH  is the Heaviside step function, 0)( =tH  for 0<t , and 
1)( =tH  for 0≥t . 

   The mechanical boundary conditions are: 
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where 0T  is the uniform shear stress. 

 
4. Derivation of the integral equations 
 
Appropriate solutions of Eq. (8) and Eq. (11) in the Laplace transform domain may be expressed as 
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where p  is the Laplace transform parameter, ),( psAj , ),( psB j , ),( psC j  and ),( psD j  

( 2,1=j ) are the unknown functions to be solved and 000 ,, cba  and 0d  are real constants 

determined by considering the boundary and interface conditions as 
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 and the parameters k  and 21, kk  are defined as 
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   A simple calculation leads to the expressions for the stresses as 
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   From the boundary conditions (12), (15) and (16), there is only one independent unknown 

function (say ),(1 psB ). The following dual integral equations can be obtained from the mixed 
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boundary conditions in Eqs. (13, 14) as 
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where function ),( psF  is defined as 
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   The dual integral equations can be solved by introducing auxiliary functions ),( pxΦ  as 
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where )(0J  is the zero-order Bessel function of the first kind, and the function ),( pxΦ  

satisfies the Fredholm integral equations of the second kind 
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where the kernel functions ),,( pxQ η  is defined as 
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5. Field intensities 
 
 Once functions ),( pxΦ  is obtained by solving the Fredholm integral equations of the second 

kind Eq. (30), the singular stress fields near the crack tip in the Laplace domain can be obtained 
asymptotically as 

rpKipripr T
zxzy πθθσθσ 2)()2exp(),,(),,( *** −=+                 (32) 

where r  and θ  are defined as  

[ ])(tan,)( 122 cxyycxr −=+−= −θ                          (33) 

the stress intensity factor (SIF) *TK  is defined as 
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   The stress intensity factor in the time domain can be expressed as 
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∫ Φ=
Br

T dppppticTtK ),1()exp(2)( 0 ππ                           (35) 

where ""Br  stands for the Bromwich path of integration. It should be noted that the stress 
intensity factor is only dependent on the mechanical loading, as seen from Eqs. (34), (35) and  
(27)-(31). 
   The dynamic hoop stress around the crack tip can be obtained as 

)2cos(2)(),,( θπθσ θ rtKtr T
z =           ( πθπ ≤≤− )              (36) 

   It is clear that the maximum hoop stress always appears at the direction ο0=θ , which means 
that if the fracture toughness of the material is same in all directions, the crack will propagate along 
the original crack plane and no crack kinking should appear. 
 
6. Numerical results and discussions 
 
The material properties of the magnetoelectroelastic layer are taken as [21] 
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   Fig. 2 shows the variation of the normalized dynamic SIFs TK  versus normalized time for 

different values of functionally graded material parameter β  when eVV =  and 

∞→= chch 21 . The SIFs increase as the dimensionless time increases and reach the peak points 

at about 1.2=ctV  and oscillate about their static values. As ∞→ctV , the dynamic SIFs 

appoach their static values. The magnitudes of the SIFs decrease as the functionally graded material 

parameter β  increases from negative to positive value. Fig. 3 displays the normalized dynamic 

SIFs TK  vs normalized time for different values of geometric size ratio chch 21 =  when 

1+=β  and eVV = . It needs more time for the cracked composite with smaller size ratio 

chch 21 =  to reach the stabilized values of TK . The second peak value of the dynamic SIF 

seems to increase and appear earlier when the geometric size ratio chch 21 =  decreases. Fig. 4 

shows the normalized dynamic SIFs TK  vs normalized time for different material property 
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μ0
44
ecR =  when 1+=β , 0eρρ =  and ∞→= chch 21 . The increase of the ratio 

μ0
44
ecR =  will lead to the larger peak values of the dynamic SIFs as well as larger corresponding 

static values. 

 

 

 

 

 

 

 

 

 

Figure 2. Normalized dynamic SIFs TK  vs normalized time for different functionally graded material 

parameter β  when eVV =  

 

 

 

 

 

 

 

 

Figure 3. Normalized dynamic SIFs TK  vs normalized time for different geometric size chch 21 =  

when eVV =+= ,1β  

tV/c 
0 1 2 3 4 5 6 7 8 9 10

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

 

β = -1
β = 0
β = +1

K
T 

0 2 4 6 8 10 12 14 16 18 20
0.2

0.4

0.6

0.8

1

1.2

 

 

h1/c=h2/c=Inf

h1/c=h2/c=5

h1/c=h2/c=3

K
T 

tV/c 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-9- 
 

    

 

 

 

 

 

 

Figure 4. Normalized dynamic SIFs TK  vs normalized time for different material property μ0
44
ecR =  

when 1+=β  

 

7. Conclusions 
 
   The dynamic fracture analysis of an interface crack between magnetoelectroelastic and 
functionally graded elastic layers under anti-plane shear and in-plane electric and magnetic impacts 
is performed using the integral transform method. The mixed-boundary-value problem of the 
interface crack is reduced to solving dual integral equations, which are further expressed in terms of 
Fredholm integral equations of the second kind. The asymptotic stress fields near the crack tip are 
obtained and the stress intensity factor is calculated. Crack propagation direction is predicted based 
on the maximum hoop stress intensity factor criterion, which shows that the crack will propagate 
along the extension of the original plane. Numerical results show that the SIFs are influenced by the 
geometric size ratios and the material properties of the magnetoelectroelastic composite. The 
obtained results are very useful for the safety and reliability design of the magnetoelectroelastic 
composite. 
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Abstract  This paper focuses on application of immune clone algorithm to identify parameters of a 
modified dynamical hysteresis model for giant magnetostrictive materials (GMM). The domain 
flexing function proposed by Damijan Miljavec et al, is added into this model, which resulted in one 
extra parameter, to overcome the unphysical negative susceptibility problem. Thus, the immune 
clone algorithm is applied to identify the parameters in this revised model. The efficiency of the 
parameter identification with immune clone algorithm is verified by comparing the model generated 
curves between the identified parameters and the selected parameters. Moreover, it can be seen the 
unphysical behavior of minor hysteresis loop is suppressed by comparing the identified model curve 
with the original model curve and a set of representative experimental data. 
 
Keywords  Parameter identification, Immune clone method, Hysteresis, Minor loop 
 

1. Introduction 
 
Some magnetic materials when located in an applied magnetic field can elongate or contract in 
magnetization direction due to an induced magnetic field in these materials. The generated strains 
are attributed to the realignment of a large amount of magnetic domains caused by spontaneous 
magnetization. This phenomenon is called magnetostriction. Giant magnetostrictive materials 
(GMM) have some distinctive advantages over other smart materials, for example, the ability to 
generate large forces at a lower voltage than piezoelectric ceramic material (PZT), to react more 
rapidly than shape memory alloy (SMA), to keep their properties even been grinded into particles. 
Such distinctive advantages motivate many researchers to investigate the applications of GMM in 
many aspects such as high power ultrasonic transducers, linear motors, micro pumps, micro valves, 
micro positioners and active vibration absorbers[1-2]. 
To utilize the full potential of GMM in practical applications, the intrinsic nonlinear 
magnetic-elastic-thermal coupling properties and hysteresis behavior of GMM need be described 
clearly. Thus, different models, including physical-based and nonphysical ones [3-5], have been 
proposed to describe the unique characteristics of GMM. Extended from the most typical 
physical-based J-A model, Zheng and her co-workers proposed a new model [6] in which nonlinear 
magnetic-elastic-thermal coupling properties and hysteresis behavior are displayed clearly. However, 
like the J-A model, this new model encountered the same parameter problem in choosing optimal 
parameters. Thus, a general method to obtain the optimal parameters is needed for this constitutive 
relation of GMM.  
Generally speaking, two kind methods to overcome the parameter problem of J-A model have been 
proposed. First, a step-by-step methodologies based on the physical meaning of the determinable 
parameters are available [7]. But this classic procedure sensitive to initial values of parameters and 
the order of evaluation of the equations, may pose convergence problem as noticed in [8]. Second, a 
mathematical approach of the parameter identification disregarding the physical background works 
in the parameters state-space and tries to find the optimal combination of the parameters [9-12]. The 
main idea of using immune clone method to optimization problem is heuristic searching in the 
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trusted solution space and recording the optimal solution in each iteration step until no better 
solution can be found [13-14]. Thus, adopt the immune clone method to do parameter identification 
is feasible.  
The aim of the present paper is to provide an alternative estimation procedure of parameters based 
on immune clone algorithm for the modified dynamical hysteresis model of GMM. In section 2 the 
dynamical magnetic-elastic-thermal coupled hysteresis model is modified by introducing the 
domain flexing function. Then the immune clone algorithm is adopted to identify the parameters in 
this devised model in section 3. The immune clone algorithm is verified by comparing the identified 
model curve with the reduced static model generated curve. In section 4, by comparing the 
identified model curve with a set of representative experimental data the unphysical behavior of 
minor hysteresis loops are suppressed. 
 
2. Dynamic hysteresis model and the domain flexing function 
 
The following form of dynamic hysteresis model is considered [6]: 
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And 7
0  /4   10 H m     is the vacuum permeability, d  is diameter for Terfenol-D rod,   is 

the resistivity, 16   and G = 0.1356 are a geometrical factor for cylinders and a dimensionless 

constant respectively, S  is the cross-sectional area and 0V  is a parameter representing the internal 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-3- 
 

potential experienced by domain walls, the parameter   is taken +1 and −1 respectively when the 
intensity of the applied AC field increases and decreases, K  is the pinning constant, c  is the ratio 
of the initial normal magnetic susceptibility to the initial anhysteretic susceptibility.   is the Weiss 
molecular field coefficient, B  is equal to the slope of magnetostrictive strain versus increment 
temperature at the saturation magnetization, rT T T    (where T  is temperature and rT  is the 

spin reorientation temperature, cT  stands for the Curie temperature), m  is the magnetic 

susceptibility at the initial linear segments of magnetic curves. sM , s  and s  are reference 

magnetization, stress and strain，respectively.  
The domain flexing function is introduced as follows [16]: 

     max/ 1

0

H Hc H c e                              (6) 

In which, constant parameter 0c  is physically identical to the original parameter c . It describes 
the amount of the domain wall translation and bending with regard to the difference between the 
anhysteretic and irreversible magnetization. The exponential part with parameter   characterizes 
the amount of reversible relaxation of the domain wall bulged. The parameter   also depends on 
the maximum induction level. H  represents a temporary value of the excitation magnetic field and 

maxH  is its maximum value. 
Now substituting (3)–(6) into (1) and then substituting the solved M  into (2), the calculated 
magnetostriction   can be obtained. 
In order to identify the parameters, the follow optimization problem is constructed: 
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1 1

min     ,

s.t.             1, 2,... 

Q Q

k k

r r r
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d b r

 


 

  

  

 θ θ
             (7) 

In which k  is the kth  sample time, Q  is the number of all samples,  k  is the experimental 

magnetostriction,  k is the calculated magnetostriction,      ,e k k k  θ  is the 

magnetostriction error, r  is the rth  element of the parameter θ , rd  and rb  are the lower and 

upper bounds on r . Let        1, 2, ... ,e e e e Q   θ θ θ θ  be the magnetostriction error 

vector, the minimization problem (7) can be solved using the following immune clone algorithm.  
 
3. Implementation of immune clone algorithm 
 
As detailed in [13-14], immune clone algorithm can be used in optimization problem effectively. So 
here the minimization problem (7) is solved with it. The pseudocode is as follows: 
Repeat: 

a. Select a representative experimental magnetostriction  k   (an antigen A) from a set of 

experimental data (population of antigens PA). 
b. Take randomly R parameter vectors θ (antibodies) from parameter space  d θ b  

(population of antibodies PS). 
c. Substitute each parameter vector θ (antibody) into the modified dynamical hysteresis model, 

then obtain the calculated magnetostriction  k , match it against the selected experimental 

data  k  (antigen A). 

d. Find the parameter vector θ (antibody) with the highest match score. 
e. Add match score of winning parameter vector θ (antibody) to its fitness. 

Until the max number of cycles reached. 
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4. Identification results and discussions 
 
First, in order to check the parameter identification program the dynamical magnetic-elastic-thermal 
coupled hysteresis model is reduced to a static form as follows [6]: 
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A hysteresis curve has been generated by the above form itself to check the agreement between the 
original and the fitted curve. The generated curve is considered to be the experimental curve and 
then the identification program is used to fit curve while the identified parameters is also obtained 
in the same procedure. Figure 1 shows the fitted results matched perfectly with the generated one. 
From table 1, one can see that the discrepancies between the original parameters and the estimated 
parameters are less than 5%. Figure 2 displays the convergence procedure of parameter 
identification. These results confirm us that the identification program proposed above is effective 
and successful. 

 

Figure 1 Fitting to the self-generated hysteresis loop of magnetic field versus strain relation. 
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Figure 2 Fitness in the iteration procedure. 
 

Table 1: The bounds for parameters, the parameters for self-generated curve, the estimation results 
and the estimation errors for parameters ( 7

0  /4   10 H m    ) 

Parameter Parameter range Original 
Parameter 

Estimated 
parameter 

Error (%)

K  [ 03000.0  ; 06000.0  ] 05000.0   04964.8   0.70  

c  [ 0.0000 ; 0.3000 ] 0.1000  0.0956  4.40  

sM  [ 00.6000 /  ; 01.5000 /  ] 00.9500 /   00.9493 /   0.08  

s  [ 6150.00 10 ; 6250.00 10 ] 6200.00 10  6200.44 10  0.22  
  [ 0.0100 ; 0.0300 ] 0.02000  0.01995  0.25  

m  [10.000 ;50.000 ] 35.000  35.103  0.29  

 
Next, to overcome the unphysical phenomena of the minor loops encountered in previous models, 
the modified model and parameter identification program proposed in this paper are adopted. Figure 
3 demonstrates the fitted results when the exciting frequency is 100Hz. It is clear to see that the 
unphysical tip of the minor loop is suppressed effectively. That means an optimal parameter vector 
for 100Hz is identified. Then the proposed parameter identification algorithm is adopted to predict 
the curve when exciting frequency is 500Hz. Figure 4 shows that the modified model does not give 
us the expected results when exciting frequency is 500Hz due to dynamical effect of the transducer 
under higher exciting frequency [12, 17-19]. 
Now the domain flexing function is considered more specifically. One can see clearly that an extra 
parameter   in the domain flexing function is introduced but do not give any explicit meaning of 
it. According to the above numerical results, perhaps the extra parameter is a function of the 
exciting frequency. A further step investigation of the extra parameter is lost in this paper, because 
of the limited experiment data. 
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Figure.3. Fitted curve when exciting frequency is 100Hz. 
 

 

   Figure.4. Fitted curve when exciting frequency is 500Hz. 
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5. Conclusions 
 
The domain flexing function is introduced to the dynamical magnetic-elastic-thermal coupled 
hysteresis model to overcome the unphysical minor loop tip encountered in previous models. After 
doing so an immune clone algorithm is adopted to identify the model parameters. The results show 
that the modified model has effectively suppressed the unphysical phenomena appeared on the tips 
of minor loops when frequency of the exciting magnetic field is 100 Hz. But the extra parameter in 
domain flexing function has a great influence on the predicting results. A further investigation of 
this extra parameter will be included in the future investigation. 
The parameter identification procedure based on the immune clone algorithm is performed 
successfully in above cases. The effectiveness of this procedure is proofed in Figure1 and Table1. 
Discrepancies between the identified parameters and the original chosen parameters are less than 
5%. 
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Abstract  In previous studies of fracture analysis for a thermo-magneto-electro-elastic solid, the crack-face 

thermal boundary condition is always assumed to be fully insulated or conductive. In the present paper, an 

opening crack model is proposed by considering the various physical properties of crack interior. The 

thermal flux, electric displacement and magnetic induction at the crack surfaces are assumed to be dependent 

on the crack opening displacement. The effects of applied magneto-electro-mechanical loadings and the 

thermal conductivity inside a crack on the thermal stress intensity factor are investigated. The obtained 

results reveal that the thermal stress intensity factor depends not only on applied thermal loadings but also on 

applied magneto-electro-mechanical loadings and various physical properties of crack interior. 
 
Keywords  Thermo-magneto-electro-elastic solid, Opening crack model, Thermal stress intensity factor 
 

1. Introduction 
 

Due to the giant magnetoelectric coupling effects, magnetoelectroelastic materials own 
significant technological promise in manufacturing the novel multifunctional devices [1]. Moreover, 
since the temperature change will affect the overall performance of the smart devices, it is important 
to investigate the responses of magnetoelectroelastic materials under a thermal loading [2-4]. It is 
noted that the fracture analysis of a cracked thermo-magneto-electro-elastic solid has attracted much 
attention [5-9]. One can see that the thermal boundary condition on the crack surfaces is always 
assumed to be thermally insulated, and the effects of the thermal properties inside the crack on the 
crack-tip fields are not considered. Recently, in order to investigate the effects of the medium inside 
a crack on the thermal stress intensity factor, the thermal-medium crack model has been proposed 
[10]. The obtained results have also revealed that applied mechanical loadings have great influences 
on the thermal stress intensity factor. On the other hand, some known observations show that the 
electric permittivity and magnetic permeability of crack interior cannot be disregarded for the 
fracture analysis of a cracked magnetoelectroelastic solid [11]. It is also seen that the 
semi-permeable crack-face magnetoelectric boundary conditions have been proposed [12]. 
Consequently, to address the effects of various physical properties of medium inside a crack, we 
propose the following crack-face boundary conditions for a cracked thermo-magneto-electro-elastic 
solid: 

                  , ,c c c c c c

z z z

D B q
u u u
φ ϕ θε μ λΔ Δ Δ

= − = − = −
Δ Δ Δ

                   (1) 

where the constants ,c cε μ and cλ denote the dielectric permittivity, magnetic permeability and 

thermal conductivity of crack interior and they are given as 12
0 0( 8.85 10 / )c

r F mε ε ε ε −= = × , 
6 2 2

0 0( 1.26 10 / )c
r Ns Cμ μ μ μ −= = ×  and 0 0( 0.024 / )c

r W Kmλ λ λ λ= =  respectively. ,c cD B and 
cq are the electric displacement, magnetic induction and heat flux at the crack faces respectively. 

,φ ϕΔ Δ  and θΔ  are the jumps of electric potential, magnetic potential and temperature change 
across the crack, respectively. One can find that eight ideal crack models associated with a 
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combination of permeable and impermeable thermal-magnetic-electric boundary conditions can be 
obtained by considering the limiting cases of Eq. (1).  
   The objective of the present paper is to investigate the dependence of the thermal stress intensity 
factor on applied magneto-electro-mechanical loadings and various physical properties of crack 
interior. Applying the boundary conditions in Eq. (1), the stationary behavior of a cracked 
thermo-magneto-electro-elastic solid is considered under a combination of applied 
magneto-electro-mechanical loadings and a uniform heat flux. The closed-form solution of the 
thermal stress intensity factor is obtained. Numerical results are carried out to show the variations of 
the thermal stress intensity factor on applied magneto-electro-mechanical loadings and various 
physical properties of crack interior. 
  
2. Basic equations and boundary conditions 
 

Consider that a Griffith crack is embedded in a transversely isotropic magnetoelectroelastic 
solid with the thermal effect. As shown in Fig. 1, we use Cartesian coordinates system xoz and 
assume that the crack is located at a x a− < < . Applied thermo-magneto-electro-mechanical 
loadings 0 0 0 0, , ,D B qσ are acting on the crack surfaces. Using the boundary conditions in Eq. (1), 

we have 
                 0 0( ,0) , ( ,0) ( )c

zz zx D x D Dσ σ= − = − − ,      a x a− < <             (2) 

0 0( ,0) ( ), ( ,0) ( )c c
z zB x B B q x q q= − − = − − ,   a x a− < <             (3) 

Hereafter , , ,ij i i iD B qσ  stand for the components of stress, electric displacement, magnetic 

induction and heat flux.  

x

z

a−a

−D0,−B0
−q0

−σ0

 
Figure 1. An opening crack in a thermo-magneto-electro-elastic solid 

 
Under the assumption of plane deformation and linear thermo-magneto-electro-elasticity, the 

constitute equations can be written as 

11 13 31 31
x z

xx x
u uc c e h
x z z z

φ ϕσ β θ∂ ∂ ∂ ∂
= + + + −

∂ ∂ ∂ ∂
                      (4) 

13 33 33 33
x z

zz z
u uc c e h
x z z z

φ ϕσ β θ∂ ∂ ∂ ∂
= + + + −

∂ ∂ ∂ ∂
                      (5) 

44 15 15
x z

xz
u uc e h
z x x x

φ ϕσ ∂ ∂ ∂ ∂⎛ ⎞= + + +⎜ ⎟∂ ∂ ∂ ∂⎝ ⎠
                           (6) 

15 11 11
x z

x
u uD e d
z x x x

φ ϕε∂ ∂ ∂ ∂⎛ ⎞= + − −⎜ ⎟∂ ∂ ∂ ∂⎝ ⎠
                           (7) 
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31 33 33 33
x z

z z
u uD e e d p
x z z z

φ ϕε θ∂ ∂ ∂ ∂
= + − − +

∂ ∂ ∂ ∂
                      (8) 

15 11 11
x z

x
u uB h d
z x x x

φ ϕμ∂ ∂ ∂ ∂⎛ ⎞= + − −⎜ ⎟∂ ∂ ∂ ∂⎝ ⎠
                            (9) 

31 33 33 33
x z

z z
u uB h h d m
x z z z

φ ϕμ θ∂ ∂ ∂ ∂
= + − − +

∂ ∂ ∂ ∂
                      (10) 

where , ,iu φ ϕ  and θ  are the components of elastic displacement, electric potential, magnetic 

potential and temperature change. , , , , , ,ij ij ij ij ij ij zc e h d pε μ and zm are the elastic, piezoelectric, 

piezomagnetic, dielectric permittivity, magnetoelectric, magnetic permeability, pyroelectric and 
pryomagnetic constants, respectively. xβ  and zβ  are the stress-temperature coefficient. 

Application of the equilibrium equation leads to the following partial differential equations  
         11 , 44 , 13 44 , 31 15 , 31 15 , ,( ) ( ) ( )x xx x zz z xz xz xz x xc u c u c c u e e h hφ ϕ β θ+ + + + + + + =              (11) 

44 , 33 , 13 44 , 15 , 33 , 15 , 33 , ,( )z xx z zz x xz xx zz xx zz x zc u c u c c u e e h hφ φ ϕ ϕ β θ+ + + + + + + =            (12) 

15 , 33 , 31 15 , 11 , 33 , 11 , 33 , ,( )z xx z zz x xz xx zz xx zz z ze u e u e e u d d pε φ ε φ ϕ ϕ θ+ + + − − − − = −           (13) 

15 , 33 , 31 15 , 11 , 33 , 11 , 33 , ,( )z xx z zz x xz xx zz xx zz z zh u h u h h u d d mφ φ μ ϕ μ ϕ θ+ + + − − − − = −          (14) 

On the other hand, from the theory of the Fourier heat conduction, one has the following 
constitute and equilibrium equations 

              , , 0x z
x x z z

q qq q
x z x z
θ θλ λ ∂ ∂∂ ∂

= − = − + =
∂ ∂ ∂ ∂

                    (15) 

Then it follows that 

                       
2 2

2
2 2

0, x

zx z
λθ θλ λ
λ

∂ ∂
+ = =

∂ ∂
.                            (16) 

 
3. Thermal stress intensity factor 

 
Since the considered problem is linear and only related to the stationary behavior of a cracked 

thermo-magneto-electro-elastic solid, the magnetoelectroelastic field can be obtained by 
considering the superposition of that induced by applied magneto-electro-mechanical loadings and 
that induced by applied uniform heat flux. For the temperature field, similar to those given in [13], 
one can easily obtain the jump of temperature change across the crack as 

               2 20( ,0)
c

z

q qx a xθ
λλ
−

= − − ,       a x a− < < .                  (17) 

Moreover, using the known results in [12], we give the jump of elastic displacement across the 
crack, namely 

                  
4

2 20
34

111

( ,0)z j j j
jj jj

u x a a x
a

σ η α
β =

=

= −∑
∑

,   a x a− < <             (18) 

where the constants , ,kj j jaβ α and 3 jη are defined as those given in [12]. From the third relation in 

Eq. (1) , Eqs. (17) and (18), the heat flux cq can be calculated as 

                 

4

0 11

4 4

1 0 31 1

c
j jjc

c
j j z j j jj j

q a
q

a a

λ β

λ β λλ σ η α
=

= =

=
+

∑
∑ ∑

  for 0 0σ ≠ ,               (19) 
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a D D a

λ β

λ β λλ η α
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= =
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  for 0 00, 0Dσ = ≠ ,   (20) 

                 

4

0 61

4 4

6 0 31 1
( )

c
j jjc

c c
j j z j j jj j

q a
q

a B B a

λ β

λ β λλ η α
=

= =

=
+ −

∑
∑ ∑

   for 0 00, 0Bσ = ≠ .   (21) 

As observed in [10], the heat flux cq is dependent on the material properties, applied mechanical 
loading and thermal conductivity of crack interior. In addition, applied magnetoelectric loadings, 
electric permittivity and magnetic permeability of crack interior also have influences on the heat 
flux cq  since they may affect crack opening displacement. Moreover, when 0cλ = , one has 

0cq =  and the crack is thermally insulated. When cλ →∞ , we get 0
cq q=  and the crack is fully 

conductive. 
   On the other hand, we can give the explicit solution of the stress field near the crack tip induced 
by applied uniform heat flux. For saving spaces, we neglect the detail solution procedure and give 
the thermal stress intensity factor as 

                       
4

0
2 1

1

( )

2

c

II j j
jz

q q aK a bκ π β
λλ =

−
= − ∑ ,                          (22) 

where  
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[ ]kjb
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β β β β
β β β β

−

×
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⎢ ⎥
⎢ ⎥=
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⎣ ⎦

.                         （23） 

The constantκ is only related to the material properties and it can be calculated as 

            

4 4 4 4
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,         （24） 

with 
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− + − − −⎢ ⎥⎣ ⎦ ⎣ ⎦ λ

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎣ ⎦

,    （25） 

                         1 13 1 33 2 33 3 33 4 zc M c M e M h Mκ λ λ λ β= − − − − ,               （26） 

                         2 31 1 33 2 33 3 33 4 ze M e M M d M pκ λ ε λ λ= − + + + ,               （27） 

                         3 31 1 33 2 33 3 33 4 zh M h M d M M mκ λ λ μ λ= − + + + .              （28） 

It is seen that the thermal stress intensity factor IIK is dependent on the heat flux at the crack faces 
cq . When 0cq = , corresponding to a thermally insulated crack, the thermal stress intensity factor is 

only dependent on applied thermal loading, material properties and the crack length. When 0
cq q= , 

corresponding to a fully conductive crack, the thermal stress intensity factor is zero. When a crack 
is full of a medium, the thermal stress intensity factor is dependent on applied 
thermo-magneto-electro-mechanical loadings and various physical properties of the medium inside 
the crack. For convenience, the thermal stress intensity factor for 0cq =  is rewritten as mK  and 
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one get  

                             
0

1 cII

m

qK
K q

= − .                                 (29) 

That is, application of (19)-(21) yields  

                

4

0 31

4 4

1 0 31 1

z j j jjII
c

m j j z j j jj j

aK
K a a

λλ σ η α

λ β λλ σ η α
=

= =

=
+

∑
∑ ∑

  for 0 0σ ≠ ,               (30) 

                

4

0 31

4 4
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( )

( )

c
z j j jjII

c c
m j j z j j jj j

D D aK
K a D D a

λλ η α

λ β λλ η α
=

= =

−
=

+ −

∑
∑ ∑

  for 0 00, 0Dσ = ≠ ,   (31) 

                

4

0 31

4 4

6 0 31 1

( )

( )

c
z j j jjII

c c
m j j z j j jj j

B B aK
K a B B a

λλ η α

λ β λλ η α
=

= =

−
=

+ −

∑
∑ ∑

   for 0 00, 0Bσ = ≠ .   (32) 

 
4. Numerical results and discussions 
 
   In order to investigate the effects of applied magneto-electro-mechanical loadings and the 
physical properties of crack interior on the thermal stress intensity factor, we choose a special 
thermo-magneto-electro-elastic solid for numerical computations and the material properties are 
given in Table 1 [3]. For the sake of simplicity, we further suppose that r r rε μ λ ω= = = . 

When 0ω = , the crack is fully thermo-magneto-electric impermeable. Whenω →∞ , the crack is 
fully thermo-magneto-electric permeable. When 1ω = , the crack is full of air. 
 

Table 1. The material properties 
Elastic constants           Piezoelectric constants            Dielectric permittivity   
( 1010× N/m2)                    (C/m2)                     ( 1110−× C2/Nm2)        

 11c    13c     33c    44c         31e      33e       15e                 11ε       33ε     

7.41   3.93  8.36  1.32       -0.16    0.347   -0.138               8.26    9.03 
 
Magnetic permeability      Electromagnetic constants     Piezomagnetic constants 

( 610−× Ns2/C2)               ( 1110−× Ns/VC)                  (N/Am) 

11μ   33μ                   11d      33d                  31h    33h     15h           

  5   10                -3612.68  -2.4735              580.3  699.7  550       
 
Thermal moduli  Pyroelectric constant  Pyromagnetic constant  Heat conduction coefficients

  ( 510× N/Km2)       ( 610−× C/N)         ( 610−× N/AKm)            (W/Km) 
    xβ      zβ         zp                     zm               xλ        zλ  

   6.21    5.51       -2.94                   5.187             9        9 
 
Fig. 2 is depicted to show the variation of the normalized thermal stress intensity factor 

/II mK K versus ω  under the loadings of 0 10MPaσ = , 4 2
0 1 10 /D C m−= ×  and 0 0.01 /B N Am= . 

It is seen from Fig. 2 that with the increasing of ω , the normalized thermal stress intensity factor 
/II mK K is decreasing rapidly. The phenomenon is in accordance with that given in [10] for an 

opening crack in a purely elastic material. For 0ω = , one has / 1II mK K = . For ω →∞ , 

/ 0II mK K = . For a crack full of a medium, the thermal stress intensity factor is located between 
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that for a fully permeable crack and that for a fully impermeable one. One can see that the thermal 
stress intensity factor is always overestimated for a thermally insulated crack. 
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Figure 2. The variations of the normalized thermal stress intensity factor /II mK K versus ω  under the 

loadings of 0 10MPaσ = , 4 2
0 1 10 /D C m−= ×  and 0 0.01 /B N Am= . 
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Figure 3. The variations of the normalized thermal stress intensity factor /II mK K versus 0D  under the 

loadings of 0 10MPaσ = and 0 0.01 /B N Am= for an air crack. 

 
Moreover, for an air crack, it is very interesting to investigate the effects of applied 

magneto-electro-mechanical loadings on the thermal stress intensity factor, since the important 
issue is little to be considered in the open literatures [5-9]. Fig. 3 presents the variations of the 
normalized thermal stress intensity factor /II mK K versus the electric loading 0D for 0 10MPaσ =  

and 0 0.01 /B N Am= . One can find from Fig. 3 that a positive electric loading enhances the 

normalized stress intensity factor, and a negative one impedes the normalized stress intensity factor. 
It is attributed to the fact that for an air crack, a positive electric loading aids the crack opening 
displacement and a negative one decreases the crack opening displacement [12]. Similarly, it is seen 
from Fig. 4 that the effects of applied magnetic loadings on the normalized thermal stress intensity 
factor are in agreement with those of applied electric loadings. On the other hand, Fig. 5 is drawn to 
show the dependence of the normalized thermal stress intensity factor on applied mechanical 
loadings. It is found that an increase of applied mechanical loading 0σ  enhances the normalized 

thermal stress intensity factor, which is similar to the observation in [10]. For a practical situation, 
always a combination of applied thermo-magneto-electro-mechanical loadings is acting on the 
smart devices. One can observe from the above phenomena that to address the thermal stresses near 
the crack tips, the effects of applied magneto-electro-mechanical loadings and the physical 
properties of crack interior should be considered comprehensively. 
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Figure 4. The variations of the normalized thermal stress intensity factor /II mK K versus 0B  under the 

loadings of 0 10MPaσ = and 4 2
0 1 10 /D C m−= × for an air crack. 
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Figure 5. The variations of the normalized thermal stress intensity factor /II mK K versus 0σ  under the 

loadings of 4 2
0 1 10 /D C m−= × and 0 0.01 /B N Am=  for an air crack. 

 
4. Conclusions 
 
   To address the effects of various physical properties of crack interior on the thermal stress 
intensity factor, an opening crack model is proposed in the paper. Eight ideal crack models are the 
limiting cases of the proposed one. The problem of an opening crack embedded in an infinite 
thermo-magneto-electro-elastic solid is investigated. The closed-form solution of the thermal stress 
intensity factor is given. Numerical results are carried to show the influences of applied 
magneto-electro-mechanical loadings and various physical properties of crack interior on the 
thermal stress intensity factor. The results reveal that for an opening crack full of a medium, the 
effects of applied magneto-electro-mechanical loadings and various physical properties of crack 
interior on the thermal stress intensity factor should be considered. Under the assumption of 
thermally insulated crack model, the thermal stress intensity factor is always overestimated. 
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Abstract  The physical mechanisms of interfacial fracture in a multiferroic bimaterial under 
magnetostriction or electrostriction have been investigated by the methods of distributed dislocations and 
Green’s function.  The numerical results of the stress intensity factor are discussed and the physical 
mechanisms are then explained. 
 
Keywords  Magnetostriction, Electrostriction, Piezomagnetic stiffening, Piezoelectric stiffening, Interfacial 
fracture 
 

1. Introduction 
 
In layered multiferroic composites composed of alternate piezoelectric and piezomagnetic layers [1], 
interfaces are key regions to realize the magneto-electric coupling performance [2].  However, 
when these composites are in service, their interfaces might be damaged by magnetostriction or 
electrostriction.  Therefore, it is significant to investigate the interfacial fracture behavior of 
layered multiferroic composites.  In preceding work [2-3], we analyzed the idealized problems of a 
single interfacial crack.  For practical composites, multiple cracks may simultaneously exist on 
their interfaces, which would affect the magneto-electric coupling behavior more seriously and also 
give more difficulties to fracture analysis.  The present paper continues to study the more general 
problem of multiple interfacial cracks in a bi-layered multiferroic composite, and try to give 
theoretical explanation on the underlying physical mechanisms of magnetostrictive or 
electrostrictive interfacial fracture. 
 
2. Problem formulatiuon and fracture analysis 
 
Consider a bi-layered multiferroic composite with multiple interfacial cracks shown in Fig. 1.  The 
two layers are poled along the z  direction and isotropic in the xoy  plane.  Assume that it is 

loaded by in-plane magnetic field 0H  or electric field 0E  normal to the interface and surfaces, 

and the upper and lower surfaces are constrained mechanically. Then, only the anti-plane 
deformation is coupled with the in-plane magnetic/electric field, and the basic equations reduce to 
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Fig. 1 Interfacial cracks in a multiferroic composite   
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The governing equations are [2] 
 
 02 =∇ jw , ( 2,1=j ), 02 =∇ ϕ , 02 =∇ φ . (2) 

 
For the magnetostriction (MS) case, the boundary and continuity conditions are 
 
 0

)2(
21

)1( )0,(),( τττ ==+ xhhx yzyz , ),(),( 2
)2(

2
)1( hxhx yzyz ττ =  (3) 

 0221 ),(),( HhxBhhxB yy ==+ , 0)0,(),( 2 == xDhxD yy  (4) 

 ),(),( 2221 hxwhxw = , ),( jj bax∉ , nj ,,2,1 Λ=  (5) 

 0),( 2 =hxyzτ , ),( jj bax∈ , nj ,,2,1 Λ=  (6) 

 
where 0τ  is the mechanical constraining traction that can be determined by magnetoelectroelastic 

analysis [2].  For the electrostriction (ES) case, Eq. (4) should be replaced by 
 
 0),(),( 221 ==+ hxBhhxB yy , 02 )0,(),( DxDhxD yy ==  (7) 

 
The methods of distributed interfacial dislocations, Green’s function and Cauchy singular integral 
equation are employed to perform the fracture analysis [4].  For simplicity, the details of the 
theoretical derivation and numerical computation are omitted here.  
 
3. Numerical results and conclusion 
Assume that the piezomagnetic and piezoelectric layers are CoFe2O4 and BaTiO3, respectively, 
and their material constants are perturbed to reveal their effects on the stress intensity factor (SIF), 
respectively.  Based on the numerical results of SIF shown in Fig. 2, the magnetostrictive or 
electrostrictive interfacial fracture behavior is explained through the following physical mechanisms 
of “initiative/passive deformation”, “magneto/electro-mechanical coupling” and 
“piezomagnetic/piezoelectric stiffening”.   
 (a) The shear modulus (i.e. material stiffness) affects the SIF via the mechanism of initiative 
and passive deformation.  
 (b) The piezoelectric and dielectric coefficients affect the SIF in the ES case via the 
mechanism of electromechanical coupling, but they affect the SIF in the MS case through the 
mechanism of piezoelectric stiffening.  
 (c) The piezomagnetic coefficient and magnetic permeability affect the SIF in the MS case 
through the mechanism of magnetomechanical coupling, but they take effect in the ES case through 
the mechanism of piezomagnetic stiffening. 
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Abstract  The current work presents the analytical study of the effect of the mechanical and geometrical 
properties of the adhesive layer on the coupled dynamic electromechanical behaviour of thin piezoceramic 
sensors/actuators bonded to elastic media. A sensor/actuator model with an imperfect adhesive bonding layer 
is proposed to simulate the two dimensional electromechanical behaviour of the integrated system. The 
analytical solution of the problem is provided to study the effect of the bonding layer upon the dynamic 
behaviour of the sensors/actuators under different loading frequencies. The interfacial debonding and its 
effect on the interlaminar strain and stress transfer mechanisms are discussed in detail. Numerical results 
obtained show that even for perfectly bonding cases the dynamic coupling between the sensors/actuators and 
the host structure is significantly affected by the material and geometric properties of the bonding layer. For 
imperfect bonding layers, debonding and loading frequency interact strongly to each other at certain 
frequencies, showing a significant coupling effect. 
 
Keywords  Piezoelectric, Electromechanical, Debonding, Sensor, Actuator 
 

1. Introduction 
 
Using piezoelectric sensors/actuators in smart structures for position control, vibration control, and 
damage detection has attracted significant attention from the research community [1-4]. 
Piezoelectric patches could be permanently bonded to host structures using proper adhesives. The 
adhesive layer transfers the load between the sensor/actuator elements and the host structure and 
significantly influences the efficiency of the sensing/actuating process. It is, therefore, an important 
issue to study the effect of the adhesive layer in such smart structures.  
 
Beam, plate and shell elements have been extensively used [5-7] to study the global 
electromechanical behaviour of piezoelectric structures. To understand the load transfer through 
bonding layers in these structures, detailed local deformation near actuators/sensors must be studied. 
A one-dimensional actuator model has been developed to study the static local stress field near a 
thin-sheet piezoelectric element attached to an infinite elastic medium [8]. A similar analysis was 
also conducted based on a more general model which included both interfacial and normal stresses 
[9, 10]. The development of techniques of generating and collecting diagnostic elastic waves using 
piezoelectric actuators/sensors has showed the great potential of continuous monitoring of 
composite structures using distributed piezoelectric actuators/sensors [11]. The study showed very 
promising results for using integrated piezoelectric actuator/sensor systems in structural health 
monitoring. A special application of piezoelectric actuators/sensors is in the electromechanical 
impedance method, which was developed for identifying damage by monitoring the changes in the 
impedance of the structure [12-15]. Piezoelectric actuators/sensors are also used to generate wave 
propagation in smart structures for the health monitoring of the structures. To study the 
high-frequency dynamic behaviour of a piezoelectric thin-sheet actuator, a one-dimensional model 
was developed and used to evaluate the effect of geometric and loading parameters upon the load 
transfer between the actuators and the host structure [16, 17]. This actuator model is further 
modified to study problems with varying electric field distribution along the actuators [18]. Newly 
developed piezoelectric actuators can sustain a very high electric field without electric breakdown, 
and, therefore, can generate relatively high strain in the adhesive along the edge of the actuator, and 
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may finally result in debonding [19, 20]. Existing studies on the electromechanical behaviour of 
piezoelectric actuators with imperfect bonding have been mainly confined to the global response of 
piezoelectric structures [21-23].  
 
The current work reviews and presents the analytical study of the effect of the mechanical and 
geometrical properties of adhesive layers on the coupled dynamic electromechanical behaviour of 
thin piezoceramic sensors/actuators bonded to elastic media. A sensor/actuator model with an 
imperfect adhesive bonding layer is used to simulate the two dimensional electromechanical 
behaviour of the integrated system. The analytical solution of the problem is provided to study the 
effect of the bonding layer upon the dynamic behaviour of the sensors/actuators under different 
loading frequencies. The interfacial debonding and its effect on the interlaminar strain and stress 
transfer mechanisms are discussed. Numerical results obtained show that even for perfectly bonding 
cases the dynamic coupling between the sensors/actuators and the host structure is significantly 
affected by the material and geometric properties of the bonding layer. For imperfect bonding layers, 
debonding and loading frequency interact strongly to each other at certain frequencies, showing a 
significant coupling effect. 
 
2. Formulation of the Problem 
 
For surface-bonded piezoelectric thin sheets with the poling direction along the thickness, as either 
actuators or sensors, the axial deformation will play a dominant role. Since the thickness of the host 
medium is usually much larger than that of the piezoelectric elements, the host medium can be 
modelled as a semi-infinite medium. Accordingly, consider the plane strain problem of a thin 
piezoceramic sheet bonded to a homogeneous and isotropic elastic half plane through a thin 
bonding layer, as illustrated in Fig. 1. In the figure a represents the half length of the actuator/sensor, 
and the thicknesses of the actuator and the bonding layer are assumed to be h and h’, respectively. 
Debonding at the bonding layer forms an interfacial crack, with the half length being d.  
 

 
Figure 1. A surface piezoelectric element with debonding 

 
For an actuator, a voltage is applied between the upper and lower electrodes of the piezoelectric 
element, which results in an electric field Ez exp(−iωt) along the thickness of the actuator, where Ez 
is the magnitude of the electric field intensity, and ω is the angular frequency. For steady state 
problems, all field quantities contain the same temporal factor exp(−iωt), which is hereafter  
omitted for brevity.  
 
2.1 Modelling of the piezoelectric elements 
 
For a thin-sheet actuator/sensor, the axial stress and strain can be assumed to be uniform across the 
thickness. The normal stress between the actuator and the host medium is ignored because the upper 
surface of the thin actuator/sensor is traction free. The piezoelectric element can then be modelled 
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as a one-dimensional element subjected to interfacial shear stress and electric field with the 
governing equation being  
 

   (1) 
 

where σa
y, ρ

a, and ua
y are the axial stress, the mass density, and the axial displacement of the 

actuator, respectively. The axial stress of the actuator is related to the axial strain ϵ
a
y and the electric 

field Ez by the following general constitutive relation 
 (2) 

 
where Ea and ea are the effective stiffness and piezoelectric constants []. 
  
Based on this simplified model, axial the strsin and displacement in the piezoelectric element can be 
determined in terms of the interfacial shear stress (τ) and the applied electric field intensity (Ez) as 

 
 

 
 
 
 

(3) 
 
 
 
 
 
 
 
 
which represents the deformation of the piezoelectric element caused by the interfacial shear stress 
and the applied electric field. 
 
2.2 The bonding layer 
 
The bonding layer connects the piezoelectric element and the host medium by transferring shear 
stress. The shear stress in the bonding layer is given by its constitutive relation as 

 
(4) 

 
where µb and γb are the shear modulus and the coefficient of viscosity of the bonding layer, 
respectively, and u+ and u− are the longitudinal displacements of the upper and lower surfaces of 
the bonding layer, respectively. 
 
2.3 The governing equations for debonded piezoelectric elements 
 
When debonding occurs, the shear stress in the debonded part of the piezoelectric element will be 
zero. By solving the governing equations for the piezoelectric element and that for the elastic host 
medium, and satisfying the continuity conditions at all interfaces, the following governing equation 
for the entire system with interfacial debonding can be obtained, 
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(5) 

 
 
 
 
 
 
which represents the continuity condition across the adhesive layer. In addition, in the debonded 
part of the adhesive layer following continuity condition should be satisfied,  
 
 
 
 
 

(6) 
 
 
 
 
from which the interfacial shear stress can be determined. In this equation, λ0=2(1-νh), and  
 

 
 

which are determined from the elastodynamic solution of the host medium. K=ω/cL, k=ω/cT are two 
wave numbers with cL and cT being the longitudinal and transverse shear wave speed of the host 
medium. 
 
2.4 The singular behaviour of the debonded piezoelectric elements 
 
Interficial debonding forms interfacial cracks. In general, oscillating singularity will occur at the 
tips of the debonding. For the current piezoelectric element with a partially debonded layer, 
however, the well-known oscillating singularity disappears based on the model used and the 
corresponding governing equations, because the oscillating singularity occurs only at perfectly 
bonded interfaces.    
 
3. Results and Discussion 
 
The existence of adhesive layers could significantly affect the behaviour of the piezoelectric 
actuator/sensor [24-27]. The response of the piezoelectric element to an applied electric field 
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(actuator) or an incident wave (sensor) has been studied under different geometric and loading 
conditions to evaluate the effect of the bonding layer upon the load transfer between the 
actuator/sensor and the host medium. In the following discussion, only the magnitude of the 
physical stress is presented. The numerical calculation is conducted by solving the governing 
equations using Chebyshev polynomials expansion of the shear stress τ. The convergence of the 
solution has been carefully evaluated.  
 
The piezoelectric material considered is piezoceramics with its material property being given in 
Table 1 [28]. The properties of the bonding layer [3] and the host medium [29] are given in Table 2. 
The mass densities of the actuator and the host medium are assumed to be 2,700 kg/m3 [28].  
 

Table 1. Piezoelectric properties 

 
 

Table 2. Properties of the host and the bonding layer 

 
 

 

 
 

Figure 2 Shear stress distribution along the adhesive layer of an actuator 
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Figure 3 Axial strain distribution along a sensor 

 
One major effect of the adhesive layer is that it reduces stress concentration at the end of an actuator. 
Figure 2 shows the shear stress distribution (τ=qEaEz, q=πEh/(1-vh2)/Ea ) along an actuator with 
a=1cm and h=0.5mm, for the case where the loading frequency is ka=1.0 and γb = 0.0 for different 
thicknesses of the bonding layer. Evaluating the six curves in this figure shows that, as the h′ value 
increases from 0 to 320µm, the stress concentration at the tip of the actuator, y/a = 1.0, decreases 
significantly. The adhesive layer also has a significant effect on the response of the piezoelectric 
element as a sensor. Figures 3 shows the amplitude of the normalized strain along the sensor caused 
by a normal incident wave for the case where ka=1.0 for different bonding layer thickness 0, 10, 40, 
80, 160 and 320 µm. Significant decrease of the strain with increasing bonding layer thickness is 
observed.  
 

 
Figure 4 Shear stress distribution along a partially debonded adhesive layer of an actuator 
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Figure 5 Axial strain distribution along a partially debonded sensor 

 
When debonding occurs at the adhesive layer, the shear stress in the debonded region will disappear 
and the shear stress will be redistributed in the bonded region. Figure 4 shows the shear stress 
distribution in the bonded region of the adhesive layer for an actuator under the same geometric and 
loading conditions as that discussed in Figure 2, for the case where the debonding region is 
-0.5a<y<0.5a, for different thicknesses of the bonding layer (v’=h’/a ). For very small layer 
thickness the shear stress shows square-root singularity at both the end of the actuator and the tip of 
the debonding. The existence of the adhesive layer will remove this singularity and generate stress 
concentration, which reduces with the increase of the layer thickness. Figure 5 shows the 
corresponding normalized axial strain distribution of a sensor in response to a normal incident wave. 
Significant decrease of the strain with increasing bonding layer thickness is observed. The adhesive 
layer also has a significant effect on the response of the piezoelectric element as a sensor. Figures 5 
shows the amplitude of the normalized strain along the sensor caused by a normal incident wave for 
the case where ka = 1.0 for different bonding layer thickness 0, 10, 40, 80, 160 and 320 µm. It is 
observed that debonding (-0.5a<y<0.5a) significant decreases the strain level in the sensor bot only 
in the debonded region but also in the bonded parts of the sensor. 
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Abstract  Experimental investigations on superelastic shape memory alloy (SMA) wires subjected to 
isothermal stress cycling show significant performance degradations, including the accumulation of the 
plastic strain, the reduction of the maximum transformation strain and the evolution of the transformation 
temperatures. The cyclic degradation of SMAs must be carefully studied and understood when the alloys are 
used in the SMA based actuators and vibration isolators. Motivated by these issues, the present work aims to 
develop a comprehensive approach for the cyclic behavior of SMAs taking into account degradations caused 
by isothermal stress cycling in the superelastic regime. The new cyclic constitutive model is constructed 
based on the thermodynamic frame proposed by Boyd and Lagoudas, and evolution laws for the plastic strain 
as well as non-constant material parameters including the maximum transformation strain and four 
transformation temperatures are also constructed. Finally, numerical simulations based on the proposed 
constitutive model are also performed in our work, and good correlations are observed. 
 
Keywords  Shape Memory Alloys, Cyclic Degradation, Constitutive Model, Non-constant Material 
Parameters 
 

1. Introduction 
 
Shape memory alloys (SMAs) exhibit many special properties due to their thermo-elastic martensite 
transformation, such as shape memory effect, superelasticity (or pseudoelasticity) and damping [1]. 
Among these thermal-mechanical behaviors, superelasticity is particularly interesting. Superelastic 
behavior is revealed when the SMA material is mechanically loading under a surrounding 
temperature higher than the austenite finish temperature. After unloading, SMA material can recover 
its initial shape and the stress–strain response shows a typical hysteretic loop. This unique 
superelasticity promotes SMAs to be used in medical applications, such as arterial stents, medical 
guidewires and catheters [2]. Also, the typical hysteretic loop in the stress–strain space reveals that 
SMA is a kind of energy dissipation material. Taken the advantage of this property, SMAs are also 
used in vibration isolation applications, such as seismic isolation and mechanical vibration 
isolation. 
 
Motivated by these applications, many constitutive models were developed to simulate the 
thermal-mechanical behavior of SMAs in the superelastic regime over the last thirty years [3-10]. 
However, among these investigations, very few studies consider the performance degradation of 
SMAs under isothermal stress cycling, which is more pertinent when SMAs are used in vibration 
isolation applications [11-15]. Until recently, Kan and Kang introduced the cumulated martensite 
volume fraction as an internal variable to account for the evolution of residual induced martensite 
and transformation induced plastic strain during stress-controlled cyclic loading [16]. Zaki and 
Moumni used internal stress, residual strain and cumulated martensite volume fraction as internal 
variables to simulate the behavior of SMA in the case of cyclic superelasticity [17]. Saint-Sulpice et 
al. introduced the residual martensite volume fraction to account for the evolution of residual strain 
and transformation surface during isothermal stress cyclic loading [18].  
 
The aforementioned models usually consider the plastic strain accumulation and/or the 
transformation surface evolution (which is associated with the evolution of maximum 
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transformation strain). However, the transformation temperatures of the alloy were demonstrated to 
change as a function of the thermal/stress cycling number [19-21]. Moreover, the evolution of 
transformation temperatures can significantly affect the critical stresses for the onset and finish of 
phase transformations and the area of the stress–strain hysteretic loop.  
 
Therefore, this paper aims to develop a constitutive model for SMAs taking into account the 
isothermal stress cycling degradation, including the accumulation of plastic strain, the evolution of 
the maximum transformation strain and four transformation temperatures. The new constitutive 
model is constructed based on the thermodynamic frame proposed by Boyd and Lagoudas [22, 23]. 
The organization of the paper is as follows: Section 2 presents the observation of cyclic degradation 
in SMAs through the isothermal stress cycling experiment. The 1-D constitutive model considering 
the cyclic evolution of the plastic strain, the maximum transformation strain and transformation 
temperatures is presented in Section 3, while in Section 4, numerical examples are presented and 
discussed. The conclusions and future work are summarized in the final section. 
 
To simplify the presentation, we denote the two phases related with superelasticity by A and Md for 
austenite and detwinned martensite, respectively. The forward and reverse phase transformations are 
denoted by A Md and Md A for austenite to detwinned martensite and detwinned martensite to 
austenite, respectively. 
 
2. Observation of cyclic degradation 
 
We performed an isothermal stress cycling experiment to a NiTi wire, the wire was repeatedly 
stressed up to 900 MPa under 28 oC. The stress−strain response of the wire is shown in Fig. 1, a 
simplified diagram which features the evolution of plastic strain, maximum transformation strain and 
transformation temperatures is shown in Fig. 3, and typical features of cyclic degradation are outlined 
as follows:  
 
1) The isothermal stress cycling of the NiTi alloy presents an apparent cyclic accumulation of the 
plastic strain. As shown in Fig. 3(a), after the first cycle, the NiTi wire cannot recover to its original 
length, and a plastic strain, donated as εp1, is produced. Similarly, after the second cycle, the total 
cumulated plastic strain is εp2, and after the nth cycle, the accumulation of the plastic strain becomes 
εpn. Furthermore, the plastic strain evolves as an exponential function of cycle number before 
stabilizing, as shown in Fig. 1 and Fig. 2. 
 

   
Figure 1. Experimental results of isothermal stress cyclic loading on NiTi wire 
Figure 2. Evolution of the maximum transformation strain ε max and plastic strain ε p during cyclic loading, 
the experimental results are compared with the exponential fitting results 
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2) The maximum transformation strain (also referred to as the saturation recovery strain) changes 
from cycle to cycle. As shown in Fig. 3(a), the maximum transformation strain for cycle 1 is ε  

max1, 
while for cycle 2, it reduces to ε  

max2. Similarly, after the nth cycle, the maximum transformation strain 
will reduce to ε  

maxn. Also, as shown in Fig. 2, ε  
max is found to increase exponentially with respect to the 

cycle number up to an asymptotic value. 
 
3) The four transformation temperatures change as a function of the cycle number. As shown in Fig. 3 
(b), during the first cycle, the four transformation temperatures are Ms1, Mf1, As1 and Af1, respectively. 
While in the second cycle, the four temperatures change to Ms2, Mf2, As2 and Af2. So we can deduce 
that the four temperatures will change as the cycle number increases. The same phenomenon was 
reported in literatures [19-21]. 
 

  
(a) strain evolution         (b) transformation temperatures evolution  

Figure 3. The evolution of (a): plastic strain, maximum transformation strain in the stress–strain space and (b): 
transformation temperatures in the stress−temperature space under isothermal stress cycling. For clarity, the 
evolution of austenite start and finish transformation temperatures is not shown in the stress−temperature 
space 
 

 
Figure 4. Schematic explanation for the evolution of plastic strain 

 
In order to investigate when the evolution of plastic strain occurs during the whole transformation 
process, the stress vs. strain response of a typical cycle is presented in Fig. 4. We assume that the 
plastic and transformation strains produced in A Md (corresponding loading path is ABC) are 
separately εp 

ABC and ε 
t, and the elastic strain of point C is ε 

el. Following these assumptions, the total 
strain of point C (shown in Fig. 4) becomes: 

el p t
C ABCε ε ε ε= + +                               (1) 

 
Assume that the plastic strain for Md A (corresponding loading path is CDEF) is εp 

CDF. Therefore 
the plastic strain cumulated during the forward and reverse transformations (corresponding loading 
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path is ACF) is εp 
ABC+εp 

CDF. Since the transformation strain can be fully recovered after the Md A 
transformation, the reduction of the transformation strain during Md A is ε t (corresponding 
loading path is CDEF, as shown in Fig. 4). Consequently, the total strain of point C can be 
expressed as: 

el p p t
D ABC CDFε ε ε ε ε= + + +                                (2) 

 
From Eqs. (1) and (2), we can deduce that εp 

CDF=0. Following the derivation above, we can assume 
that the accumulation of plastic strain ε p only occurs during A Md. 
 
Consequently, to model the cyclic degradation of shape memory alloys under isothermal stress 
cycling, the evolution of the plastic strain and maximum transformation strain in A Md and the 
evolution of transformation temperatures in both forward and reverse transformations must be 
considered, also related evolution laws should be established. 
 
3. Constitutive model 
 
A constitutive model taking into account the cyclic degradation due to isothermal stress cycling is 
proposed. It is constructed in the generalized plasticity framework which was employed by Boyd and 
Lagoudas [22, 23] to simulate the thermo-mechanical behavior of SMA. The construction of the 
constitutive model is stated in details as follows. 
 
3.1. Strain decomposing and internal variables  
 
3.1.1. Strain decomposing 
 
With the infinitesimal strain assumption, the total strain ε is decomposed into an elastic strain ε el and 
an inelastic strain ε in: 

e inε ε ε= +                                 (3) 
 
In which, the inelastic strain ε in can be further decomposed into a thermal expansion strain ε th, a 
transformation strain ε t, and a plastic strain ε p: 

in th t pε ε ε ε= + +                              (4) 
 
The thermal expansion strain ε th is neglected because the value is much smaller than the others, so the 
following expression can be got: 

el t pε ε ε ε= + +
   

                              (5) 
 
3.1.2. Internal variables definition 
 
As shown in Eq. (5), two internal variables are needed to account for the evolution of the 
transformation strain ε t and the plastic strain ε p. Generally, the martensite volume fraction ξ is used 
as an internal variable to related with ε t [24]: 

t
maxε ε ξ=                                  (6)  

 
Where ε max is the maximum transformation strain. Following the observation of cyclic degradation 
stated in Section 2, the plastic strain ε p and the maximum transformation strain ε max change as a 
function of the cycle number. In order to account for these evolution processes, the cumulated 
martensite volume fraction ξ c is defined: 
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c ac mcξ ξ ξ= +                                 (7) 
 
Where ξ ac and ξ mc represent the cumulated martensite volume fractions in A Md and Md A, 
respectively. Following these definitions, ξ ac and ξ mc can be expressed as follows: 

d dac A M mc M A, dt dtξ ξ ξ ξ→ →= =∫ ∫& &                      (8) 

 

In which, t is a kinematic time. 
dA Mξ →&  and 

dM Aξ →&
 denote the martensite production rate during 

A Md and Md A. 
3.2. Free energy and transformation hardening function 
 
The total Helmoltz free energy ψ for polycrystalline SMAs is given based on Boyd and Lagoudas’s 
work: 

( ) ( ) ( )2t p
0 0 0 02 ln ( , )E c T T T T T u T fψ ε ε ε ρ η ξ ξ= − − + − − + − +⎡ ⎤⎣ ⎦

&      (9) 

 
Where E, c, ρ, η0 and u0 are the Young modulus, effective specific heat, mass density, effective 
specific entropy, and effective specific internal energy at the reference state, respectively. The 
symbols T and T0 denote the temperature and reference temperature, respectively. The terms 
E(ε−ε t− ε p)2/2ρ, c[(T−Τ0)−Τ ln(T/T0)] and u0−η0Τ+ ( , )f ξ ξ&  represent the elastic strain energy, 
thermal energy, and the energy related to transformations, respectively.  
 
The effective specific heat c hardly varies during phase transformations, so it is assumed to be 
constant. However, other material properties in Eq. (9) are assumed to vary with the martensite 
volume fraction as: 

( ) ( )A M A AE E E E E Eξ ξ ξ= + − = + Δ                    (10) 

( ) ( )A M A A
0 0 0 0 0 0η ξ η ξ η η η ξ η= + − = + Δ                   (11) 

( ) ( )A M A A
0 0 0 0 0 0u u u u u uξ ξ ξ= + − = + Δ                   (12) 

 
Where the superscripts A and M represent the austenite and martensite phases, respectively. The 
symbol Δ denotes the difference of the corresponding material parameter between the martensite and 
austenite phases. 
 
In particular, the term ( , )f ξ ξ& is the transformation hardening function which is used to account for 
the interactions between the austenite phase and the martensite phase. In this work, a nonlinear 
transformation hardening model is established: 

( ) ( ){ } ( )42 1 2
( , ) 1 sgn 1 sgn

2 2 4
f a b

ξξ ξξ ξ ξ ξ
⎡ ⎤−⎛ ⎞⎡ ⎤ ⎡ ⎤= − + + + +⎢ ⎥⎜ ⎟⎣ ⎦ ⎣ ⎦ ⎝ ⎠⎢ ⎥⎣ ⎦

& & &               (13) 

 
Where a and b are constitutive model parameters for transformation hardening and they are related to 

material constants. The function sgn(·) is a signum function of a real number m, it is defined as follow: 

1 if  0
sgn( ) 0   if  0

1 if  0

m
m m

m

>⎧⎪= =⎨
− <⎪⎩

                              (14) 
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3.3. Thermodynamic force and constitutive relation 
 
Following the formalism of Truesdell and Noll [25], the Helmoltz free energy ψ and the internal 
energy u are substituted into the first and second law of thermodynamics to derive thermodynamic 
constraints on the state of the system resulting in the following constitutive relation: 

( )t pEψσ ρ ε ε ε
ε

∂
= = − −

∂
                           (15) 

 
Similarly, thermodynamic force X, which is conjugate to the martensite volume fraction ξ , is given: 

( ) ( )
t

2t p
0 0

1

2

d dfX E u T
d d

ψ ερ ε ε ε σ ρ η
ξ ξ ξ

⎡ ⎤∂
= − = − Δ − − − + Δ − Δ +⎢ ⎥∂ ⎣ ⎦

    (16) 

 
As assumed in Section 2, the accumulation of plastic strain ε p and the reduction of maximum 
transformation strain εt 

max only occur during A Md. Therefore, the thermodynamic force Q, which 
accounts for the evolution of ε p and εt 

max, is conjugate to the cumulated martensite volume fraction 
ξ ac. Similar to thermodynamic force X, it can be expressed as: 

p t

ac ac ac

d dQ
d d

ψ ε ερ ρ
ξ ξ ξ

⎛ ⎞∂
= − = +⎜ ⎟∂ ⎝ ⎠

                          (17) 

 
3.4. Transformation functions and Kuhn-Tucker inequalities 
 
Borrowed from yield functions in the classical theory of plasticity, transformation functions 
associated with A Md and Md A are defined as:  

F X Q R+ += + −     when 0ξ >&    For the phase transformation: A Md            (18) 

F X Q R− −= − + −   when 0ξ <&   For the phase transformation: Md A          (19) 
 
Where the constitutive model parameters R+ and R− are the radius of the respective transformation 
domains. 
 
Constraints on the evolution of the martensite volume fraction for the forward and reverse phase 
transformations are expressed in terms of the Kuhn-Tucker inequalities: 

d

d
0   0   0   For the phase transformation: A M
0   0   0   For the phase transformation: M A   

F F
F F

ξ ξ
ξ ξ

+ +

− −
⎧ ≥ ≤ = →
⎨ ≥ ≤ = →⎩

& &
& &          (20) 

 
3.5. Evolution laws 
 
Following Eq. (6), the evolution law for the transformation strain ε t can be got:  

t
maxε ε ξ= &&                                 (21) 

 
It is concluded from the experimental results that the material parameter: maximum transformation 
strain ε max, varies as an exponential function of the cycle number, as shown in Fig. 2. Furthermore, as 
explained in Section 3.1.2, ε max is assumed to vary only in A Md, which implies that ε max changes 
as an exponential function of ξ ac. Therefore, from a theoretical point of view, a non-constant 
material parameter ε max can be defined using the evolution law: 
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act 6 ac
max max6 mm e ξε ε ξ−= &&                             (22) 

 
Analogous to ε max, evolution laws of ε p 

max and four material parameters: Ms, Mf, As and Af are given: 
acp p 5 ac

max5 mm e ξε ε ξ−= &&                             (23) 

( )c 1
s s0 smax 1 mM M M e ξ−= − −                         (24) 

( )c 2
f f0 f max 1 mM M M e ξ−= − −                         (25) 

( )c 3
s s0 smax 1 mA A A e ξ−= − −                           (26) 

( )c 4
f f 0 f max 1 mA A A e ξ−= − −                           (27) 

 
Where ε t 

max , ε p 
max, Mfmax, Msmax, Afmax and Asmax  denote saturation values of ε max, ε p, Mf, Ms, Af and As 

due to cyclic loading, which can be got through isothermal stress cycling experiments. The variables 
m1~m6 can be obtained from the experimental curves by nonlinear fitting method. 
 
So far, the constitutive model of SMAs taking into account the function degradation caused by 
isothermal stress cyclic loading has been fully established. In the following section, numerical 
simulations will be performed to verify the proposed model. 
 
4. Simulated results and discussions 
 
To show the model’s capability of simulating the macroscopic behaviour of SMA material under 
isothermal stress cycling, we performed a cyclic tensile test at 5.5% strain amplitude under 27.5 oC 
for a SMA wire. Fig. 5 illustrates cyclic stress vs. strain response of the SMA wire for 10 cycles. 
Numerical simulations are obtained using the constitutive model proposed in this work, and the 
related material parameters are shown in Table 1. The simulated cyclic stress vs. strain response is 
shown in Fig. 6. From Fig. 5 and Fig. 6, it may be noticed that the model is able to simulate correctly 
the main characteristics of the isothermal stress cyclic response of a SMA wire. In particular, the 
stress vs. strain curves for the 1st, 4th and 10th cycles are shown in Fig. 7 and good agreements 
between experimental and simulated results are observed. 
 

Table 1. Material parameters used in the constitutive model. 
General material parameters Values Cyclic material parameters Values 

EA 42200 MPa Msmax 21 K 
EM 23500 MPa Mfmax 1.5 K 
Δη0 − 17.77 J /(kg·K) Asmax 0 K 
Δu0 − 20 J /kg Afmax 0 K 

c 4×106 J /(kg·K) ε t 
max 0.0121 

ρ 6.5×10-9 kg/m3 ε p 
max 0.0141 

As(0) 274K m1 0.14 
Af(0) 300 K m2 0.98 
Ms(0) 270 K m3 0.081 
Mf(0) 232 K m4 0.05 

CA 9.4 MPa/K m5 0.271 
CM 6.7 MPa/K m6 0.23 

ε 
max(0) 0.0348   

 
In order to further investigate the ability of the model to predict the evolution of ε 

max, ε p  and four 
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transformation temperatures, the corresponding experimental results are compared with simulated 
results, as shown in Figs. 8 and 9. It can be seen from these figures that for the evolution of ε 

max, ε p, 
Ms, Mf and Α f, the experimental and simulated results are close to each other. However, for the 
evolution of As, a certain disagreement occurs, which can perhaps be explained that As indeed does 
not evolve exponentially with respect to the cycle number. 

 

   
Figure 5. Experimental results of the SMA wire. Isothermal stress cycling at 5.5% strain amplitude under 

27.5 oC for 10 cycles. 
Figure 6. Simulated cyclic stress vs. strain curves for 10 cycles using the proposed constitutive model. 

 

 
Figure 7. Simulation vs. isothermal stress cyclic loading experimental results for cycle 1, cycle 4 and cycle 10. 
Figure8. A comparison of the evolution of plastic strain (ε p) and maximum transformation strain (ε 

max) 
between experimental results and model simulations. 
 

   
(a)                                    (b) 

 

Figure 9. A comparison of evolution of four transformation temperatures between experimental results and 
model simulations: (a) Ms and Mf and (b) Α s and Α f. 
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5. Conclusions and future work  
 
A new 1-D phenomenological model of SMA taking into account the evolution of the plastic strain, 
maximum transformation strain and transformation temperatures during isothermal stress cycling 
was introduced in this paper. Since different phase transformation has different influence in the cyclic 
behaviour, the cumulated martensite volume fraction ξ c  was decomposed into ξ ac and ξ mc to 
account for cyclic effects during corresponding transformation processes. Non-constant material 
parameters including maximum transformation strain and four transformation temperatures are used. 
Evolution laws for the non-constant material parameters and plastic strain were established to depict 
the evolution of maximum transformation strain, transformation temperatures and plastic strain 
under cyclic loading. Experimental verifications were given and the results showed that the model 
was able to quantitatively capture the effect of isothermal stress cyclic loading. However, the model 
cannot simulate the evolution of As correctly, which maybe attribute to that As actually evolves with 
a non-experimental function. As a result, future work will introduce a new evolution law for As based 
on experimental studies. 
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Abstract  A plane strain problem for two magnetoelectroelastic (MEE) half-planes adhered by a thin 
isotropic interlayer is considered. A novel crack model, i.e., a magnetoelectrically permeable interface 
crack with pre-fracture zones is introduced for MEE bimaterial system. The stresses in pre-fracture zones and 
the lengths of pre-fracture zones are unknown, which are determined by solving the corresponding Hilbert 
problem and solving nonlinear equations introduced by yielding condition on the pre-fracture zones. Some 
particular cases are further analyzed and numerically discussed. In the suggested model, any singularities 
connected with the crack are eliminated, and the results presented in this paper should have potential 
applications to the design of multilayered MEE structures and devices. 
 
Keywords  Pre-fracture zone, Interface crack, Magnetoelectrically permeable, Magnetoelectroelastic plane 
 

1. Introduction 
 
Magnetoelectroelastic (MEE) materials have been widely used in electronics industry. In the design 
of MEE structures, it is important to take into account the defects/imperfections, such as cracks, 
which are often pre-existing or are generated by external loads during the service life. Therefore, in 
recent years, research on fracture mechanics of MEE materials has drawn a lot of interest, and lots 
of achievements have been made for two-dimensional (2-D) internal crack problems [1-5] and 2-D 
interface crack problems [6-8]. It is noted that in the works of [7] and [8], the contact zone model is 
firstly extended to interface crack problems of MEE materials. 
However, all the above-mentioned works related to interface crack problems, the singularity 
behavior on the crack tips always exists. On the other hand, two kinds of MEE materials, as well 
known, generally cannot be connected directly. Thus, in this study, a novel interface crack model for 
MEE bimaterial, i.e., the model of interface crack with pre-fracture zones is put forward. For 
simplicity, the interface is assumed to be magnetoelectrically permeable. The problem is reduced to 
solve a Hilbert problem and two nonlinear equations introduced by Mises yielding condition. The 
particular cases of symmetric loads and identical MEE material are further analyzed, and some 
numerical results are presented. These obtained results and/or conclusions could be of interest to the 
analysis and design of smart sensors/actuators constructed from MEE composite laminates. 
 
2. Statement of the problem 
 
Referring to Ref. [9], it is assumed that the MEE half-spaces are adhered by means of an isotropic 
interlayer with shear modulus μ , Poison’s ratio ν  and yield limit Yσ . Furthermore, the 

half-spaces are assumed to be loaded at infinity with uniform stresses ( )
33 0

mσ σ= , ( )
31 0

mσ τ= , 

uniform electrical displacement ( )
3 0

mD d=  and magnetic induction ( )
3 0

mB b=  (m=1 stands for the 

upper domain, and m=2 for the lower one). In this paper, although the interlayer thickness will not 
be taken into account as usual, the properties of the interlayer and its influence upon the fracture 
process will be considered by means of introduction of pre-fracture zones with cohesive stresses. As 
shown in Fig. 1, the pre-fracture zones are, respectively, denoted by [ ]1,a a  and [ ]1,b b , and the 
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open part of the crack is denoted by [ ],a b . 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. An interface crack with pre-fracture zones between two semi-infinite MEE planes 
 
Assume that the MEE materials are poled in the 3x − direction. As pointed out before [8], the 

displacement 2u  decouples in the ( )1 3,x x − plane from the displacement components 1 3, ,u u  

electrical potential ϕ  and magnetic potential φ . And in present study, our attention will be 

focused only on the generalized plane strain problem for the components 1 3, ,u u ϕ  and φ . 

Thus, for the considered magnetoelectrically permeable interface crack, the continuity and 
boundary conditions at the interface can be written in the form 

 [ ] [ ] [ ] [ ] T

1 3, , ,u u ϕ φ⎡ ⎤ =⎣ ⎦ 0 , [ ] [ ] [ ] [ ] T

31 33 3 3, , ,D Bσ σ⎡ ⎤ =⎣ ⎦ 0 , ( )1 ,x a b∉ , (1) 

 [ ] [ ] [ ] [ ] ( )3 3 10, 0, 0, 0, ,D B x a bϕ φ= = = = ∈ , (2) 

 ( ) ( )
[ ]
[ ]
[ ]

1 1
( )
33 1 1 1 1 1

1

, ,

,0 , , ,

0, , ,

m

x a a
x p x x b b

x a b

σ
σ σ

′⎧ ∈
⎪≡ = ∈⎨
⎪ ∈⎩

 ( ) ( )
[ ]
[ ]
[ ]

1 1
( )
31 1 2 1 1 1

1

, ,

,0 , , ,

0, , ,

m

x a a
x p x x b b

x a b

τ
σ τ

′⎧ ∈
⎪≡ = ∈⎨
⎪ ∈⎩

 (3) 

where Τ  denotes transposition, [ ] ( ) ( ) ( )1 1 1 3i0 i0 , , etc.x x u uΠ = Π + −Π − Π = , and the values σ , 

τ , σ ′  and τ ′  are unknown to be determined. 
In addition, as pointed out in Ref. [9], because the interlayer is usually much softer than the MEE 
materials, the interlayer yielding or damage will appear firstly. Thus, some law of interlayer 

material yielding or damage, for example, ( )1 0, ,f σ τ σ =  for the right pre-fracture zone and 

( )1, , 0f σ τ σ ′′ ′ =  for the left pre-fracture zone, respectively, should be satisfied. For simplicity, 

1 1 Y2σ σ σ′= =  are assumed in present study [9]. 

Up till now, boundary conditions (i.e., Eqs. (1-3)) together with the known governing equations (see 
Ref. [8]) have formulated a plane strain problem of linear fracture mechanics for a crack [ ]1 1,a b  

between two half-planes, where the components σ , τ , σ ′  and τ ′  at the crack faces and the 

positions of point 1a  and 1b  are all unknown to be determined. 

 
3. The magnetoelectroelastic solution 
 
From the early work [8], it is known that for the case of plane strain, the following expressions at 

0τ

0σ

0σ

b

1x

3x
a b  b1 

( ) ( ) ( ) ( ) ( ) ( )1 1 1 1 11 , , , , ,ijks sij sij is is ise h dc α μ

0τd

b d

( ) ( ) ( ) ( ) ( ) ( )2 2 2 2 22 , , , , ,ijks sij sij is is ise h dc α μ

a1 
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the interface hold true: 

 ( ) [ ] ( ) ( ) ( ) ( ) ( ) ( )1 1 3 4 5 1 1 3 1 1 1 1 1, , , , , ,x V V V V u x u x x x x xϕ φ
ΤΤ + −′ ′ ′ ′ ′ ′ ′ ′ ′= = = −⎡ ⎤⎣ ⎦V W W , 

 ( ) ( ) ( )(1) (1) (1) (1)(1)
1 31 33 3 3 1 1,0 , , ,x D B x xσ σ

Τ + −⎡ ⎤= = −⎣ ⎦ GW GWt , 

where ( ) ( ) ( ) ( ) ( )1 3 4 5, , ,z W z W z W z W z
Τ

= ⎡ ⎤⎣ ⎦W  is an introduced unknown vector function, 

and ( ) ( )1 1 i0 ,x x+ = +WW  ( ) ( )1 1 i0x x− = −WW ; the matrix G  has been given in Ref. [8]. 

 Considering that the crack is magnetoelectrically permeable, and that 

( ) ( ) ( )
1 1 3

(1)
1 i,0 x z x xx z∞

→∞ = + →∞= −= G G Wt t  with { }T

0 0 0 0, , ,d bτ σ∞ =t , we easily get 

 ( ){ }1

4
3

W
− ∞= −G G t , ( ){ }1

5
4

W
− ∞= −G G t . 

Taking into account that ( )4 constW z = and ( )5 constW z = and noting the structure of G, we can 

further obtain 

 ( ) ( ) ( ) ( )(1) (1)
33 1 31 1 1 1,0 i ,0 j jj j jx m x t x xσ σ γ+ −⎡ ⎤+ = +Φ Φ⎣ ⎦ , (4) 

 ( ) ( ) ( ) ( )1 1 3 1 1 1i j jju x s u x x x+ −′ ′+ = −⎡ ⎤ ⎡ ⎤ Φ Φ⎣ ⎦ ⎣ ⎦ . (5) 

where 

  ( ) ( ) 0
j j jz zΦ = Ω +Φ , 

( )
( )

34 4 35 50 2i
, 1,3

1
j

j j

g W g W
j

t γ
+

Φ = =
+

% %
, 

 1 3( ) ( ) ( ),i jj z z zW s WΩ = + 31 11
31 11, , 1,3j

j j j
j

g m g
t g m g j

t
γ

+
= − = − =

% %
% % , 

 [ ]1 1 1u W W+ −′ = − , 31 33
1,3 1,3 1,3

11 13

,
g gm s m
g g

= − = −
% %

m
% %

, 

and ijg% are the elements of G. 

Considering that ( ) ( ) ( )1 1 1j j jx x x+ −= =Φ Φ Φ  for ( )1 1 1,x a b∉ , it follows from Eq. (4) that 

 ( ) ( ) ( )0 0i 1j z j j jz m tσ τ γ→∞Φ = + + . (6) 

Using Eq. (4) for 1j =  and the corresponding interface conditions (3) yields the following Hilbert 
problem 
 ( ) ( ) ( ) ( )1 1 1 1 1 1 1 1 1 1, ,x x P x t x a bγ+ −Φ + Φ = ∈ , (7) 

where 
 ( ) ( ) ( )1 1 1 1 2 1iP x p x m p x= + . 

The solution of Eq. (7) satisfying Eq. (6) can be expressed as 

 ( ) ( )
( ) ( )1

1
1 0 1

1

1 1
d

2 i

b

a

P t X t
z C C z t

X z t t zπ

+⎡ ⎤
Φ = + +⎢ ⎥−⎣ ⎦

∫ , (8) 

where 

 ( ) ( ) ( )0.5 i 0.5 i

1 1X z z a z bε ε− += − − , 

 
( )

0 1 0 1 1
0 1

1 1

i
2 i + i

1 2

m a bC l
t
σ τπ ε

γ
+ +⎛ ⎞= − ⎜ ⎟+ ⎝ ⎠

, 
( )

0 1 0
1

1 1

i
2 i

1

mC
t
σ τπ

γ
+

=
+

, 1ln 2ε πγ= , 1 1 1l b a= − . 

Substituting Eq. (8) into Eq. (4) and noting that ( ) ( ) ( )1 1 1j j jx x x+ −Φ = Φ = Φ  for ( )1 1 1,x a b∉ , the 

following relation at the interface can be derived 
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( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( )1

1

(1) (1) 1 1
33 1 1 31 1 1 1 0 1 0

1

1 11
1 1

1
,0 i ,0 2 i i i

2 i 2

1 i d i d .
a b

a b

a bx m x x l m
X x

X t X t
m t m t

t x t x

σ σ π ε σ τ
π

σ τ σ τγ
+ +

⎧ +⎛ ⎞+ = − − + +⎨ ⎜ ⎟
⎝ ⎠⎩

⎫⎡ ⎤⎪′ ′+ + + + ⎬⎢ ⎥− − ⎪⎣ ⎦⎭
∫ ∫

 (9) 

Noting the finiteness of the stresses at the point 1a  and 1b , we can further obtain the following 
system of linear algebraic equations 

 ( )[ ] ( )
11 1

0 1 0
1 1

1 2ii i
i

1 2ii 1

m l m
m

εσ τ π σ τ
εσ τ γ

−′ ′ ++ ⎧ ⎫⎧ ⎫
= +⎨ ⎬ ⎨ ⎬− −+ +⎩ ⎭ ⎩ ⎭

N , (10) 

where the components of matrix ( ), 1, 2ijN i j⎡ ⎤= =⎣ ⎦N  have the following form 

 ( ) ( ) ( ) ( )1

1

0.5 i 0.5 i

11 1 1 12 1 1d , d
a b

a b
N t b t a t N t b t a t

ε ε+ +
= − − = − −⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦∫ ∫ , (11a) 

 ( ) ( ) ( ) ( )1

1

0.5 i 0.5 i

21 1 1 22 1 1d , d
a b

a b
N t a t b t N t a t b t

ε ε− −
= − − = − −⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦∫ ∫ . (11b) 

For the sake of simplicity to calculate, Eq. (11) can be further approximated (see Ref. [9]). 
After substituting Eq. (10) into yielding conditions, a system of nonlinear equations is then derived 
as 
 ( )0 0, , , 0 1, 2i a b iσ τΨ Δ Δ = = , (12) 

where 1a a aΔ = −  and 1b b bΔ = −  are the pre-fracture zone lengths. 

Using Eq. (5), (7) and using (8), one arrives at the following equation on displacement jumps 

 

( ) ( ) ( )( ) ( ){
( ) ( ) ( ) ( ) ( ) } ( )

0.5 i 0.5 i

1 1 1 3 1 0 1 0 1 1 1 1
1 1

1
1 1 1 1 1 2 1 1

1 1

1
i 2 i i

2 i

1
1 i i ,

2

u x s u x m x a x b
t

m J x m J x h x
t

ε επ σ τ
π γ

γγ σ τ σ τ
γ

− ++ = + − − +⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦

−′ ′+ + + + −⎡ ⎤⎣ ⎦

 (13) 

where 

 ( ) ( )
( ) ( ) ( )

( )1 1 1

1 1 1
1 1 2 1

1 1
d d , d d

x a x b

a a a b

X t X t
J x t v J x t v

X v t v X v t v

+ +

= =
− −∫ ∫ ∫ ∫ , ( ) ( )1

1
1 d

x

a
h x P t t= ∫ . 

The integral for ( )1 1h x  can be calculated analytically, and the integrals for ( )1 1J x  and ( )2 1J x  

can be presented via hyper-geometric functions. As well known, for a real MEE bimaterial, ε  is 
very small [6] and the influence of the oscillation on the value of  ( )1 1J x  and ( )2 1J x  is 

negligibly small. Therefore by assuming 0ε =  in evaluating ( )1 1J x  and ( )2 1J x , one gets [9] 

 ( ) ( ) ( ) ( )( ) ( )1
1 1 10 1 1 1 1 1cos , , ,

2

x aJ x J x x a b x H a b x aα− −
≈ = − − + , 

 ( ) ( ) ( ) ( )( ) ( )1
2 1 20 1 1 1 1 1cos , , ,

2

x bJ x J x x a b x H a b x bα− −
≈ = − − − , 

where ( )1 1 1 12b a a lα = + − , and ( ), , ,H a b x ξ  is a known function given in [9]. 

Thus, Eq. (13) can be rewritten as 

 
( ) ( ) ( )( ) ( )
( ) ( ) ( ) ( ) ( ) ( )( )

0.5 i 0.5 i
11 1 1 3 1 0 0 1 1 1 1 1 1

1 11 10 1 20 1 1 1 1 1 1 1

i i

1 2 i 1 2 .i i

u x s u x x a x b tm

J x J x t h x tm m

ε εσ τ γ

γ σ τ σ τ π γ γ γ

− ++ = + − − +⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦
′ ′+ + + + − −⎡ ⎤⎣ ⎦

 (14) 

Crack opening displacements (COD) at the initial crack tips are defined as follows 

 ( ) ( ) ( ) ( )1 1 3 3 1 1 3 3, , ,a a b bu a u a u b u bδ δ δ δ= = = =⎡ ⎤ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦ ⎣ ⎦ ⎣ ⎦ . (15) 
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After substituting 1 ,x a b= , respectively, into the expressions of ( )1 1u x⎡ ⎤⎣ ⎦ , ( )3 1u x⎡ ⎤⎣ ⎦ and the COD 

in Eq. (15) will be then acquired as well. In addition, carrying out a similar derivation to the one 
given in [9], the expressions for the electrical displacement and magnetic induction at different 
segments of the interface can be easily obtained (omitted here). 

It is remarked that both the electrical displacement ( ) ( )1
3 1,0D x  and magnetic induction ( ) ( )1

3 1,0B x  

are not singular as well at either the initial crack tips or the points 1a  and 1b . Thus, the proposed 

model removes singularities in all components of the magnetoelectromechanical field. On the other 
hand, it should be pointed out that both the electrical displacement and magnetic induction in the 
pre-fracture zone are not only directly related to the material parameters of MEE bimaterial and the 

applied tension load, but also related to ( )1 1u x′⎡ ⎤⎣ ⎦  and the normal stress in the pre-fracture zone, 

and that the electrical displacement in the pre-fracture zone depends on the applied electrical load, 
and magnetic induction on magnetic load. However, both the normal and shear stresses in the 
pre-fracture zone are independent of the applied magnetoelectrical load. 
 
4. Simplified case of symmetrical loads 
 
For the case of symmetrical loads, i.e., 0 0τ ≡ , placing the apex of the coordinate system in the 

middle point of the crack, one has a b= − , 1 1a b= − , τ τ′ = − , σ σ′ = . In Eq. (10), only one of the 

equations is necessary, which can be expressed as 

 ( ) ( ) ( )1
1 21 1 22 0

1

2 i
i i 1 2i

1
sym sym bm N m N πσ τ σ τ σ ε

γ
− + + = − −

+
. (16) 

where 

 ( ) ( ) ( ) ( )0.5 i 1.5 i 0.5 i 0.5 i

21 1 1 22 1 1

1 1
2 , 2

1.5 i 0.5 i
sym symN b b b N b b bε ε ε ε

ε ε
− + − − += − − = − −

− +
. 

Extracting the real and imaginary parts of Eq. (16), we arrive at the system of linear algebraic 
equations with respect to σ  and τ . The solution of the obtained system can be expressed as 
 ( ) ( )1 0 22 12 0 21 112 , 2rm a a r a aσ σ ε τ σ ε= − = + , (17) 

where the expressions for r  and ( , 1, 2)ija i j =  are the same as those given in [9]. It is worth 

noting that the values of r , ija  and consequently σ  and τ  all depend on the pre-fracture zone 

length 1g b b= . 

Substituting Eq. (17) into the second equation of Eq. (12) and taking into account that a bΔ = Δ  in 

the considered case, one arrives at a transcendental equation with respect to g  as follows 

 ( ) ( )
2 2

21 Y
1 22 12 21 11 2

0 0

4
2 4 2

3
m a a a a

r r
σ σε ε
σ σ

⎡ ⎤ ⎛ ⎞
− − + + = ⎜ ⎟⎢ ⎥

⎣ ⎦ ⎝ ⎠
, 

where the Mises yielding condition ( ) ( )2 2 2
1 1 Y

4
, , 4 0

3
f σ τ σ σ σ τ σ≡ − + − =  and 1 Y2σ σ=  are 

used [9]. 
From Eq. (14), the displacement jumps for ( )1 1 1,x b b∈ −  can be then obtained as 

 
( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( )( )

0.5 i 0.5 i

1 1 1 3 1 0 1 1 1 1 1 1

1 1 10 1 1 20 1 1 1 1 1 1 1

,0 i ,0

1 i i 2 i 1 2 ,sym sym

u x s u x x b x b t

m J x m J x t h x t

ε εσ γ

γ σ τ σ τ π γ γ γ

− ++ ≈ + −⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦
⎡ ⎤+ + − + + − −⎣ ⎦

 

where ( ) ( ) ( )0 1 0 1 1,2sym
i iJ x J x i= =  with a b= − , 1 1a b= − . And the electrical displacement and 

magnetic induction can be expressed as 
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 ( ) ( )
( ) ( ) ( )
( ) ( )

( ) ( )

1
1 1 1 43 33 1 1 1

1 1
3 1 43 33 0 0 1 1 1 1

1 (1)
43 33 33 1 1 1 1

, , , ,

,0 , , ,

,0 , , ,

u x g g x a a b b

D x g g d u x x a b

g g x x a b

η σ

σ η

σ

−

−

−

⎧ ′ + ∈⎡ ⎤⎣ ⎦⎪⎪ ′= − + + ∈⎡ ⎤⎨ ⎣ ⎦
⎪ ∉⎪⎩

% % U

% %

% %

 

 ( ) ( )
( ) ( ) ( )
( ) ( )

( ) ( )

1
2 1 1 53 33 1 1 1

1 1
3 1 53 33 0 0 2 1 1 1

1 (1)
53 33 33 1 1 1 1

, , , ,

,0 , , ,

,0 , , ,

u x g g x a a b b

B x g g b u x x a b

g g x x a b

η σ

σ η

σ

−

−

−

⎧ ′ + ∈⎡ ⎤⎣ ⎦⎪⎪ ′= − + + ∈⎡ ⎤⎨ ⎣ ⎦
⎪ ∉⎪⎩

% % U

% %

% %

 

where 1 41 43 31 33g g g gη = −% % % % , 2 51 53 31 33g g g gη = −% % % % . 

 

5. Case of equivalent properties of the upper and lower bimaterial components 
 
In this case, 1 1γ = , 0ε =  hold true and Eq. (9) takes the form 

 

( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( )1

1

(1) (1) 0 1 0 1 1
33 1 1 31 1 1

0 1

0 0
1 1 1 1 1

0 1 1 1

i
,0 i ,0

2

1
i d i d , , ,

i

a b

a b

m a bx m x x
X x

X t X t
m t m t x a b

X x t x t x

σ τσ σ

σ τ σ τ
π

+ +

+ +⎛ ⎞+ = − +⎜ ⎟
⎝ ⎠

⎡ ⎤
′ ′+ + + + ∉⎢ ⎥− −⎣ ⎦

∫ ∫
 (18) 

where ( ) ( )( )0 1 1X z z a z b= − − . 

Using Eq. (10), the pre-fracture zone stresses can be calculated by the following formula 

 ( )1 11
10 0

1

1ii
i

12i

m l m
m

πσ τ σ τ
σ τ

−+⎧ ⎫ ⎧ ⎫′ ′
= +⎨ ⎬ ⎨ ⎬−+ ⎩ ⎭⎩ ⎭

N . 

Components of the matrix N can be written exactly as  

 ( ) ( )2 1 1 21 1
11 1 1 12 2 2i 1 cos , i cos 1

2 2

l lN Nα α α α− −⎡ ⎤ ⎡ ⎤= − + = − −⎣ ⎦ ⎣ ⎦ , 

 ( ) ( )2 1 1 21 1
21 1 1 22 2 2i 1 cos , i cos 1

2 2

l lN Nα α α α− −⎡ ⎤ ⎡ ⎤= − − = − + −⎣ ⎦ ⎣ ⎦ , 

where ( )2 1 1 12b b a lα = − − . 

For this case, the expression for the displacement jump has the following form 

 
( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( )
1 1 1 3 1 0 1 0 1 1 1 1 1

1 10 1 1 20 1 1 1 1 1

,0 i ,0 i

i i i , , .

u x s u x m x a x b t

m J x m J x t x a b

σ τ

σ τ σ τ π

+ = + − −⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦
′ ′+ + + + ∈⎡ ⎤⎣ ⎦

 (19) 

And 1
aδ , 3

aδ , 1
bδ  and 3

bδ  can then be obtained easily. 

In this case of homogeneous material with symmetrical loading, one has 0τ τ ′= =  and σ σ′ = . In 

the coordinate system with apex in the middle of the crack, ( ) ( )1
31 1,0 0xσ = , a b= − , 1 1a b= −  hold 

true. And only one equation of Dugdale –type  cσ σ=  [10] can be considered. In addition, 

according to the von Mises yielding condition given before, cσ  is related to the material 

parameters of interlayer, which can be taken as ( ) Y2 1 1 3 σ+ . Furthermore, for this case 

2 1 1b bα α= =  and Eq. (18) can be reduced as 

 ( ) ( ) ( ) ( )1

1

2 2
1 1

33 1 0 1 1 1 12 2
11 1

1
,0 d , ,

i

b bc
b b

t b
x x t x a b

t xx b
σσ σ
π

−

−

⎧ ⎫−⎪ ⎪= + + ∉⎨ ⎬−− ⎪ ⎪⎩ ⎭
∫ ∫ . (20) 
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By setting the expression in the brackets to zero, one gets the following equation 

 0

1

cos
2 c

b
b

πσ
σ

= . (21) 

Thus, the pre-fracture zone length can easily be determined from Eq. (21). By the way, it is easily 
known that for internal crack problem of identical MEE material, although the length of pre-fracture 
zone depends on 0σ , σ  in the pre-fracture zone is independent of it. 

It is worth noting that after evaluating the integrals in Eq. (20) and using (21), one gets [9] 

 ( ) ( ) ( ) ( ) ( )
2 2

1 1 11 1 1 1
33 1 1 1 1

1 1 1 1

,0 sin sin , ,c
c

b x b b x bx x a b
b x b b x b

σσ σ
π

− −⎡ ⎤− +
= + − ∉⎢ ⎥− +⎣ ⎦

. 

Considering only imaginary part of Eq. (19) and noting ( )1 1 0u x =⎡ ⎤⎣ ⎦ and Eq. (21), we have 

 ( ) ( ) ( ) ( ) ( )3 1 1 1 1 1 1 1 1 1
1 1

, , , , , ,
2

cu x x b H b b x b x b H b b x b
t s
σ
π

= − − − + − −⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦ . (22) 

The COD at the initial crack tip can be obtained for 1x b=  and can be written in the form 

 0
3

1 1

2
ln cos

2
b c

c

b
t s
σ πσδ

π σ
⎛ ⎞

= − ⎜ ⎟
⎝ ⎠

. (23) 

It is important to note that for the case of isotropic upper and lower bimaterial components with 
( )1 2 1t μ κ= + , 1 1s =  [11], Eqs. (22) and (23) formally coincide with the associated equation of 

Panasyuk [12], and that the expressions for the electrical displacement and magnetic induction at 
the interface can be expressed in a simple form (omitted here). 
 
6. Numerical results and discussion 
 
In this section, for simplicity, numerical calculations only for the case of symmetric loads are 
carried out. As an example, material combination A/B of material A (upper material) and B (lower 
one) is mainly investigated. The material constants of them for material A with volume fraction 
vf=0.3 and for material B with volume fraction vf=0.5 are given by Sih and Song [13]. The interface 
layer was assumed to be elastic-perfectly plastic material with yield stress Y 220M P aσ = [9]. In 

addition, loading combination parameters ( )(1) (1)
0 33 Y 33D d eλ σ α=  and ( )(1) (1)

0 33 Y 33B b hλ σ μ=  are 

introduced to reflect the applied electrical and magnetic loads, respectively. 
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Figure 2. Relative pre-fracture zone lengths versus the applied tension load 

 
The numerical results for the relative pre-fracture zone lengths, stresses in pre-fracture zones and 
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the CODs at the initial crack tips with respect to the normalized applied normal load for different 
material combinations are presented in Figures 2-6, where 0 Yk σ σ= , ( ) 2l b a= − , b b lλ = Δ  

and 0D Bλ λ= = . And if no special explanation is given, all the curves in these figures consider 

only A/B combination. It is remarked that because of the symmetry, only the corresponding 
numerical results for the right pre-fracture zone are plotted. 
Figure 2 shows that the pre-fracture zone length of all current material combinations increases with 
the increasing of applied tension load and it is interesting to note that the pre-fracture zone length of 
A/B material combination is only slightly larger than that of A/A or B/B material combinations. 
Besides, the values of pre-fracture zone length are much smaller than the crack length, even for a 
relatively large external load. Figure 2 also indicates that for the internal crack problem of identical 
MEE material, the pre-fracture zone length is independent of the material properties of MEE 
material. 
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Figure 3. Normalized (a) normal stress and (b) shear stress in the pre-fracture zone versus the applied 

tension load 
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Figure 4. Normalized CODs at the initial crack tip versus the applied tension load 

 
From Figure 3, it can be seen that for A/B material combination, the normal stress in the 
pre-fracture zones increases with the increasing of normalized normal load k , while the magnitude 
of shear stress decreases with the increasing of normalized tension load. The similar phenomena 
have been observed by Loboda et al. [9] for interface crack problem of piezoelectric bimaterial. 
As shown in Figure 4, with the increasing of normalized normal load, although 1

bδ  is negative, the 
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magnitude of 1
bδ  at initial crack tips increases for A/B combination, and 3

bδ  increases for A/B, 

A/A and B/B combinations. It should be pointed out that, as expected, for the considered loading 
cases, 3

bδ  is much larger than 1
bδ . In addition, it is interesting to note from Figure 4b that for A/B 

combination, 3
bδ  is slightly larger than that of both A/A and B/B combinations, which is a novel 

phenomenon different to the one observed in [9] for piezoelectric bimaterial problem. 
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Figure 5. Normalized (a) electrical displacement and (b) magnetic induction along the interface 

under different tension loads 
 

In Figure 5, the distributions of normalized electrical displacement ( ) ( )1
3 1 0,0D x d and normalized 

magnetic induction ( ) ( )1
3 1 0,0B x b  along the crack face are presented, where 0.25D Bλ λ= = . For 

0 Y 0.1k σ σ= =  and 0.3, the pre-fracture zone lengths can be easily determined by Eq. (21). They 

are, respectively, 0.00124a bλ λ= =  and 0.01124, which, in fact, are the same as those given by 

Loboda et.al [9] for piezoelectric crack problem with pre-fracture zone. As shown in Figure 5, on 
one hand, the applied tension loads have significant effects on both the electrical displacement and 
magnetic induction in the pre-fracture zone. On the other hand, for a definite tension load, both the 
electrical displacement and magnetic induction in the pre-fracture zone are almost unchanged. In 
addition, with the increasing of 1x l , both the electrical displacement and magnetic induction 

decrease rapidly, and as expected, the values of ( ) ( )1
3 1 0,0D x d  and ( ) ( )1

3 1 0,0B x b  finally approach 

to 1. 
 
6. Conclusion 
 
A plane strain problem for two MEE half-planes adhered by means of a very thin isotropic 
interlayer has been considered. A novel interface crack model, i.e., an interface crack with both 
open part and pre-fracture zone is put forward. The crack surfaces are assumed to be 
magnetoelectrically permeable. The problem is firstly reduced to a Hilbert problem on the unknown 
normal stress and shear stress in the pre-fracture zones, which can be solved exactly. By introducing 
Mises yielding conditions on interface layer, a system of nonlinear equations is established to 
determine pre-fracture zone lengths. Finally, the corresponding results for both cases of symmetric 
load and equivalent properties of the upper and lower bimaterial components are further obtained. 
From the theoretical and numerical results, the following conclusions can be drawn: 
• For the suggested model, all mechanical, electrical and magnetic characteristics are limited in the 
near-crack tip region, i.e., all singularities connected with the model are eliminated. 
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• For the magnetoelectrically permeable interface crack with pre-fracture zones, 3
bδ  plays a very 

important role in the fracture analysis of the interface crack because it is much larger than 1
bδ . And 

in general, increasing tension loads will cause crack growth and propagation. 
• For the internal crack problem of identical MEE material under symmetrical load, the pre-fracture 
zone lengths are independent of material properties, and the normal stress in the pre-fracture zone is 
independent of applied tension load. 
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Abstract This paper is focused on the determination of the ideal (theoretical) tensile strength of the NiTi 
martensite crystal with B19' and BCO structures which contain (100) compound twins. For comparison, the 
strength of a perfect austenitic B2 structure is also studied. The model of the twinned martensite is 
represented by a supercell containing 40 atoms (20Ni:20Ti) arranged in two variants of the martensite. 
The results show that the presence of twins slightly decreases the ideal strength of NiTi martensite. The ideal 
strength of the B2 structure is three-times higher than that of the BCO one. 
 
Keywords  NiTi SMA, twinning, theoretical strength, ab initio 
 
 
1. Introduction 
 
The shape memory alloys (SMA) represent advanced materials usable in many industrial as well as 
medical applications owing to their shape memory effect which is based on transformations 
between austenitic and martensitic phases. The most frequently used SMA is a binary alloy with a 
nearly equiatomic proportion of nickel and titanium (NiTi). The NiTi alloy crystallizes either into a 
high temperature B2 (austenite) or a low temperature B19' (martensite) structure. An extensive 
overview regarding the NiTi SMA can be found in the paper of Otsuka [1]. 
There is, however a disagreement between experiment and theory since ab initio simulations predict, 
as a structure with the lowest total energy Etot the base centered orthorhombic structure (BCO) 
instead of the experimentally observed monoclinic B19' one [2]. This disagreement raises a question 
why the theoretical simulations do not predict and confirm the experimentally observed martensitic 
structure. One of possible explanations is that the experimental results were measured on a 
polycrystal while the theoretical models consider a perfect crystal that does not contain the planar 
crystallographic defects, like twins or dislocations. Indeed, the real NiTi martensite always contains 
twins and, therefore, it is necessary to include these defects into the theoretical model. In our 
previous ab initio study we considered a sample of the (100) compound twins in NiTi martensite. 
Received results revealed that presence of the selected twins can significantly contribute to 
stabilization of the B19’ structure against the BCO one. Hence, the knowledge of the twinning in 
NiTi SMA at atomistic level is important for deeper understanding the ongoing processes 
(detwinning, martensitic transformation, etc.) in this unique material. 
In this theoretical study we present the ab initio simulations of the (100) twinned NiTi martensite 
subjected to a uniaxial tensile loading that is oriented perpendicular to the twinning planes. 
 
2. Theoretical model of the twinned NiTi martensite 
 
2.1. NiTi twinned martensite 
 
The studied theoretical model of the (100) compound twins in the NiTi martensite is represented by 
a supercell containing 40 atoms (20Ni:20Ti) arranged in two variants of the martensite. From now 
on, this basis will be referred to as TSC – twinned supercell. This TSC is identical to that already 
published in our previous research paper [3] that also contains a detailed description the TSC 
construction. The sample of the (100) twinned structure is depicted in Fig. 1. 
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Figure 1. The sample of (100) twinned NiTi martensite with marked twinned supercell (TSC), both 
martensite variants and twinning interfaces. The tensile loading was applied parallel to the z axis.  

 
2.2. Theoretical simulations 
 
The ab initio simulations were performed within the density functional theory (DFT) developed by 
Kohm and Sham [4]. We used the VASP code (Vienna Ab initio Simulation Package) [5, 6] as a 
particular implementation of DFT to determine the total energy (Etot) of the studied system, the 
stress tensor (σi in Voigt notation) and the forces (F) acting on individual atoms. The VASP uses the 
pseudopotential approach that represents a very efficient way how to reliably describe the valence 
electrons. 
In the present study we utilized the PAW (Projector Augmented Waves) [7] pseudopotential treating 
p-electrons of Ti as valence and the exchange correlation energy by mean of the GGA (Generalized 
Gradient Approximation) with parametrization of Perdew Wang [8]. The cut-off energy restricting 
the number of plane waves in the basis set was 500 eV and the solution is considered to be self 
consistent when the difference of two subsequent total energies is lower than 1.0×10-8 eV. Meshes 
containing 1×13×13 (for TSC), 19×13×13 (for BCO) and 19×19×19 (for B2) of equidistantly 
spaced k-points were constructed for integration over the Brillouin zone. 
The modeled deformation of a crystal lattice is represented by a uniaxial distortion of TSC in the 
selected direction that is perpendicular to the twinning interfaces. The relaxation procedure was 
applied during the entire deformation process to achieve the Poisson contraction (relaxation of the 
lateral stress tensor components). This relaxation means alternating the optimization of the 
translation vectors with optimization of the atomic positions until the relaxed stress tensor 
components reached values below 200 MPa and forces between individual atoms were lowered to 
1×10-2 eV/ Å. 
 
3. Results 
 
3.1. Structure optimization 
 
The uniaxial deformation begins from the equilibrium state and therefore it was necessary to 
determine lattice parameters for all studied structures. The lattice parameters of TSC were taken 
from our previous ab initio study [3] whereas the lattice parameters of the BCO and the B2 
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structures were obtained by a full optimization of those experimentally measured. These parameters 
are listed in Table 1 along with the experimental data [1, 9]. Comparing the presented ab initio data 
with those published in literature one can note a good agreement. This proves that the selected 
VASP settings are sufficient for reliable ab initio simulations. 
 
Table 1. The computed equilibrium lattice parameters of the NiTi SMA. The table also contains the 

experimental and the theoretical data that are available in literature.  
Structure a0 / Å b0 / Å c0 / Å β / [°] 
TSC [3] 28.7 4.11 4.65 90.0 
BCO present * 2.94 4.00 4.93 107.3 
BCO [2] 2.85 3.92 4.82 107.2 
B19' experiment [9] 2.90 4.11 4.65 97.8 
B2 present 3.00 3.00 3.00 90.0 
B2 experiment [1] 3.02 3.02 3.02 90.0 

 
3.2. Theoretical tensile strength 
 
The investigated structures were subjected to a uniaxial loading in the 〈100〉 direction. The 
deformation path started with the equilibrium lattice parameters and continued until the tensile 
stress exceeded its maximal value. The tensile stress σ1 is plotted in Fig. 2 as a function of the strain 
ε1 for all studied structures. The theoretical strengths of the TSC and the perfect martensite are 
identified with the maxima in the stress-strain dependences (see Fig. 2a) since behind these maxima, 
the structures transform into different ones. Fig. 2b contains the stress-strain dependence for the 
austenite where two maxima can be found. Since, there is no structure change during the 
deformation we consider the global maximum as the ideal strength of the austenite.  
The highest theoretical strength σ1 = 34.5 GPa corresponds to the B2 austenite whereas the lowest 
value of 7.6 GPa to the TSC structure. The value of 8.8 GPa for the BCO structure is rather close to 
that computed for the TSC but, indeed, the presence of selected twins slightly reduce the strength of 
the NiTi martensite. The results also revealed that the computed theoretical strengths for both the  
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Figure 2. The dependence of the tensile stress σ1 on the axial strain ε1 for the twinned structure (TSC) and 
the perfect structures (B2 and BCO) of NiTi. The direction of deformation is perpendicular to the 

twinning interfaces. 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-4- 
 

TSC and the BCO lattice are significantly different from that for the austenite which is three times 
higher. A similar difference can be found when comparing the critical strain values. All the 
computed theoretical data are summarized in Table 2. 
 

Table 2. The theoretical tensile strengths σmax of the studied structures along with strain values. 
Structure σmax / GPa ε 
TSC 7.6 0.106 
BCO 8.8 0.219 
B2 34.5 0.795 

 
4. Conclusion 
 
The theoretical tensile strength of the twinned NiTi martensite in the 〈100〉 direction was computed 
using the ab initio simulations and compared with those of perfect martensite and austenite 
structures. The results revealed that the presence of twins in the NiTi martensite only slightly 
reduces its theoretical strength. The results also show that the strength of the austenitic crystal is 
three times higher than that of the martensitic one.   
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Abstract The sinter powder metals have found extensive engineering applications in industry. The 
mechanical property of sinter metals is characterized by high porosity and micro-cracks. Inelastic behavior of 
the materials is coupled with micro-crack propagation and coalescence of open voids. The machining of 
sinter metals has significant influence on material behavior. In the present paper the machining effect on 
damage evolution of sinter iron is investigated under tension and torsion loading conditions experimentally 
and computationally. The tests indicated that damage of the sinter iron initiated already at a stress level much 
lower than the macroscopic yield stress. Based on the uniaxial tensile test an elastic-plastic continuum 
damage model was developed which predicts influence of machining on the damage evolution in the sinter 
iron under tension and torsion loading conditions. The proposed damage model can reasonably predict the 
damage evolution under tension loading for sintered iron. Deviation to the torsion damage is significant 
which implies anisotropic damage evolution. 
 
Keywords Sintered metal, continuum damage model, damage evolution, machining effects 
 
 
1. Introduction 
Powder metallurgy (PM) technology has many advantages in comparison with melting metallurgy 
technology, e.g. low manufacturing cost, high production efficiency, high precision geometry and 
flexible composition of metal elements. With development of powder metallurgy technology many 
high performance components working under high and complex loading conditions are made of PM 
steel in recent years. Microstructure of sintered metals is characterized by high porosity and 
micro-cracks. Inelastic behavior of the material is coupled with inelastic deformations of powder 
particles, micro-crack propagation and coalescence of voids [6]. Interconnected porosity may cause 
higher stress concentrations near the particle connecting necks, while isolated porosity results in 
more homogeneous deformations [13]. Microscopic damage mechanism of sintered metals is 
investigated in monotonic in-situ tensile tests [3]. It is found that micro-cracks always initiate at 
pores of which the long axis is perpendicular to the tensile axis. These micro-cracks open and/or 
propagate under the mode I crack direction. Additional effects on material property are related to 
machining of sinter materials [13]. Experimental observations confirm that both mass density and 
elasticity modulus are significantly changed due to turning manufacture. A dramatic drop is 
determined in the fracture strain, which decreases from 14% to 3-4%, as reported in [13]. It is of 
importance to quantify effects of machining in mechanical property of sinter metal parts. 
 In the present work, damage from machining is studied experimentally and computationally. 
The damage evolution in specimens fabricated in two different machining processes is investigated 
under tension and torsion loading conditions. The damage variable is defined within the framework 
of thermodynamics and experimentally determined by monitoring changes of Young's modulus or 
shear modulus. It is found that damage in the sintered iron nucleates at a load level much lower than 
yield stress and fractured in the semi-brittle manner in spite of large plastic deformations. The 
machining effects on the mechanical properties were experimentally quantified and represented as 
state variable in the proposed continuum damage model. The continuum damage model should be 
able to predict the damage evolution in the sintered iron and verified based on detailed experiments. 
The influence of machining on the damage evolution was predicted with the proposed damage 
model, where the initial damage duo to machining is considered. 
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2. Materials and Specimen fabrication 
 
To investigate mechanical behavior of sinter metals, the pure iron powder (atomized Hoeganaes 
ASC.100.29) from Hoeganaes Corporation was used to produce specimens. The organic binder (0.6% 
HDL-wax) is added into iron powder to improve lubricity during compaction of the green material. 
The green material is sintered at 1120◦C for 60 min in the 95% N2 and 5% H2 atmosphere. The 
binder was burned out in the first stage of sintering. The average density of material after sintering 
is 7.2g/cm3, that is, the material contains ca. 8% air, i.e. porosity. The tensile bars specimens (Fig. 1) 
are fabricated directly by compacting and sintering, which is considered as reference material to 
determine machining effect on mechanical properties of material. The tubular specimens (Fig. 2), 
however, cannot be sintered directly and have to be machined from large piece of sinter materials. 
In the present work, the tubular parts are taken from cylindrical blanks with a diameter of 200mm. 
Generally speaking, the material property of the sinter iron is very sensitive to machining process.  

            
Figure 1. MPA specimen without machining          Figure 2. Thin-walled tube specimen by machining   
 
 The tubular specimens were machined with two different fabrication procedures in order to 
investigate the influence of machining procedure. The first procedure is followed by a conventional 
mechanical machining procedure of tubular specimen: Drilling-boring-turning (TBD). In this 
machining procedure the machining speed was well controlled. With the second machining method, 
the hole of the tubular specimen was mainly fabricated with the wire cut electrical discharge 
machining (WEDM) technology. After wire cutting, the remained thin oxide layer was removed by 
grinding. In compare with conventional machining procedures, the second fabrication procedure is 
more time-consuming.  
  
3. Experimental results 
3.1. Machining effect on the stress-strain curve 
For investigating the effect of machining on mechanical properties of sintered iron, tensile tests 
were carried out with both tensile bar specimens und tubular specimens fabricated by different 
machining procedures. The tensile bar specimen is as-sintered without additional machining, which 
is the reference specimen for tension test of sintered steel according to DIN EN ISO 2740. In Fig. 3, 
it is shown that the tensile bar specimen shows a distinct Lüder’s band, whereas it was not observed 
in the tubular specimen fabricated by TBD. The machining induces severe plastic deformations into 
specimen and the material seems strong to be hardened due to cold-working. The Lüder’s band 
disappear in the TBD tubular specimen. With WEDM the tubular specimen seems not much 
different and its stress-strain curve nearly coincides with that of the tensile bar specimen (Fig 3). 
The most dramatic change due to machining is observed in the fracture strain, whereas the tensile 
bar specimen was broken at 12-14% of elongation, the TBD specimen shows 3.8% as fracture strain. 
More mechanical properties of both as-sintered and machined specimens are summarized in Table 1. 
Whereas WEDM does not distort sinter material, TBD generates significant damage to the 
specimen. Damage from conventional machining can affect sinter metal property substantially. 
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Figure 3. Stress-strain curves from differently fabricated specimens. 

 
 The porosity of specimens was measured before and after conventional machining by image 
analysis technique and Archimedes method, respectively. Optical micrographs revealed a 
significant increase of porosity after TBD machining. The average density of specimens after 
machining was increased from 7.2g/cm3 to 7.4g/cm3, which is higher than the density before 
machining. In other words, the porosity of specimen before machining was reduced from 8.5% to 6% 
after machining procedure (TBD). The material of specimen was densified during machining. 
 
Table 1. Mechanical properties of tensile specimen and tubular specimens. 
 
 
 
 
 
 
 
 For sintered metal, Young’s modulus can be expressed as a function of the porosity of 
material  

 E
Eful

= ( ρ
ρ ful

)ω , (1) 

where ρ is the porosity of material, ρful   is density of fully dense material (ρful =7.86g/cm3 for iron), 
and Εful  is the Young’s modulus of fully dense material (according to literature the Young’s 
modulus of fully dense iron is 201GPa) [3]. With the elastic modulus of specimen for density 7.2 
g/cm3, one obtains that ω=2.46. For the material of density 7.4 g/cm3 the theoretical elastic modulus 
should be 176GPa. Compared with elastic modulus determined in the experiment, it implies that the 
specimen contains initial damage after conventional machining, which reduces the elastic modulus.  
 Summarizing observations above, one may conclude that the conventional machining 
procedure will harden and embrittle the sintered iron significantly. Furthermore, the material is 
densified and damaged during machining. With the WEDM machining, the machining effect is 
insignificant. The material properties of as-sintered material can be approximated by the WEDM 

Specimen Type E  
[GPa] 

σy 

[MPa] 

σu 

[MPa] 
εf 

[%] 

Tensile bar without machining 164 135 255 12.3 
Tubular specimen (TBD) 163 130 248 3.8 
Tubular specimen (WEDM) 162 134 254 12.7 
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tubular specimen.  
 

           
(a)      (b)                                                                           

Figure 5. Microstructures of the sintered iron ASC.100.29 with density 7.2g/cm3. (a) Before machining. (b) 
After conventional machining (TBD) the material is densified to 7.4g/cm3. 

 
3.2. Damage evolution in different specimens 
The loading and unloading cycles were designed to accomplish in different loading stage in order to 
investigate the damage evolution in the whole loading range. All tests were performed at a strain 
rate about 10-4/s and at room temperature in MTS 809 axial/torsion testing machine. Axial/torsional 
extensometer of MTS Corp. was used to measure axial and torsional strains during tests. The gauge 
length of the extensometer used was 25mm. 
 Material damage can be expressed by diminishing of the elastic modulus [10], 

 
 
D = 1− E ( )

E0
 (2) 

where E0 denotes the initial elasticity modulus of the sintered metal without damage and E 
depending on deformations stands for actual elasticity modulus. With developing material damage, 
the material stiffness, i.e. E-modulus, decreases. In experiments E is determined from unloading 
controlled by stress to avoid compression according to the suggestion of Lemaitre [10], as shown in 
Fig. 6(a). Since unloading is limited within a small range, damage due to unloading is negligible. 
The damage evolution in the uniaxial tension test is plotted in Fig. 6(b). In the figure the damage 
evolutions of tensile bar and WEDM tubular specimen are nearly identical. That is, the WEDM 
machining has negligible influence on the damage evolution. On the other side, the material 
stiffness loses dramatically in very small strain and then diminishes almost linearly. This result 
implies that material damage nucleates even under elastic loading condition and develops with 
further inelastic strains. The relation between damage and stress/strain can be approximated by the 
known Ramberg-Osgood model, as 
  D = Aσ + Bm  (3) 
with A, B and m>1 as fitting parameters. The damage relation in Eq. (3) is shown in Fig. 6(b) and its 
development is dominated by the linear term in small loading region. Damage is nucleated under 
elastic material state and mainly linear proportional to applied stress, since the nonlinear term is 
vanishingly small for small strain. If the material becomes plastic, the strain will grow 
over-proportionally, so that the influence of the linear term disappears. The exponent m is larger 
than 1, so that the damage curve for the sintered metals is convex. From dense ductile materials it is 
known that damage nucleates at large plastic strain and grows very gradually, the damage evolution 
curve is concave [10]. The convex development implies a very different damage mechanism in the 
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sintered metal. 
 

    
(a)                                         (b) 

Figure 6. Uniaxial tensile tests. (a) Loading-unloading cycle to determine elastic modulus. (b) Damage as a 
function of strain. 
 
 Damage evolution in torsion can be determined in the same way as that in tension. The 
influence of machining on damage evolution is shown in Fig. 7 for both tension and torsion 
loadings, where damage is expressed as a function of the equivalent strain, εeq = ε 2 + γ 2 / 3 . The 
experiments reveal that the damage evolution under shearing is similar to that under tension. But the 
fracture strain of torsion is dramatically larger than that from tension, which implies effects of the 
stress triaxiality. As expected, damage in the TBD specimens develops more quickly than that in the 
WEDM specimens and the TBD specimens fail at smaller strains for both tension and torsion 
loadings. But the influence of machining on the damage evolution under torsion loading is smaller 
than under tension.    
 

 
Figure 7. Evolutions of damage in different specimens.    Figure 8. Effective stress-strain curves  
 
4．Continuum damage model  

 
In the framework of infinitesimal deformation, the strain rate tensor is decomposed into elastic and 
plastic part as 

   ij = 
e
ij + 

p
ij . (4) 
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In the present work, the scalar damage variable as defined in (1) is introduced to describe 
degradation of the sintered metal in the framework of continuum damage mechanics. Based on the 
strain equivalence hypothesis, the effective stress in the undamaged configuration is defined as 
[1,2,10] 

 
 
σ ij =

σ ij

(1− D)
.  (5)  

The effective stress-strain curves for both types of specimens are plotted in Fig. 8. Then, the 
thermodynamic driving force associated with damage variable D is given based on the 
thermodynamic framework for continuum damage model proposed by Lemaitre [8,10] as 

 Y = σ e
2

2E0 (1− D)
2 f η( ),  (6) 

with 

 f η( ) = 2
3
(1+ν )+ 3(1− 2ν )η2.  (7) 

Above   f (η)  represents dependence on the stress triaxiality,   
η =σ H /σ eq , where  σ H is the 

hydrostatic stress and  
σ eq is Mises stress.  

 
4.1. The damage evolution law with initial damage 
Experimental observations for the sintered metals reported in the previous section reveal that 
material damage occurs under very low stress amplitude, i.e. damage is induced by elastic 
deformations before the material is plastic. Thus, the damage variable can be decomposed into 
elastic damage and plastic damage, as 
 D = De + Dp .  (8) 
Obviously, the decomposition is consistent to experimental data for the uniaxial state, Eq. (3).  
 
4.1.1. Elastic damage evolution 
The elastic damage was known in brittle materials, such as concrete, rocks etc. Various elastic 
CDM models have been developed for modeling elastic damage accumulation in the brittle 
materials [7，9], which can be extended to characterize the elastic damage in the sintered metal. The 
potential function for the elastic damage is defined as  

 Fe
D = Y − Z(De ),  (9) 

where Z is the material resistance against material damage. Following the material resistance can be 
expressed in the exponential form 

 Z = Y0 +
1
b
ln De

sa − De
0

De
sa − De

⎛
⎝⎜

⎞
⎠⎟
,  (10) 

where   Y0  is the initial resistance against material damage and b is a model parameter.  De
sa  

represents the saturation of the elastic damage since in elastic-plastic materials the elastic damage 
will not finally destroy the structure but accelerate the final failure.   De

0  denotes initial elastic 
damage, which can be induced by manufacturing process or previous loading history. From the 
maximum dissipation principle, the damage evolution law is expressed in the rate-form as 
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De = λb

∂Fe
D

∂Y
= λb .  (11) 

In case with damaging, the damage multiplier   
λb  is determined by the damage consistency 

condition,  

 
 
dFe

D = ∂Fe
D

∂Y
Y − ∂Z

∂De

λb = 0. (12) 

The evolution equation of the elastic damage is expressed as 

  
De = (De

sa − De
0 ) b exp −b Y −Y0⎡⎣ ⎤⎦ Y ,  (13) 

or De = De
0 + (De

sa − De
0 ) 1− exp −b Y −Y0⎡⎣ ⎤⎦{ }. (14) 

where   ⋅   is the Macauley bracket, i.e. 
  

x = | x |+x( ) / 2 .  

 
4.1.2 Plastic damage evolution 
In ductile materials the damage is mainly accumulated due to plastic deformations. Following the 
concept by Bonora et al. [1, 2] interactions between plastic dissipation and damage dissipation can 
be neglected. The plastic damage dissipation potential F exists and can be expressed as sum of 
plastic damage potential,  

Fp
D , and plastic deformation potential, Ψp, as 

 F = Fp
D +ψ p . (15) 

Based on the hypothesis of the strain equivalence and the effective stress concept, the plastic 
dissipation potential for the material can take the form of the J2 plasticity theory, 

  ψ p = σ e − σ y0 − R(r),  (16) 

where the effective Mises stress is defined as 

 
 
σ e =

3
2

sij
1− D

⎛
⎝⎜

⎞
⎠⎟

sij
1− D

⎛
⎝⎜

⎞
⎠⎟

 (17) 

with  
sij  as the deviatoric stress tensor. The damage dissipation potential proposed after Bonora et 

al. [1, 2] for the plastic damage model is written as 

 
  
Fp

D = 1
2

Y 2

S0

1
1− D

⎡

⎣
⎢

⎤

⎦
⎥

(D p
cr − Dp )(α−1)/α

p(2+n)/n ,  (18) 

where  S0 is damage material parameter, n is the plastic hardening exponent in the Ramberg-Osgood 
model, α  is the damage exponent that determines the shape of the damage evolution law and  p  
is the accumulated plastic strain. Dp

cr  is critical plastic damage value.  
 Based on the maximum dissipation principle, the evolution of internal variables can be 
obtained via the normality rule as 

 
  
ij
p = λp

∂F
∂σ ij

= λp

∂ψ p

∂σ ij

, Dp = λp
∂F
∂Y

= λp

∂Fp
D

∂Y
, λp = p(1− D).  (19) 
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The effective stress can be formulated as a function of the plastic strain in the Ramberg-Osgood 
law, 

 
 
σ eq =

σ eq

1− D
= Kp1/n .  (20) 

Recalling Eqs. (18) - (20) and Eq. (6), the plastic damage evolution law is derived as  

 

    

Dp =

0 if p < th  or σ H ≤ 0),

K 2

2E0S0

f (η)
(Dp

cr − Dp )(α−1)/α

p

⎛

⎝
⎜

⎞

⎠
⎟ p if p ≥ thand σ H ≥ 0).

⎧

⎨
⎪⎪

⎩
⎪
⎪

 (21)  

It is assumed that the plastic damage will not grow in the compression stress state [2]. The plastic 
damage process remains inactive until the effective accumulated plastic strain p reaches the 
threshold strain   th  for the positive hydrostatic stress. 

 With  
Dp = Dp

cr  at  p = pcr  as the final critical damage to fracture, integrating the equation 

above over 
  
[Dp

0 , Dp
cr ]  for  D  and    [th , pcr ]  for  p  under proportional loading condition, where 

  
Dp

0  is initial plastic damage, one gets 

 
   
[Dp

cr − Dp
0 ]1/α = 1

α
K 2

2E0S0

f η( ) ln
pcr

th

⎛

⎝⎜
⎞

⎠⎟
.  (22) 

Integrating the equation above over 
  
[D, Dp

cr ]  for D and    [ p, cr ]  for p, one gets 

 ( )
2

1/

0 0

1[ ] ln .
2

cr p cr
p

KD D f
E S p

pα

α
η ⎛ ⎞

− = ⎜ ⎟
⎝ ⎠

 (23) 

For uniaxial tension f η( ) = 1, pcr = εcr , Eq. (23) can be re-written into 

 
   
[Dp

cr − Dp
0 ]1/α = 1

α
K 2

2E0S0

ln
εcr

th

⎛

⎝⎜
⎞

⎠⎟
.  (24)        

Dividing Eq. (24) with Eq. (23), one obtains the explicit expression for plastic damage as a function 
of the equivalent plastic strain for proportional loading cases  

 

   

Dp = Dp
0 + (Dp

cr − Dp
0 ) 1− 1−

ln( p / th )
ln(cr / th )

f (η)
⎡

⎣
⎢

⎤

⎦
⎥

α⎧
⎨
⎪

⎩⎪

⎫
⎬
⎪

⎭⎪
. (25) 

Dividing Eq. (23) by Eq. (25), the fracture strain under proportional loading can be expressed as 

 
   
pcr = th ⋅

εcr

th

⎛

⎝⎜
⎞

⎠⎟

1/ f (η )⎡⎣ ⎤⎦

 (26) 

 
4.2. Identification of model parameters 
Identification of the damage model parameters is accomplished with uniaxial tests using the 
WEDM tubular specimens, i.e. tensile and compressive tests. For verification, the fracture strain in 
multi-axial experiments and influence of machining on the damage evolution of specimen should be 
predicted by the CDM [11]. 
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 In Fig. 8, the material parameters for Ramberg-Osgood power law can be obtained by fitting 
for both machining procedures. According to the experimental results, the average density of 
material is increased after machining. On the other words, the material is compressed during 
machining. It is well known that ductile damage grows more slowly in compression stress state. The 
initial plastic damage is negligible. The initial damage is considered as elastic damage. And the 
initial plastic damage is not activated during machining, Dp

0 = 0 . The initial elastic damage is 

calculated by De
0 = 0.074 , E0 is 176GPa for material with density 7.4g/cm3.  

 

 
(a)                                         (b) 

Figure 9. Development of the damage as a function of applied load. Symbols denote experimental data and 
curves are results from the CDM model. (a) Evolution of the elastic damage with energy release rate. (b) 
Plastic damage evolution with the plastic strain. 
 
 Since it is assumed that plastic damage will not accumulate in the compressive stress state, the 
compression test is used to identify the model parameters of the elastic damage evolution for the 
isotropic elastic damage. The elastic damage becomes almost stationary for higher loading. The 
model parameters  De

sa , b and   Y0  are identified by fitting the experimental curve as shown in Fig 
9(a). 
 The plastic damage evolution should be obtained from the elastic-plastic tensile tests. From 
the uniaxial tensile tests the critical ductile damage can be approximated by  

Dp
cr = Dcr − De

sa . The 
result of Eq. (25) is plotted in Fig. 9(b), in which the ductile damage is expressed as a function of 
the plastic strain. The material parameters of the elastic-ductile damage model for sintered iron are 
summarized in Table 2. 
  
Table 2. Summary of the material model parameters for the sintered iron 

Elasto-plastic material properties: 
Tubular specimen(Conventional machining)  
 E0 = 176000MPa; ν = 0.27; σy0 = 135MPa; n = 4.955; K = 608MPa 
Tubular specimen(WEDM) 
 E0 = 162000MPa; ν = 0.27; σy0 = 135MPa; n = 4.714; K = 549MPa 
Elastic damage evolution law:  
 Db

sa = 0.091; b = 19.961; Y0 = 0.04MPa, 
Plastic Bonora damage evolution law:  
ϵth = 0.00038; α = 0.47; S0 = 27.85MPa; ϵcr = 0.12522; Dp

cr = 0.205; Dcr = 0.296 
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4.3. Failure Prediction of the CDM model 
Using the material parameters identified in the previous section, damage evolution of sintered iron 
is predicted for both tension and torsion loading condition according to Eq. (25). Furthermore, the 
equivalent fracture strain is also predicted for combined tension-torsion condition with Eq. (26).  
 

 
Figure 10. Comparison between experiments and       Figure 11. Variations of final fracture strain in 
         computational predictions                          tension-torsion specimens.  
                                                   
 Experimental observations of different sinter metal specimens are plotted in Figs. 10 and 11 
in which symbols denote experimental data. With increasing stress triaxiality, the material behaves 
more brittle, that is, the fracture strain decreases rapidly. Obviously, the prediction from the CDM 
model is accurate for the WEDM specimens in comparison with the tension and torsion tests.  
 For the TBD specimen, it is seen that the proposed model is not able to accurately predict the 
machining effect on the damage evolution under torsion loading. The deviation becomes more 
significant with decreasing stress triaxiality in the range of  η < 0.25 . That means that the 
machining influence on the damage evolution is strongly depending on loading mode. In the 
machining process, the initial damage induced by mainly shearing in specimen. Under this situation 
the damage in the form of micro-cracks would be perpendicular to the specimen axis, which is very 
sensitive to axial tension, not to the torsion. That is, the damage is strongly anisotropic. 
Additionally, the initial damage is not constant in the tubular specimen. It will lead to stress 
gradient in the subsurface of specimen. For this reason, the initial damage gradient has to be 
considered in investigation of machining effect in order to reasonably predict the damage evolution 
of material contains machining effect.   
 
5. Conclusions 
In the present work damage evolution in a sinter iron is studied experimentally and computationally. 
Based on both analytical and computational discussions following conclusions can be drawn: 
• Experiments on both tension and torsion tests confirm that the sinter material stiffness decreases 

rapidly with applied load. The degradation of material occurs at much lower load level than 
yield stress. 

• The damage variable in the continuum damage model is decomposed into elastic damage and 
plastic damage, where the elastic damage is characterized by the stress and the plastic damage is 
mainly controlled by the plastic strain. The evolution equations for both damage variables have 
been developed within the framework of thermodynamics. The initial damage is considered in 
the damage evolution law. Explicit expressions for both damage evolutions have been obtained. 

• Conventional machining (TBD) has significant influence on the mechanical properties of the 
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sintered iron. The sinter metal is densified，hardened and damaged. Fracture strain decreases 
dramatically. The machining changes the dependence of damage evolution on loading mode. 
The results show that the proposed damage model is able to predict machining influence on 
damage evolution under tension loading, but not under torsion. 
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Abstract  
Hydrogels were prepared from bovine and porcine gelatin powders of different Bloom values. Gelatin 
concentration and pH were selected to obtain self-supporting gels with stiffness in the range of those 
employed in structural applications in foodstuff, ballistic and pharmacy. Glycerol and sorbitol were also 
added in gel formulations. Deformation and fracture behaviors were assessed by means of gel strength 
measurements, uniaxial compression tests and wire cutting experiments. All gels showed non-linear elastic 
deformation with strain hardening and brittle fracture. Large deformation was described with a first order 
Ogden constitutive model. Strain hardening was attributed to protein chains renaturation capability under 
stress. It was found that neat porcine gelatin gels displayed higher gel strength, shear modulus, failure strain 
and stress, fracture toughness and water retention than bovine gelatin gels. The addition of sorbitol and 
glycerol caused an increase in water retention capability and a marked enhancement in gels´ fracture 
toughness. The major content of hydrophilic amino acids in the gelatin, the stronger the effect of glycerol 
and sorbitol on gelatin network morphology. The correlation between large deformation and fracture 
toughness parameters with the technological gel strength values was also investigated. 
 
Keywords:  hydrogels, gelatin, fracture toughness, depth sensing indentation  
 
1. Introduction 
 
Hydrogels consist of three-dimensional hydrophilic polymer network with the ability of swelling 
and retain large volumes of water without dissolution [1]. Hydrogels can be obtained from synthetic 
polymers, but those derived from biopolymers such as proteins and polysaccharides are being 
preferred due to their renewable nature, low toxicity, biodegradability and biocompatibility [2].  
Among natural polymers gelatin is an attractive candidate as raw material for preparing hydrogels 
because its gelling ability. It is unique among hydrocolloids in forming thermo-reversible physical 
gels with a melting point close to body temperature [1]. 
The main gelatin hydrogels applications include their use as: i) ingredients to improve elasticity, 
consistency and stability of foods [3]; ii) human tissue simulants in ballistic studies [4]; iii) carriers 
for drug delivery systems [5]; iv) scaffolds for cell growth in tissue engineering [6]. Mechanical 
requirements for hydrogels in the aforementioned applications are large deformation capability 
together with proper toughness and stiffness level. Independent tuning of elastic modulus, 
deformation capability and fracture toughness becomes highly desirable to the development of 
hydrogels with tailored properties. So that, the assessment of mechanical properties and the 
knowledge of whether they are influenced by gelatin source and additives are of fundamental 
importance and constitute the aim of this research.  
Determining reliable mechanical properties of soft materials like hydrogels is a challenged task due 
to its low modulus (of the order of kPa) and complex mechanical behavior. Hydrogels are soft but 
exhibit brittle failure and show dependence with strain rate, as polymers does (see for example in 
[7]). 
The gel strength is the most popular property used to mechanically characterize gelatin gels [8]. It is 
determined using the so-called Bloom test, which consists on performing an indentation test under 
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specifically defined conditions -gelatin concentration (6.67 %), temperature (10 ºC), maturation 
time (17 h), indentation depth (4 mm), cylindrical plunger (12.5 mm diameter)- thus allowing gel 
strength to be expressed in the normalized Bloom value. It has been shown that the Bloom value is 
linked to the stiffness of the gel network [9].   
In this work, deformation behavior and fracture toughness of gels based on two commercial 
mammalian gelatins differing in collagen source (ie. with different amino acid composition [10]) 
and Bloom value are assessed. Large deformation behavior is evaluated by uniaxial compression 
experiments and for fracture toughness, the Gc parameter is determined by the wire cutting 
technique [7]. The effect of adding sorbitol and glycerol, two common additives in gels 
formulations, on mechanical performance is also analyzed and discussed. The relationship between 
gel strength and shear modulus, fracture toughness and ultimate deformation properties is also 
investigated. 
 
 
2. Experimental 
 
2.1. Gelatin Gels preparation  
 
Bovine hide gelatin type B, Bloom 200, isoionic point (Ip) 4.7-5.4 and porkskin gelatin type A, 
Bloom 250, Ip 7-9 were kindly supplied by Rousselot (Argentina). Glycerol analytical grade were 
purchased from DEM Chemicals (Mar del Plata, Argentina). D-Sorbitol monhydrate (S) and buffer 
solution pH 7 and pH 10 were purchased from Anedra (Buenos Aires, Argentina).  
Gelatin solutions were prepared by dissolving the gelatin powder (20wt%) in a buffer solution with 
continuous stirring at 50ºC. The buffer was selected over the gelatins’ isoionic points (pH=7 for 
bovine and pH=10 for porcine gelatins). In addition, glycerol and sorbitol were incorporated at a 
concentration of 25wt% (based on dry gelatin powder). Glycerol and Sorbitol are non-solvents for 
gelatins so that the initial gelatin concentration in water was kept constant in each formulation. The 
designation of prepared gels is B0, B1 and B2 for bovine based gels containing neat gelatin, glycerol 
and sorbitol, respectively. Analogous, porcine gelatin gels are designated as P0, P1 and P2.  
The resulting homogeneous solutions were poured into specially design Delrin® molds and kept at 
room temperature during 15min to form the gels. Specimens were then wrapped in film in order to 
minimize drying out and stored at 4 ºC during 48 h. Before testing samples were conditioned at 21 
ºC during 2 h.  
 
2.2. Physical and mechanical characterization 
 
2.2.1 Water Retention: For each formulation, three gel specimens were dried in an air circulating 
oven at 105ºC until constant mass. Samples were weighted with an accuracy of 0.0001g before and 
after drying to determine the initial mass (mi) and the gelatin dry matter (m0), which was normalized 
by the glycerol and sorbitol content. Gel water retention (WR) was then calculated as:  

0

0

(%) .100im mWR
m
−

=          (1) 
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2.2.2 Transmission optical microscopy (TOM): Inspection was performed on gels samples 
employing a Leica DMLB microscope provided with a video camera Leica DC 100. 
2.2.3 Scanning Electron Microscopy (SEM): Inspection was performed in a JEOL JSM-6460LV 
microscope in order to analyze the ultra-structure of gelatin gels. The prepared samples were frozen, 
lyophilized, cryofractured and coated with a thin film of Au/Pd before inspection.   
2.2.4 Gel Strength: Measurements were carried out on prepared gels using an INSTRON 3369 
universal testing machine. Samples were cylindrical blocks having 25 mm of diameter and height. 
Gel strength was determined as the maximum load measured after a steel cylindrical plunger 
penetrated 4mm into the sample surface [11]. The plunger was flat-faced and had a diameter of 10 
mm. A Load cell of 0.1 kN was used and the penetration speed was 25mm/min. The gel strength 
was taken as the average value of four measurements performed on different samples. 
2.2.5 Uniaxial compression: Tests were performed on cylindrical samples with a diameter and 
height of 25mm in an INSTRON 4469 universal testing machine. Experiments were conducted at 
two loading rates (5 and 25 mm/min). A 0.5 kN load cell was used. A Teflon spray was applied at 
the interface between sample and compression platens in order to diminish friction. At least five 
replicates were tested at each loading rate. Samples were loaded up to fracture. The obtained load 
(P)- displacement (v) data were converted to true stress (σ) vs. true strain (ε) curves assuming that 
the material was incompressible. Data were also expressed in terms of and true stress (σ) – stretch 
ratio (λ = eε).  
2.2.6 Wire Cutting tests: Experiments were carried out in an INSTRON 4469 universal testing 
machine equipped with a specially designed grip and a 0.5 kN load cell. The grip allows the wire to 
be tight and perfectly aligned with the sample surface. Seven steel wires of different diameters (d) 
ranging from 0.2 to 0.8 mm were used and the cutting rate was 25 mm/min. The samples were 
rectangular blocks of length 30 mm, width 20 mm and height 20 mm. For each wire diameter at 
least five cuts were performed. The steady-state cutting energy was obtained by dividing the cutting 
force, Fc, by the specimen width, b. A linear relationship between the normalized cutting force Fc/b 
and wire diameter d is postulated [12]:  

( )1c
c y k

F G d
b

σ μ= + +         (2) 

where σy is a characteristic stress and μk is the kinetic friction coefficient. By extrapolating the 
steady state cutting energy to zero wire diameter, Gc is obtained (Eq. 2) since the work input is 
consumed solely by the propagating crack.  
2.2.7 Statistical Analysis: Analysis of variance (ANOVA) was carried out to find differences in the 
measured properties of gelatin gels due to the addition of glycerol and sorbitol. The bovine gelatin 
gel series (B0, B1 and B2) and the porcine gelatin gel series (P0, P1, P2) were analysed by an 
independent ANOVA. Differences between means were analysed using the Tukey´s test for post hoc 
comparison (p < 0.01). Analysis was performed using STATISTICA 6.0 (Statsoft, Inc., Tulsa, USA). 

 
3. Results and Discussion 
 
Gelatin powder concentration, pH and temperature values used in gels formulation were selected to 
obtain self-supporting gels with stiffness in the middle range of those employed in structural 
applications in foodstuff, ballistic and pharmacy (E = 1 to 103 kPa) [13,14]. Gelatin concentration 
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was kept constant in all materials, but owing to the different amino acid composition [10] and 
molecular weight of both types of gelatins and due to the presence of additives, different gel 
mechanical properties are expected.  
All prepared gelatin gels show optically clear appearance and transparency. The incorporation of 
additives- glycerol and sorbitol- seems to not alter their physical integrity or optical appearance. 
 
3.1 Water Retention Capability 
 
As can be seen in Table 1, P0 gel shows higher water retention capability than B0. The 
incorporation of glycerol and sorbitol increases the amount of retained water in both types of gels. 
In comparison, the increase in water retention capability is larger in gels containing glycerol than in 
those with sorbitol because glycerol molecules are more hygroscopic than sorbitol ones due to its 
smaller size.  
 
3.2 Gel Strength 
 
Gel strength values of gelatin gels are also given in Table 1. Gel strength of P0 is higher than B0 in 
agreement with the larger Bloom value of porcine gelatin. As well, all porcine gelatin based gels are 
stronger than bovine based ones, being P2 the strongest gel of the series.  
Gel strength values do not decrease with increasing water content in modified gels, indicating a 
strong impact of glycerol and sorbitol on gelatin gels network structure. The increase in gel strength 
is consistent with the explanation that the addition of polyhydric alcohols may create a shorter mean 
distance between junction zones by increasing the number of crosslinking points [15] and that 
co-solvent do not participate in the interlinking of protein molecules but they reduce the available 
water by preferential hydrogen bonding with water molecules [16].   
 

Table 1. Water retention and gel strength of prepared gelatin gels. 
Gel Water Retention (%) Gel Strength (N) 

B0 355.6 ± 1.5a 4.09±0.12a 

B1 447.7 ± 1.9b 3.61±0.24b 

B2 365.7 ± 3.1c 3.88±0.14ab 

P0 429.3 ± 6.4A 4.40±0.08A 

P1 448.3 ± 2.9B 4.12±0.01B 

P2 437.4 ± 1.8B 4.71±0.10C 

Different letters in the same column indicate significant differences between means 

(p<0.05). 

 
3.2 Large Deformation Properties 
 
Previous investigations [17, 18] demonstrated that the uniaxial compression response of the studied 
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gelatin gels is independent of strain rate within a range from 0.1 to 10min-1 and that it is completely 
reversible.  
Figure 1 shows the stress-strain curves obtained for bovine (Fig. 1-a) and porcine (Fig. 1-b) based 
gelatin gels in uniaxial compression experiments at a strain rate of 1/min. The compression 
response of all gels is non-linear elastic with strain hardening up to catastrophic fracture. The 
scattering in uniaxial compression curves is wider in porcine gels than in bovine gels. This maybe 
related to the higher content of trapped air microbubbles in the porcine gels as thrown by TOM 
inspection of gel samples.  
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Figure 1. Stress-strain curves obtained in uniaxial compression tests for a) bovine and b) porcine based 

gelatin gels. 
 
The simplest law used to model materials that behave elastically and show strain hardening when 
subjected to large strains is the first order Ogden constitutive equation. It can be expressed in terms of 
true stress σ and stretch ratio λ, as: 

( )22 α αμσ λ λ
α

−= −          (3) 

where μ is equal to the material shear modulus and α is a parameter related with strain hardening 
capability [19]. More negative α values indicate large strain hardening, while less negative ones 
stands for more linear elastic behavior.  
For each experimental set of curves, a least square fit was performed taking all stress-stretch ratio 
data up to λ=0.35. The obtained model parameters are given in Table 2. This simple model (Eq. 3) is 
able to well describe the behavior of gelatin gels as judged by the values of the regression coefficients 
(R2) and the errors in the model parameters. The source of strain hardening capability of gelatin gels 
may rely on the ability of the protein molecules to recover the native collagen triple helix 
configuration under stress. This behavior has already been suggested to explain improvements in 
mechanical properties of gelatin films [20]. As protein renaturation is a completely reversible 
process, gelatin gels are capable to recover its original configuration after load removal, displaying 
non-linear elastic behavior.  P0 is more able to strain harden than B0 (see the more negative α value 
in Table 2).  
The shear modulus of P0 gel is larger than the one determined for B0 gel (Table 2), consistently with 
its higher Bloom value. The addition of sorbitol and glycerol slightly modifies the Ogden constitutive 
parameters except for the P2 gel in which α becomes less negative and μ decreases. The change in α 
is consistent with a larger amount of physical crosslinking points in the gelatin network, which 
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constrains renaturation of protein molecules under stress. The decrease in μ maybe related to the 
higher water content in the gel. 

Table 2. Mechanical parameters obtained from uniaxial compression tests. 
Gel sample μ (kPa) α R2 Fracture stress 

(kPa) 
Fracture 

strain 
B0 9.29 ± 0.09a -1.40 ± 0.02a 0.9826 69.2±8.1a 1.23±0.12 
B1 12.07 ± 0.06b -1.44 ± 0.01b 0.9954 90.6±3.5b 1.20±0.02 
B2 9.57 ± 0.04c -1.37 ± 0.01c 0.9983 79.1±5.1ab 1.23±0.06 
P0 14.59 ± 0.15A -1.53 ± 0.01A 0.9747 176.6±35.4A 1.42±0.14 
P1 13.52 ± 0.19B -1.38 ± 0.04B 0.9599 102.8±32.9B 1.31±0.04 
P2 10.88 ± 0.19C -1.14 ± 0.05C 0.9507 83.1±7.4B 1.37±0.10 

Different letters in the same column indicate significant differences between means. Differences in fracture strain were not significative for both B 

and P series (p<0.05) 

 
The ultimate properties obtained from the failure point in the stress-strain curves are also reported in 
Table 2. Fracture stress and strain are related to crosslinking density and network strength but also 
depend on microstructural defects. B0 gel displays lower ultimate properties than P0 gels despite the 
presence of microbubbles. In brief, porcine gelatin gels structure is more resistant and has a larger 
deformation capability than bovine gelatin one. Surprisingly, the addition of sorbitol and glycerol has 
a marked impact in the ultimate properties of porcine based gels but slightly influences the bovine 
ones. The detriment in fracture strain can be explained by an increase in protein-protein interactions, 
which leads to a more physically crosslinked network.  
The ultra-structures of P0, P2, B0 and B2 gels were analyzed by SEM. The images of the 
morphologies are shown in Figure 2. All gels exhibit a network structure, but the addition of 
sorbitol in gel formulations appears to promote a large number of bridging sites in the gel main 
network (Fig. 2 b and d). This effect is more pronounced in P2 gel (Fig. 2 b), consistently with the 
major change in ultimate stress and strain hardening capability. It can also be observed that the 
network is more opened in P2 gel even it is more interconnected. These features can explain the 
decrease in gel stiffness and are in agreement with the higher water retention capability of P2 gel. 
 

 
Figure 2. SEM images of gelatin gels revealing the detailed morphology of gelatin network ultra-structure  

a) P0, b) P2, c) B0 and d) B2. 
 
3.3 Fracture Toughness 
 

a)        b)        c)       d) 
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For all samples, wire cutting curves show two phases: an indentation phase and a steady- state cutting 
phase. First, the wire indented into the gel up to a given point at which the material starts to fracture. 
From such point, the load decreased suddenly reaching an almost constant force that corresponds to 
the steady-state cutting phase, Fc. In every case, the cutting force increases with increasing wire 
diameter. Figure 3 shows typical force-displacement curves obtained at different wire diameters for 
one of the tested gels (B0). The same wire cutting behavior was described for other soft materials [see 
for example in [7, 12, 21]. 
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Figure 3. Typical normalized load-displacement data measured in wire cutting tests of B0 gel using different 

wire diameters. 
 
The cutting energy versus wire diameter plots are shown in Figure 4. All data obtained for each wire 
diameter were averaged and plotted with its error. Data were linearly fitted according to Eq. 2 using 
Least Squares. Data lying outside the 95% confidence limits from the first best fit line were 
eliminated from the analysis. The arisen fitted parameters are listed in Table 3. 
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  Figure 4. Wire cutting data measured for a) bovine and b) porcine gelatin gels. 
 
The resulting experimental trend agreed with the wire cutting method proposal (Eq. 3) as judged by 
the obtained R2 values greater than 0.93. Better regression coefficients values yield from bovine 
gelatin gels than for porcine gelatin gels. This can be attributed to the larger content of 
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microbubbles in the porcine gels.  
The fracture toughness values are in the range of those required in pharmacy and tissue engineering 
applications (1 to 10 N/m) [13]. P0 gels exhibit higher fracture toughness than B0 gels, despite its 
larger amount of retained water. This is also true for the whole bovine and porcine series. Moreover, 
the addition of sorbitol and glycerol in gel formulation has a beneficial effect on the fracture 
toughness of both bovine and porcine gelatin gels. The enhancement in fracture toughness is more 
pronounced in porcine gels according to the development of a more interconnected network (Figure 
2).  
 

Table 4.  Fracture toughness of gelatin gels, Gc 
Gel sample Gc  (N/m) σ0(1+μ) (kPa) R2 

B0 5.35± 0.78 38.95± 1.98 0.99222 
B1 6.96± 0.71 27.15± 1.44 0.98887 
B2 6.81± 0.25 29.96± 0.33 0.99951 
P0 6.81± 1.66A 33.16± 3.81 0.93736 
P1 11.98± 0.42B 29.75± 1.99 0.97802 
P2 9.70± 1.58B 34.44± 3.76 0.95393 

Different letters in the same column indicate significant differences between means. Differences in Gc were not significative in B serie (p<0.05). 

 
 
4. CONCLUSIONS 
 
Gelatin hydrogels with stiffness values in the range required for applications in ballistic, food, 
pharmaceutical and tissue engineering were prepared from commercial powders and their large 
deformation and fracture behaviors were investigated. The main findings of this research are 
summarized as follows: 

- Under uniaxial compression, bovine and porcine gelatin gels behave as non-linear elastic 
materials with strain hardening, which can be attributed to partial protein renaturation under 
stress. Gelatin gels were able to support deformation levels over 120% before failure. 

- Gelatin gels show brittle fracture behavior with fracture toughness values in the range of 
those required in pharmacy and tissue engineering.   

- Neat porcine gelatin gels exhibit higher gel strength, shear modulus, failure strain and stress, 
fracture toughness and water retention capability than bovine gels.  

- The addition of sorbitol and glycerol causes an increase in water retention capability of both 
types of gelatin gels as well as a marked enhancement in fracture toughness.  

- The ultra-structure of modified gelatin gels presents a more opened network but contains a 
higher amount of interconnection sites than the neat gelatin gels. 

- The effect of additives on elastic modulus and ultimate properties is detrimental in porcine 
gelatin gels and negligible in bovine gelatin gels.  

- A correlation between the technological gel strength measurement with fracture and 
mechanical parameters was not found for gelatin gels containing additives.  
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Abstract  Dielectric elastomer actuators are susceptible to electromechanical instability, limiting 
operational voltages and attainable deformations. In this work, electromechanical stability is investigated at 
the example of a cone dielectric elastomer actuator. Under the preload and applied voltage, deformation of 
cone actuator is inhomogeneous. The electromechanical instability occurs when the Hessian of free-energy 
function of anyone particle in the membrane ceases to be positive definite. Critical voltage of the membrane 
decreases as the preload increases. The critical actuation stretches are proportional to the critical voltages. As 
the prestretch increases, the critical voltage decreases while the critical true electric field increases. These 
results can be used to guide the design of cone actuator.  
 
Keywords  dielectric elastomer actuator, electromechanical instability, inhomogeneous deformation 
 

1. Introduction 
Dielectric elastomer (DE) is a particularly promising class of EAP (Electroactive polymers) which 
can overcome many limitations of traditional smart material and transducer technologies. DE based 
actuators usually consist of elastomer membranes coated with compliant electrodes on both sides. 
Giant deformation of area expansion rates over 100% can be achieved by applying a voltage.[1] This 
kind of actuators have been rising as a potential candidate in diverse applications including medical 
device, soft robotics, energy harvesters and optics etc.[2-4] 
Despite good laboratory performance, DEAs are susceptible to various modes of failure[5-6] which 
prevent their practical application. One of important failure modes is the electromechanical 
instability, limiting operational voltages and attainable deformations. The study on the failure and 
nonlinear electromechaniacl stability of DEAs has attracted intensive research [7-9]. Zhao and Suo[7] 
proposed a general method based on the nonlinear field theory of deformable dielectrics to study the 
stability. Along this line a series of works have been completed. Xu et al.[9] presented an explicit 
expression for critial stability electric fields by the concept of total stress. In these works, EMI is 
investigated at the example of parallelepiped actuators. 
Cone actuators have a potential application as artifical muscles and were studied by Artificial 
Muscle Inc.(AMI) and MIT. The understanding of the electromechanical stability for cone actuators 
is important for their design. In this paper, we consider the definite positiveness of the Hessian 
matrix representing the electromechanical stability criteria. The critical voltages under different 
preload of the cone actuator are obtained. The actuation stretches of the actuator are related to the 
critical voltages. The effect of prestretch on the the critical voltage and the critical true electric field 
is also investigated. 
 
2. State equations of cone actuators 
Figure 1 gives a schematic illustration of cone actuator. A circular dielectric membrane in the 
undeformed state with thickness H and radius B is coated by two compliant electrodes on both sides 
[Fig.1(a)]. A general particle of the membrane is at a distance R from the center. Cone actuator is 
finished by sticking the membrane with a rigid inner frame of radius a and a rigid outer ring of 
radius b. When a preload F is applied to the inner frame and a voltage φ  is applied between the 
two electrodes, the elastomer deforms into an out-of-plane axisymmetric shape with stretches 
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1λ , 2λ and 3λ  as well as gains a distance u of the inner frame relative to the ring and an amount of 

charge Q  on either electrodes, and the particle R moves to a place with coordinate r(R) and z(R) 

[Fig.1(b)]. Where the longitudinal stretch 1λ  is defined by the distance between the two particles 

in the deformed state divided by that in the undeformed state, dRdl=1λ  and the latitudinal 

stretch is Rr=2λ . Suppose the membrane is incompressible, the free energy density is a function 
of the three kinematic variables as  

 
Figure 1. schematic illustration of a cone actuator  
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The true stresses 1σ  and 2σ  relate to the nominal stress as 111 sλσ =  and 222 sλσ = . 
Adopting the Neo-Hookean strain energy model and the linear electrostatic energy function, the free 
energy function take the form[10] 
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where μ  is the shear modulus, ε is the permittivity. 
Inserting Eq.(2) into Eq.(1), we get 
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Equations of equilibrium can be obtained by balancing forces in the directions of z and r as    
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For the actuator system, the thermodynamic stability requires that the following Hessian 
matrix  

(a) 

(b) 
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must be definite positive at the equilibrium state. Eqs.(3～5) can determine the equilibrium values 
of the generalized coordinates 1λ , 2λ , D~ . It is noticeable that the deformation is inhomogeneous, so 

the 1λ  and 2λ  are different along coordinate r  in the membrane. For a given dead mechanical 
preload F , we vary the voltage φ . When the voltage is small, the Hessians of all particles are 
positive definite. Once the Hessian of anyone particle ceases to be positive definite, the voltage 
reaches a critical value cφ . The critical condition of EMI is set by 0Hdet = . The condition 

0Hdet = , along with the equilibrium equations [Eqs.(3～5)], determine the critical values cE~ , cD~  

and the distrubtion of c
1λ , c

2λ  in the membrane for any given dead preload F . 
 

3. Electromechanical instability analysis and discussions  
The stability criteria can be expressed as the positive sign for the Hessian matrix containing the 
second–order variations of the energy function as it has been formulated above, which we solve 
numerically. In presenting the results, we normalize the four variables into dimensionless forms: 

Ha
F

πμ2
, 

22 a
Q
εμπ

, 
εμH

Φ
, 

εμ
D

. We first fix the geometrical dimensionless parameters to 

special values, 1=Bb , 4=ab . This condition means there is no prestress in the membrane. 

Fig.2 shows the effect of the dead preload on the critical voltage cφ . As the preload increases, the 

critical voltage of the membrane decreases. The result reveals a drop of the withstanding voltage 

cφ of the membrane is part due to the decrease in the thinkness with increasing deformation of 

preload. Recall that the membrane deformation is inhomogeneous while the applied critical voltage 

cφ  is homogeneous in the membrane. the distribution of the critical true electric field cE  in the 

membrane is ploted in Fig.3. This figure shows that the distribution is more uneven and lower as the 
preload is bigger, but the maxima at the inner frame boundary are very close.   
 

      
Figure 2. The effect of the dead preload         Figure 3. The distribution of the critical true 

 on the critical voltage                       electric field in the membrane 
 
The longitudinal true stress 1σ  is always tensile in order to balance the preload.  However, the 

latitudinal true stress 2σ  can become compressive when the applied voltage is large. The loss of 
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tension may cause the membrane to buckle. Figure 4 shows the possible failure modes of the 
actuator. It is indicated that the loss of tension is expected to occur first and EMI comes next. EMI 
may finally result in electrical breakdown. Rupture will not occurr. This trend coincides with the 
experimental report. 
 

     
Figure 4. The possible failure modes            Figure 5. The effect of equal biaxial prestretch 

 of the actuator                               on the critical voltage 
 
Figure 5 and Figure 6 show the effect of equal biaxial prestretch on the critical voltage and critical 
true electric field, respectively. As the prestretch increases, the critical voltage decreases while the 
critical true electric field increases. It is desirable for the cone actuator to work under a low voltage 
and a low true electric field, but generate large displacement output. Displacement output is an  
important performance of actuator and will also influence the force output. The displacement output 
vs preload is ploted in figure 7. The displacement output is decreases as the preload increases and  
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Figure 6. The effect of equal biaxial prestretch       Figure 7. The dead preload vs the output 

on the critical true electric field                  displacement 
 
critical voltage decreases. According to the presented theoretical model, when the actuator is 
applied by low preload and prestressed, the critical voltage is high, and the actuation stretch and 
displacement output is large. As a summary, The electromechanical instability occurs when the 
Hessian of free-energy function of anyone particle in the membrane ceases to be positive definite. 
The dead preload has significant influence on the electromechanical stability of cone actuator.  As 
the preload increases, the critical voltage of the membrane decreases. Prestress can markedly 
increase the critical voltage and decrease the critical true electric field. 
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Abstract  

Engineered soft hydrogels have recently garnered attention for their application as scaffolds for tissue 

engineering, drug delivery, and as model extracellular matrices such as arteries and cartilage that experience 

dynamic loading. Hydrogels exhibit nonlinear, composite, viscoelastic, and anisotropic behaviors and hence, 

mechanical models used to describe such materials are challenging. In this study, we synthesized three 

dimensional gelatin and elastin hydrogels of varying compositions and crosslinking degrees and 

characterized their structure-property relationships. Mechanical properties were measured using monotonic 

compression, dynamic mechanical analysis (DMA), and quasi-static stress relaxation tests. Compressive 

moduli for the gels range from 1.5 to 15 kPa and these measurements correlate with the values of storage 

modulus obtained from DMA studies (p<0.05). Ongoing studies are aimed at using stress relaxation data to 

create mechanical spring-dashpot models to describe the viscoelastic behavior of these materials. Scanning 

electron microscopy was used to assess the gel microstructure. Our results demonstrate that varying the 

gelatin and crosslinker concentrations leads to significant (p<0.05) changes in pore sizes with the lowest 

stiffness group exhibiting considerably larger porosity. Incorporation of elastin resulted in increased 

stiffness, change in hydrogel microstructure and swelling properties of the hydrogels. 

  

Keywords:  hydrogels, viscoelasticity, gelatin, elastin, tissue engineered scaffolds 

 

1. Introduction 
 

Tissue engineering scaffolds aim to synthesize living tissues in vitro by creating suitable 

mechanical and chemical environments for tissue growth. These scaffolds typically have 

compositions and mechanical properties similar to that of the native tissues which predominantly 

contain structural proteins collagen and elastin [1]. Collagen, of which gelatin is a denatured form, 

is a ubiquitous protein that gives tissues stiffness and mechanical strength. In contrast, elastin is a 

fatigue resistant rubber-like protein present in dynamic structures, such as arteries and ligaments, 

which undergo repeated cyclic deformation. Collagen and elastin composite hydrogels present 

multiple challenges towards our understanding of the material responses due to their non linear and 

viscoelastic nature while being fracture resistant and able to sustain cyclic loads to serve as 

biological replacements. Earlier studies characterizing the mechanical properties of biocompatible 

hydrogels have employed various mechanical testing methods from monotonic compression and 

tension [2, 3], to viscoelasticity studies through dynamic mechanical analysis and stress relaxation 

[4–7]. These tests provide insights into the material response of soft materials for a better tuning of 

the tissue properties. Few studies have however focused on characterizing the mechanics of elastin 

and collagen based composite hydrogels aimed toward better design of scaffolds that replicate the 

in vivo cellular environments.  

 

The aims of this study are threefold: first, to fabricate gelatin and elastin based crosslinked 

hydrogels of varying material stiffness to emulate native tissue environments. Crosslinking of 

hydrogels is necessary to maintain the integrity and long term viability of the hydrogels. Second, to 

study the microstructure and water uptake behavior of the hydrogels using scanning electron 

microscopy and swelling experiments. Third, to quantify mechanical properties through monotonic 

compression tests, dynamic mechanical analysis and stress relaxation experiments. Ongoing studies 

in our lab are also aimed at characterizing the fracture properties of hydrogels. Because the growth 

mailto:namrata@mecheng.iisc.ernet.in


and behavior of biological tissues are exquisitely sensitive to the mechanical properties of their 

environment, we hope such studies will help in the design of engineered hydrogels to better emulate 

native tissue environments [8].  

 

2. Materials and Methods 
 

2.1 Isolation of elastin from bovine aorta 

 

Native aortic tissues typically contain elastin, collagen and proteoglycans. Protocols for elastin 

isolation from native tissues rely on its chemical inertness and insolubility in various reagents at 

elevated temperatures. We used the hot alkali treatment to extract elastin from bovine thoracic aorta 

in this study to obtain a relatively pure and insoluble elastin protein [9]. In this method, artery 

samples were thoroughly washed with distilled water to clean tissues, minced using a grinder and 

kept in a solution of 0.1 M NaCl overnight. Treated tissues were washed thrice with distilled water 

to remove the salt and boiled for 45 minutes in 0.1 M NaOH solution at 95°C to remove 

contaminant proteins, such as collagen and proteoglycans, from aorta samples. Tissues were washed 

twice with distilled water and dried at 60°C to obtain purified and insoluble elastin. Finally, the 

dried material was powdered, sieved (150 µm pore size) and stored at 4°C until use.  

 

2.2 Preparation of crosslinked gelatin and elastin hydrogels  

 

Porcine gelatin Type-B powder (Sigma Aldrich, India) was dissolved in double distilled water at 

50° C to obtain a clear solution.  Because gelatin is soluble in water, it is necessary to crosslink the 

material to preserve the hydrogel structure. Collagenous materials, such as gelatin, are generally 

crosslinked using methods which exploit the large number of functional side groups. We used 

glutaraldehyde (Sigma Aldrich, India, 25% stock) as a crosslinking agent by combining it with 

dissolved gelatin solution in this study [10]. A cylindrical mold, containing 9 wells of dimensions 

16 mm diameter and 20 mm height each, was fabricated using polydimethylsiloxane (PDMS, 

Sylgard ®184, Dow Corning). The inner surface of each individual well of the mold was coated 

with petroleum jelly to prevent adhesion to the hydrogel. Two different concentrations of gelatin 

and one composite gelatin-elastin hydrogel were prepared in this study. Gels were poured in each 

well and cured at 4° C for 6 hours. To reduce dehydration of the hydrogels during crosslinking, the 

mold was wrapped in plastic film. Finally, the gels were soaked in 0.1 M glycine solution to block 

additional glutaraldehyde action and stored in distilled water overnight prior to mechanical testing 

[11]. Gelatin-elastin hydrogels were prepared by suspending the insoluble elastin in gelatin solution 

and vortexing the mixture before adding glutaraldehyde to crosslink the gels. 

 

Table 1 Composition of hydrogels used in the study 

Group 
Gelatin 

(gm/ml) 
Elastin (gm/ml) 

Glutaraldehyde 

(%v/v) 

3G 0.03 0 0.5 

5G 0.05 0 1 

5GE 0.05 0.05 1 

 

 

2.3 Swelling characteristics of hydrogels 

Hydrogel samples were lyophilized for 24 hrs and their dry weight measured. Samples were 

immersed in 5 ml of distilled water at room temperature and the wet weight was measured at 



regular time intervals. Before weighing, the samples were gently patted dry using tissue paper and 

the swelling ratios calculated at each time point as  

𝑆𝑤𝑒𝑙𝑙𝑖𝑛𝑔 𝑅𝑎𝑡𝑖𝑜  % =
𝑊𝑠−𝑊𝑑

𝑊𝑑
× 100            (1) 

 

ws is the weight of the swollen sample at each time period. To determine the fluid content of the 

hydrogels in their maximum swollen state, Equilibrium Water Content (EWC) was calculated using 

𝐸𝑊𝐶(%) =  
𝑊𝑒−𝑊𝑑

𝑊𝑒
× 100            (2) 

we is the equilibrated sample weight and wd is the sample weight in its dry state in equation (2).  

 

2.4 Mechanical Tests 

 

2.4.1 Determination of modulus of the hydrogels 

 

Monotonic compression tests were performed on a Bose Electroforce® 3200 (Bose Corp., USA) 

Dynamic Mechanical Analysis (DMA) instrument equipped with two parallel compression platens. 

Displacements were measured using a LVDT and the forces obtained using a transducer (Bose 

Corp., ±22.5N). The height and diameter of gels were measured from a photograph of the gels 

(Nikon D7000 camera) using ImageJ software [12]. Hydrogel specimens were preloaded in the 

DMA instrument to 5 grams and preconditioned for 30 cycles of 10% compressive strain at 0.05Hz 

to obtain a repeatable material response [6, 13]. Following preconditioning, samples were 

compressed at a rate of 0.01s
-1

 until either the maximum displacement limit of the instrument was 

reached or the gels failed. Custom written programs in MATLAB (v7.8.0.347 (R2009a)) were used 

to analyze the data. Compressive moduli were calculated using the stress-strain data upto 4% strain. 

In all, 4 samples were tested in each of the 3G, 5G and 5GE groups and an average modulus was 

calculated for each group. 

 

2.4.2 Dynamic Mechanical Testing 

 

To obtain viscoelastic properties of the hydrogels in each of the three groups, we used fresh 

compression samples by preloading the hydrogel to 5 gram force and subjecting them to cyclic 

sinusoidal loading between 0 and 10% compressive strain over a frequency range of 0.05 to 130 Hz. 

4 samples were tested in each hydrogel group. Data were acquired at least 30 times the loading 

frequency and the traces (Figure 1) were analyzed using custom software. In this method, a discrete 

Fourier transform was performed on the stress and strain data for each acquired frequency block. 

The phase and amplitude of the relevant portion of the resulting spectra of the stress and strain were 

used to compute the storage modulus (Eʹ), loss modulus (Eʺ) and phase angle () for the hydrogel 

[14]. 

Variation in the strain with angular frequency (ω) is given as  

휀 𝑡 = 휀𝑜  sin 𝜔𝑡             (3) 

 

Stress corresponding to the strain loading is represented by 

𝜎(𝑡) = 𝜎𝑜  sin 𝜔𝑡 + 𝛿      (4) 

 



 andare the amplitudes of the sinusoidal stress and strain curves respectively. 

 
Figure 1. Schematic representation of stress-strain traces from DMA experiments used to compute the 

various parameters as described below. 

 

The complex modulus, given as E* = Eʹ + iEʺ, has components 

𝐸′ =
𝜎𝑜

휀𝑜
cos 𝛿   and 𝐸′′ =

𝜎𝑜

휀𝑜
sin 𝛿               (5) 

 

2.4.3 Stress Relaxation Experiments 

 

We also performed quasi-static stress relaxation experiments by subjecting the hydrogels to a step 

displacement loading of 10% and a hold time of 15 minutes. Prior to this, each hydrogel was 

preloaded to 5 gram force as described earlier. Strains in the hydrogels were next increased to a 

total of 30% in two discrete steps with a hold time of 15 minutes (Figure 2). Data were acquired at 

30 Hz for the first five minutes after each strain increment followed by 3Hz for the next five 

minutes. The remaining data were acquired at 1Hz to capture the total decay in forces during the 

hold period. Such experiments are useful to arrive at suitable viscoelastic models, obtained using a 

combination of springs and dashpots, to describe the mechanics of hydrogels.  

 

 
Figure 2. Schematic plot of a stress relaxation experiment obtained by imposing a constant step strain to the 

sample for a finite period 

 

2.5 Microstructure of the hydrogels 

 

Transverse sections of hydrogel samples were lyophilized for 20 hours and observed using an 

environmental scanning electron microscope (ESEM, Quanta 200). Image J was used to calculate 

the pore sizes of the hydrogels [12]. 



3. Results and Discussion 
 

3.1 Morphology of hydrogels  

 

 
Figure 3. ESEM of gelatin and gelatin-elastin hydrogels show differing microstructures 

 

When imaged using ESEM, hydrogels display a highly porous microstructure (Fig 3.) with 

variations in the degree of porosity and heterogeneity between the different groups considered in 

the study. The 3G and 5G hydrogels are predominantly homogeneous with differing porosities. In 

contrast, regions of heterogeneity exist in the 5GE gels with insoluble elastin forming sheet-like 

fibrous islands shown as white regions in the micrograph. To quantify the areal porosity of 

hydrogels, we used image processing tools in ImageJ. These results show that there are no 

significant differences (p<0.05) in the average pore size for the 5G (6.2±1.4 μm) and 5GE 

(6.5±1.5μm) samples. However, we note a significant difference in average pore size in 

comparisons of the 3G (15.8±3.4 μm) gel with the other groups respectively (p<0.05). Differences 

in the hydrogel porosity are attributed to variations in the polymer and crosslinker concentrations 

used in the fabrication of the 3G and 5G hydrogels. An increase in polymer concentration, while 

keeping other processing variables constant, may lead to a tighter packing of individual biopolymer 

chains and consequently a smaller pore size. Further, the amount of glutaraldehyde was doubled in 

the 5G gels as compared to the 3G hydrogels which may lead to a higher crosslink density and a 

possible reduction in the pore size. Similar results on decrease in pore size with an increase in the 

base polymer concentration is observed in non crosslinked gelatin hydrogels [15]. Because gel 

porosities affect diffusion of nutrients in the hydrogels, control of these pore dimensions will 

ultimately be dictated by requirements posed by different cells cultured in the hydrogels to serve as 

viable tissue engineered scaffolds.  

 

3.2 Variation in the swelling characteristics of the hydrogels 

 

 
Figure 4. Swelling ratios of 5G 5GE and 3G hydrogels calculated as a function of time 



Data from swelling studies (Figure 4) suggest that an increase in polymer and crosslinker 

concentrations leads to decrease in the swelling ratio that are in agreement with earlier work [16]. 

The EWC for the hydrogels also decreases with increasing polymer and crosslinker concentration 

with the 3G gels having the highest EWC and the 5GE gels showing the lowest EWC (Table 2). 

Increasing the monomer concentration leads to the formation of a higher number of network chains 

that reduces the diffusion of solvent through the sample and hence a corresponding decrease in 

hydrogel swelling behavior. Further, an increase in the crosslinker concentration causes the 

formation of a higher density of crosslinked chains that may consequently reduce the swelling of 

the hydrogels [17]. The decrease in pore size due to increasing polymer and crosslinker 

concentration hence results in the lowering of the EWC of the hydrogels because of reduced water 

absorption and retention in the hydrogel. The presence of sheet-like fibrous islands of elastin in the 

5GE gels may further lead to blocking of pores in the gel that prevent water uptake and hence 

results in the low EWC noted in this study. However, additional samples are required to show 

statistically significant results.  

  
Table 2. Equilibrium water content (EWC) for a hydrogel sample in each group 

Group EWC (%) 

5G 88.05 

5GE 76.74 

3G 93.33 

 

3.2 Mechanical Characterization 

 

3.2.1 Variation in the moduli of the hydrogels 

 

 

Figure 5. (a) Representative traces from monotonic compression tests on Gelatin and Gelatin - Elastin 

hydrogels (b) Compressive modulus for Gelatin and Gelatin - Elastin hydrogels at 4% strain 

 

Preconditioning of gels, though not reported in most studies [2, 18], seems crucial and is an 

established method for reporting the stress-strain results for soft tissue materials [13]. Our results 

show a clear variation in the peak amplitude of load from the first to the last reported cycle during 

preconditioning with maximum differences visible between the first and second cycles of loading. 



In contrast, data from the last five cycles show repeatable stress-strain response for all hydrogel 

groups in this study. Representative traces of stress-strain responses (Figure 5a) corresponding to 

the three hydrogel groups show that an increase in gelatin content or addition of elastin leads to an 

increased nonlinear material response in the observed strain range. The 5G and 5GE groups 

demonstrate a response similar to that observed for native tissues such as arteries and cartilage 

whereas the 3G gels have a highly compliant response [2, 13, 18]. Compressive moduli were 

calculated for all samples and are reported in Figure 5b. The higher moduli in the 5EG group 

(14.938±1.253 kPa) and 5G samples (9.669±0.644 kPa) correlate with an increase in the amount of 

material and glutaraldehyde concentrations as compared to the 3G group (1.591±0.210 kPa). 

However, our studies show that elastin containing hydrogels fractured at strains of about 0.54±0.02 

whereas the gelatin gels showed no signs of damage at these strains.  

 

3.2.2 Viscoelastic characterization of hydrogels 

 

 

Figure 6. Variation in E′, E″ and tan δ with frequency for each of the hydrogels 

 

Table 3 Mean values of tan , E′ and E″ for 3G gels upto 25Hz, 5G gels upto 80Hz and 5GE gels upto 6Hz 

(n=3)  

 3G Group 5G Group 5GE Group 

Compressive Modulus (kPa) 1.591±0.210 9.669±0.644 14.938±1.253 

Storage Modulus (kPa) 1.594±0.032 9.341±0.428 15.872±2.214 

Loss Modulus (kPa) 0.082±0.011 0.456±0.067 - 

tan δ 0.051±0.006 0.048±0.005 - 

 

Gelatin gels show a mostly flat response in Eʹ and Eʺ with variation in the frequency (Figure 6). 

However, we note unusual behavior in the 3G gels above a frequency of about 30 Hz that lead to 

negative values in tan We do not hence report results for 3G samples above this frequency. 



Further, we note a high increase in the tan  in the 5G group above 80 Hz. These effects may be due 

to possible resonance and cavitation occurring in the hydrogels that results in micro-damage to the 

samples [19]. Results from our study show that the storage moduli for the gelatin-elastin hydrogels 

have the highest values. The gelatin gels had lower storage moduli with 5G gels having greater 

values than the 3G gels. These storage moduli results also showed good correlation with the moduli 

obtained from monotonic compression experiments (p<0.05) (Table 3). However, DMA tests 

showed no significant difference in the tan δ values between the tested groups. Since 5GE gels 

show increase in the tan  and Eʺ and a decrease in Eʹ with frequency, we calculated an average Eʹ 

over a small range of frequencies for these gels. There is a drop in the tan  and loss modulus at 85 

Hz for these gels, which might also be due to the resonance effects described above. 

 

We hypothesized that the addition of elastin would result in a more elastic behavior. However data 

suggests that there is no significant difference in the response. This is likely due to the use of 

insoluble elastin which does not form a homogenous hydrogel. These are, to the best of our 

knowledge, the only available results from DMA experiments on crosslinked gelatin and gelatin-

elastin hydrogels. Future experiments aim to use soluble elastin to delineate the mechanical 

properties and assess differences in the fracture properties of hydrogels using single edge notch 

samples. Biopolymers like elastin are present in animals that have a closed circulatory system and 

see minor variations in temperature. Because elastin and collagen containing tissues such as arteries 

and cartilage undergo variation in their loading frequencies and rates, we performed a frequency 

sweep instead of a temperature sweep in this study to obtain physiologically relevant results. 

 

3.1.3 Stress Relaxation of the hydrogels 

 

 
Figure 7. Representative traces from stress relaxation tests on gelatin and gelatin - elastin hydrogels 

 

Stress relaxation data (Figure 7) indicate no significant difference in the amount of relaxation for 

each of the tested groups (p<0.05). This is in agreement with the results from DMA analysis which 

show no significant difference in the viscoelasticity between the gel groups. The hydrogel samples 

are covalently cross linked and hence the stress relaxation occurs mainly through migration of water 

through the gel [4]. It is possible that choosing a wider range of gel compositions may result in 

significant differences in the stress relaxation properties owing to larger differences in fluid 

migration through the gel. Although we hypothesized the addition of elastin would result in less 

relaxation of the gels, our data indicate otherwise that may likely be attributed to the presence of 

heterogeneous distribution of insoluble elastin through the sample. Future studies are aimed at using 

soluble elastin which has been shown to interact better with gelatin [18] and hence might show a 



larger difference in the stress relaxation behavior due to formation of a homogenous network. The 

shape of the observed stress relaxation curves show similarity to those reported in other studies [5, 

6] though variations have been observed among other studies [4–6]. Ongoing studies are aimed at 

modeling this response of the hydrogels and quantifying the relaxation times. 

 

4. Conclusions 
 

Our data on gelatin and elastin-gelatin composite hydrogels show that a variation in the monomer 

and crosslinker concentrations allow for tuning of the hydrogel stiffness which is essential in the 

fabrication of tissue engineered constructs. Microstructural analysis reveals differences in porosities 

of hydrogels which affects the permeability and mass transport properties through the gels. This is 

important in the case of nutrient transport through hydrogels when used for cell culture. The water 

uptake of hydrogels is also dependent upon monomer and crosslinker concentration. Addition of 

elastin leads to a decrease in the water content as well as the swelling ratios of the hydrogels. DMA 

and stress relaxation studies show no significant differences in viscoelastic nature of the gelatin 

hydrogels. Because incorporation of insoluble elastin did not have a significant effect on the 

viscoelastic properties of gels, we hope to use soluble elastin in future studies. We hope that such 

studies on soft materials will be useful in fabrication of tissue engineered constructs capable of 

closely mimicking the in vivo mechanical environment of the tissue.  
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Abstract: This paper describes our experimental testing of linear viscoelastic creep behaviors in 
Hami Melon. Experimental data shows that Hami Melon has complex viscoelastic property 
which can not be well described by the standard model. Consequently, this study develops a 
fractional derivative model to describe such complex viscoelastic creep behaviors of Hami 
Melon. The analytical creep function of the proposed fractional linear viscoelastic models is 
derived via the Boltzmann superposition principle and discrete inverse Laplace transform. And 
then such analytical solutions are used to fit the experimental data of viscoelastic Hami Melon. 
Our study shows that the present fractional linear viscoelastic model with merely three 
parameters is more efficient and accurate than the generalized Kelvin viscoelastic model of six 
parameters to describe the stress—strain constitutive relations of Hami Melon. It is noted that 
the present fractional model with adjustable parameters can also be used to describe creep 
damage. 

Keywords: Hami Melon; experiment; viscoelasticity; fractional derivative; creep 

 
 

1. Introduction 
Hami Melon is famous for its delicious taste and aroma, and has become one of the most 
characteristic fruits in Xinjiang, China. However, a large amount of Hami Melon is often destroyed 
due to decay in storage and transport, which may be attributed to its high water content and 
maturates in hot summer. It has been recognized that biomaterials exhibit unique viscoelastic 
behaviours [1]. Such viscoelasticity has been investigated to minimize physical damage and 
improve textural quality of fruits. However, it is noted that the transient and dynamic measurements 
in most existing methods are restricted to small deformations within the linear viscoelastic range of 
specimens [4,5].These traditional linear models can not accurately describe complex viscoleastic 
behaviors of Hami Melon.  
On the other hand, the characterisation of non-linear behaviour of apple flesh under stress relaxation 
and the basic homogeneous assumption have been studied by Lu and Puri [1]. The measured 
vibrations can be visualised with experimental modal analysis, used in the past with pineapples and 
melons [6]. However, the classical nonlinear models are mathematically complex and require some 
obscure parameters which are not easy to obtain from measurement data.  
In recent decade, fractional derivative model has attracted great attention in the description of 
memory-dependent mechanics behaviours, such as dynamical behaviours of complex viscoelastic 
materials [7]. Fractional derivative viscoelastic models are presented by some researchers [7-14] 
and have been applied to a wide range of problems in bioengineering [15-19]. But little has so far 
been done on melon [6,15]. 
In this study, we employ the fractional-order Maxwell viscoelastic model to characterize the 
viscoelasticity of Hami Melon. Compared with the classical viscoelasitc model, our results show 
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that the present fractional derivative model can characterize creep behaviour of Hami Melon with 
better accuracy and fewer parameters. 
Among the objectives of this study are:  
(1) to describe experiments for measuring the anisotropic creep properties of Hami Melon;  
(2) to present a fractional linear viscoelastic model and determine its creep function;  
(3) to make a comparison between the fractional and classical models in terms of our experimental 
data. 

2. Experimental materials and methodology 

2.1. Preparation of Hami Melon specimens 

Fresh Hami Melons for experiments were hand-harvested on 25 August 2010 from the same 
orchard in Hami city, Xinjiang, China and were selected in terms of uniformity and placed in cold 
storage (6°C to 7°C and 70–80%RH). Four hours before testing, melons were taken to equilibrate at 
room temperature (20°C). Each specimen was peeled and cut in half longitudinally. After having 
removed the central and near the hull (approximately 1.5cm of each side) parts, cylindrical axial 
and radial specimens (50mm diameter by 10mm height) were put into a sealed container for 
experimental measurements. 
Anisotropic creep properties of melons were evaluated using cylindrical specimens taken in 
orthogonal radial and axial orientations, as shown in Fig. 1.  

 

Figure 1.  Location of specimens 

radial 

axial 

 

 

 

 

 

2.2. Creep testing 

Creep tests, in which a shear stress is instantaneously applied to the specimen and then maintained 
constant, allow us to observe elastic, viscoelastic, and viscous flow behaviours, separately. 
Deformation and compliance increase with time. In the initial state of creep, the sample material 
behaves like a solid and subsequently like a fluid. Viscoelastic properties were characterized at 
20°C in a TA.XT plus Texture Analyser made by Stable Micro Systems Ltd, UK. 0.06% strain 
value was selected for experiments to ensure linearity for all specimens. 
Creep tests of melons were conducted by enforcing a constant shear stress 20Pa for duration of 60 
seconds. An often-encountered problem in measuring the physical properties of fresh or minimally 
processed tissues is that they are usually alive and respiring, and can be dehydrated by high strain 
rate during measurements. Thus, the interpretation of creep behaviour in this paper ascribes 
considerable importance to the time scale over which creep occurs. 

2.3. Analysis of data 

In this section, compliance data from creep experiments were fitted by a mechanical model 
consisting of one Maxwell model connected in series with two Kelvin models. It is noted that each 
Kelvin model has a spring and a dashpot in parallel as shown in Fig.2, which is described by the 
generalized Kelvin six parameters model [5], 
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coefficients of viscosity associated with the Voigt elements; 0η  denotes the coefficient of viscosity 

associated with Newtonian flow, and its inverse is the steady-state fluidity of the material. The 
parameters are optimally chosen by an exhaustive algorithm which results in the minimum errors 
between the fitting curve and the observed data. 
 

 
 
 
 
 
 
 
 
 

2.4.  Fractional Maxwell modelling of creep   

The configuration of a fractional Maxwell model is shown in Fig.3 and consists of a spring and an 
Abel dashpot connected in series, which is characterized by replacing a Newtonian dashpot in the 
classical model with the fractional derivative Abel dashpot. 

E EEσ ε= ， /V Vd dtα ασ η ε=   ( 0 1α≤ ≤ ),                                                         (2) 

E Vε ε ε= + ， = E Vσ σ σ=   ,                                                                            (3) 

where σ and  ε denotes the stress and strain, respectively; E represents elastic coefficients of the 
spring; η  is the viscous coefficient of the Abel dashpot; subscript  E means the spring, and 
subscript V devotes the dashpot. 
 
 
 
 
 
 
 

 
Fractional Maxwell model of constitutive equation is as follows 
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Applying the Laplace transformation to Eq. (4) yields 
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Applying the discrete inverse Laplace transformation, we obtain  
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In particular, whenα is equal to 1, Eq. (8) is reduced to the standard Maxwell model for creep 
compliance, 

 1 1 1
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 ,                                                                    (10) 

namely, Eq.(10) is the standard  integer-order model [7]. 

3. Results and discussions  

3.1. Classical viscoelastic model  

Creep compliance curves of Hami Melon specimens are illustrated in Fig. 4. Deformation of all 
samples is finite after 60s creep. Figs. 4(a) and 4(b) display the curves of radial and axial specimens, 
respectively. For the time scale of the experiments, the behaviours were described via the six 
parameters in the creep model Eq. (1). Table 1 provides the mechanical parameters that define creep 
behaviour of Hami Melon tissues. According to the interpretation in Mittal [21], J  represents 

those bonds of structural units that are stretched elastically when the stress is applied and 
characterizes instantaneous and complete recoveries when the stress is removed. The linear region 
of Newtonian compliance t

0

0/η  reflects those bonds that are ruptured during the shear creep, and its 

time required to deform is longer than the creep-recovery period. 
As seen from Fig. 4, the viscoelastic creep compliances are significantly different between axial and 
radial specimens. The axial specimen has larger creep compliance than the radial one.  
Table 1 displays the relatively larger standard deviations observed in the creep experiments for 
measured viscoelastic properties of melon tissues. Much of this variability can be attributed to 
physiological factors, i.e., anisotropism and non-homogeneity, which change their mechanical 
properties with age, moisture content, and locations around the melon and depth from which the 
specimen is taken [21,22].  
 

Table 1  Creep compliance parameters of fresh Hami melon tissues in Eq. (1)  

J1 
-51/Pa 10×（ ）  

J2
-51/Pa 10×（ ） 1(s)λ  2 (s)λ  0η   J0 

  -51/Pa 10×（ ）
 

specimen  7Pa s 10⋅ ×（ ）  

radial 0.5 0.41 0.21 18 3.1 5 

axial  0.65 0.72 0.51 18.1 5.1 7 

3.2. Fractional Maxwell model  

It is worth stressing that the curves displayed in Fig. 4 match quite well with the experimental creep 
data. This highlights the validity of the present fractional constitutive expression of Hami Melon 
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viscoelasticity, which captures experimental data of creep tests by using merely the three 
parameters as shown in Table 2. The next experiment will examine if the fractional order 
constitutive model can depict the nonlinear gradual process of strain in creep. 
 

Table 2.  Creep compliance parameters for fresh Hami Melon tissues in Eq.(8)  
 

Sample (MPa)E  (MPa.s)η  α   
 radial  0.2 0.56 0.3 
 

axial 0.14 0.49 0.38  

3.3. Comparisons 

We can see from Fig. 4(a) that compared with the classical viscoelasitc models, the fractional 
Maxwell model has the same level of accuracy in the fitting of experimental data but requires 
significantly fewer adjustable parameters. Fig. 4(b) shows that the classical model only fits well the 
elastic variation, initial small value of J, and then has a large departure from experimental data 
when viscosity comes into play. In stark contrast, the fractional model agrees pretty well with the 
experimental data for the whole viscoelastic duration with three parameters. In general, our results 
show that the present fractional derivative model can characterize creep behaviour of Hami Melon 
with better accuracy and fewer parameters. 

 

Figure 4. Creep compliance curve; a)radial; b)axial
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4. Conclusions 
This work shows the experimental results of creep tests of Hami Melon. All tests have been 
conducted in a range of small deformation, so that such creep can be reasonably treated as linear 
viscoelasticity. The standard linear and the present fractional derivative creep models have been 
investigated for comparisons in fitting our experimental data. The fractional derivative model not 
only reduces the computational effort in identification of coefficients, but also appears more 
promising in modeling of different loading conditions, with fewer parameters.   
The creep tests for the specimens in different locations of Hami Melon has illustrated that the creep 
modulus is significantly influenced by the location and orientation of the specimens. The proposed 
fractional derivative model can accurately simulate the creep characteristics of different specimens, 
and the creep damage of Hami Melon in the transport and storage can be predicted. This study is 
very encouraging and more work is under way to apply the fractional model to damage behaviours 
of fruits, which will be reported in a subsequent paper.  
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Abstract   When the elastomer submerged in aqueous solution, temperature-sensitive hydrogels undergo a 
phase transition at a particular temperature, i.e. the volume of hydrogels changes with temperature 
discontinuously. In this paper, the inhomogeneous large deformation of temperature-sensitive hydrogels has 
been studied. Based on the monophasic gel inhomogeneous field theory, the governing equations and 
conditions of equilibrium for temperature-sensitive hydrogel have been derived. Furthermore, the 
free-energy function and derived constitutive equations for temperature-sensitive hydrogel are implemented 
using Finite Element Method. As an example, a uniaxially constrained-swelling hydrogels with cubic initial 
shape is studied. The simulating results are in reasonable agreement with available experimental data and 
analytical solutions. By analyzing the factors affecting the phase transition temperature of hydrogel, we 
suggest one possible chemical mechanism for the swelling behavior of temperature-sensitive gel during the 
phase transition process. Also we demonstrate the application of the proposed approach in the analysis of the 
complex phenomenon, such as to explain the deformation of implant in skin reconstruction. We hope this 
approach can explain various complex phenomena and provide a useful tool for further theoretical and 
experimental studies. 
 
 
Keywords FEM, Inhomogeneous deformation, Phase transition temperature, Swelling behavior, 
Temperature-sensitive hydrogel, 
 
 
1. Introduction 
 
Long and flexible polymers chains can chemically crosslink to a three-dimensional network by 
covalent bonds. When the rubber-like material is submerged into an aqueous solvent, the network 
imbibes the solvent and swells, resulting in an elastomer gel. Great attention has been drawn to  
these polymeric gels due to their large and reversible deformation variation to many stimuli, 
including pH values[1, 2], forces[3], ionic concentration[4], temperature[5], electrical field[6, 7], 
and magnetic field, etc. For example, a temperature-sensitive hydrogel PNIPAM based on 
poly-(N-isopropyl-acrylamide) which exhibits the volume phase transition, has been investigated in 
the past years and the temperature-sensitive hydrogel has been developed for numerous 
applications[8-11], such as  actuator[12], sensor[13, 14], switching device[15]. Furthermore, the 
temperature sensitive gels can be developed as drug delivery systems in the human body, where the 
gel releases a drug at a particular location in the body in response to the change of temperature. 
 
The stimuli responsive behaviors of hydrogel have also motivated a large number of theoretical and 
numerical studies. Based on the statistical-mechanical hydrogel model developed by Flory and 
Rehner, Suo group proposed a gel theory coupling the two phase’s deformation into a single 
phase[16]. Following this approach, Hong et al. implemented the finite element method (FEM) on 
polymeric gel theory by coding a UHYPER subroutine in the commercial software ABAQUS[17]. 
Meanwhile Marcombe et al. and Cai and Suo developed FEM for pH-sensitive gel[2] and 
temperature-sensitive gel[5], respectively. To perform the transient analysis of large deformation, 
Zhang et al. formulated FEM of mass transport in gel microfluidic valves, using fluid-structure 
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interaction (FSI)[18]. Liu et al. studied the buckling phenomena of gels[19, 20]. Toh et al. 
developed a dynamic FEM for inhomogeneous deformation[21, 22]. 
 
In this paper, we adopt Suo’s monophasic model for temperature-sensitive hydrogel[5], which  
regard the interaction parameter as a function of temperature and concentration, and then a  
specific material model is employed in the finite element implementation by providing a user 
subroutine to analyze the deformation of the PNIPAM hydrogel. This implementation enables us to 
analyze diverse phenomena of temperature-sensitive gel including large deformation, contact, 
bifurcation, buckling of hydrogel, etc.  
 
2. Gel theory for temperature-sensitive gel 
 
When a dry polymer network is immersed in a solvent, e.g. water, the solvent molecules enter the 
polymer network and result in swelling. We define the initial state as the reference state 𝑋𝐾 and the 
deformed state as the current state 𝑥𝑖. The state of deformation is characterized by the deformation 
gradient 𝐹𝑖𝐾, defined by the mapping from the reference coordinates to the current coordinates, 

𝐹𝑖𝐾 = 𝜕𝑥𝑖(𝑋)
𝜕𝑋𝐾

,                                (1) 
 

Using statistical theories and simplified network models, a free energy expression can be 
formulated. A free energy expression for the temperature-sensitive gel includes two parts (i) the 
stretching of the network 𝑊𝑠 and (ii) the mixing energy of the polymer and the solvent 𝑊𝑚.                                  

 𝑊 = 𝑊𝑠 +  𝑊𝑚=1
2
𝑁𝑘𝑇[𝐹𝑖𝑘𝐹𝑖𝑘 − 3 − 2 log(𝑑𝑒𝑡𝐅)+ 𝑘𝑇[𝐶𝑙𝑜𝑔 𝜐𝐶

1+𝜐𝐶
+ 𝜒𝐶

1+𝜐𝐶
]    (2) 

 
where N is the number of polymer chains per unit dry volume, 𝑘𝑇 is the temperature in terms of 
energy, 𝜈 is the volume per water molecule, 𝐅 is the deformation gradient relative to the dry 
network, 𝐶 is the nominal concentration of solvent water molecule and 𝜒 is a dimensionless 
measure of the strength of pairwise interactions between species. This parameter 𝜒 is used to fit 
experimental data in the following form: 

𝜒(𝑇,𝜙) = 𝜒0 + 𝜒1𝜙                           (3) 
𝜒0 = 𝐴0 + 𝐵0𝑇,𝜒1 = 𝐴1 + 𝐵1𝑇                       (4) 
 

Hong et al. assume that these individual long polymers and solvent molecules are 
incompressible[17]. The condition of molecular incompressibility can be expressed as following: 

𝜙 = 1
1+𝜐𝐶

= 1
𝑑𝑒𝑡(𝑭)                             (5) 

 
 𝜙 is the volume fraction of the polymer in the hydrogel. The values of 𝐴0,𝐵0,𝐴1and 𝐵1 will be 
different for different types of temperature-sensitive hydrogel. Afroze et al. [23] provided the values 
of these parameters for a particular polymer: poly(N-isopropylacrylamide) (PNIPAM) as: 

𝐴0 = −12.947,𝐵0 = 0.04496,𝐴1 = 17.92,𝐵1 = −0.0569             (6) 
 

To fully define the material in the subroutine, we adopt the above properties of PNIPAM gels in the 
examples presented herein.  
 
The free energy is written in the form of  𝑊 = 𝑊(𝐅,𝑇,𝐶). Since the chemical potential must be a 
constant at the equilibrium state, we introduce another free-energy function 𝑊�  with 𝐅 , 𝜇 and T as 
independent parameters via Legendre transform. 

𝑊� (𝐅,𝑇, 𝜇) = 𝑊 − 𝜇𝐶                           (7) 
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𝑊� (𝑭,𝑇, 𝜇) =
1
2
𝑁𝑘𝑇 �𝐽

2
3𝐼1̅ − 3 − 2 𝑙𝑜𝑔(𝐽)� + 

𝐾𝑇
𝜈
�(𝐽 − 1) log �𝐽−1

𝐽
� + (𝐽 − 1) ∗ �𝜒0

𝐽
+ 𝜒1

𝐽2
�� − 𝜇

𝜈
(𝐽 − 1)     (8) 

 
Define the nominal stress as, 

𝑠𝑖𝐾 = 𝜕𝑊�

𝜕𝐹𝑖𝐾
= 𝑁𝑘𝑇(𝐹𝑖𝑘 − 𝐻𝑖𝑘) + 𝐽 �𝑙𝑜𝑔 �𝐽−1

𝐽
�+ 1

𝐽
+ 𝜒0−𝜒1

𝐽2
+  2𝜒1

𝐽3
� 𝐻𝑖𝑘 −

𝜇
𝑣
𝐽𝐻𝑖𝑘     (9) 

 
where 𝐇 is the transpose of the inverse of the deformation gradient 𝐅. This equation of state 
relates the nominal stress to the deformation gradient when the gel is hold at a constant chemical 
potential and constant temperature. The finite element modeling of large deformation process of 
temperature-sensitive gel is possible by utilizing currently gel monophasic theory and properties of 
PNIPAM. 
 
3. Phase transition 
 
Phase transition phenomena have been observed and studied by many researchers. The phase 
transition temperature is referred to as the temperature of the coexistent state, at which a sharp 
volume transition can be observed. Since gel’s swelling process can be referred as a hydrated 
reaction, we assume that the gel may have two different phases before and after phase transition 
temperature, which imply two different hydrated quantities of hydrogel. In our previous work[24], 
we inferred variation of temperature leads to different hydrated quantities of hydrogel and thus the 
volume of gel changes significantly. When gel reaches the phase transition temperature, the free 
energy density function 𝑊(𝐅, 𝜇,𝑇) has two local minima of equal value. Specifically, if the 
chemical potential is kept at a certain constant value  𝜇0, at a particular temperature  𝑇∗-the so 
called phase transition temperature, the two local minima of the free energy density function 
𝑊(𝐅,𝜇,𝑇) would occur at two different deformation gradients 𝐅𝟏 and 𝐅𝟐, i.e.,  
 

𝑊(𝐅𝟏, 𝜇0,𝑇∗) = 𝑊(𝐅𝟐,𝜇0,𝑇∗)                      (10) 
 
4. Numerical examples and discussions 
 
4.1. Uniaxially constrained-swelling hydrogels 
 
In our previous work[24], we investigated a PNIPAM hydrogel cube, which immersed in water 
(𝜇 = 0) at certain temperature and allowed to frees welling. Now we adopt 8-node brick elements 
to model the uniaxial constrained swelling hydrogel. In the modeling, a hydrogel bar is first 
submerged in water and reaches an isotropic swelling stretch 𝜆0, and then the gel bar is stretched in 
longitudinal directions with fixed length. The stress in the transverse directions vanish, so that (9) 
gives 

𝑁𝜈
𝜆2

2𝜆1
(𝜆22 − 1) + ln �1 − 1

𝜆2
2𝜆1
�+ 1

𝜆2
2𝜆1

+ �𝜒0−𝜒1
𝜆24𝜆12

+ 2𝜒1
𝜆2
6𝜆1

3� −
𝜇0
𝑘𝑇

= 0         (11) 
 
𝐽 = 𝑉

𝑉0
= 𝜆2

2𝜆 1 ; for water 𝜇0 = 0 . Using the material model, we can also obtain the 
volume-temperature curve numerically by FEM. Since the value for 𝑁𝑣 was not given in the 
report Suzuki et al. [25], we have to vary the value of the parameter 𝑁𝑣 to fit the experiment data. 
The symbol k is the Boltzmann constant, and 𝑇0 = 300K, k𝑇0 ≈ 4.14 × 10−21𝐽. It’s clearly shown 
in Figure 1 that when the level of longitudinal stress is different, volume changes sharply but the 
phase transition temperature alters just mildly. 
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Figure 1. The volumes of uniaxially constrained-swelling hydrogels as functions of temperature. The solid 
curves are calculated for hydrogels of three levels of longitudinal stretches. The solid curves are obtained 
analytically for the free swelling of hydrogel at the three values of crosslink density. The marks on the curves 
are the corresponding numerical predictions. The triangle and circle symbols are experimental data for the 
corresponding longitudinal stretches taken from Suzuki et al[25].  
 
4.2. Simulation of the reconstructed skin 
 
When aged or damaged, the skins of human beings can easily result in winkles or scars. Hillel et al. 
developed a biosynthetic soft gel replacement that can be injected and swelling in situ with 
stimuli[26], whereby the swelling of soft fillers of skin reduces or eliminates the skin wrinkles. In 
this study, we try to model the skin reconstruction procedure and explain how the soft fillers works 
in skin repair by using temperature-sensitive hydrogel deformation. It is assumed that the skin 
implant could be modeled as a temperature-sensitive gel material, in which temperature-sensitive 
hydrogel is injected into the dermis layer. Furthermore, by modulating the parameters of 
temperature-sensitive hydrogel, we can control the repair process. 
 
As the temperature changes, the injected temperature-sensitive gel will swell.  This corresponds to 
the deformation of soft fillers in the skin repair process. Fig. 2 (a) shows the initial stage which 
injected implant gel has not been deformed.  The deformation pattern of the skin under 
reconstruction at deformed stage is illustrated in Fig. 2 (b). From Fig. 2 (b), it can be observed that 
the skin wrinkles can be eliminated. To better understand the skin repair process, the schematic 
diagrams of reconstructed skin procedure which is taken from Hillel et al.[26] are also shown in the Fig. 2 
(c) and (d). 
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(a)                   (b) 

              

                                (c)                     (d) 

Figure 2. After the temperature-sensitive gel is injected into beneath of skin, the wrinkled skin can be 
eliminated. (a) The pattern of the repaired skin at initial stage; (b) the pattern of the repaired skin at 
deformed stage. (c) and (d) the schematic of the reconstructed skin taken from Hillel et al[26].  
 
Conclusion 
 
This paper focuses on large deformation of temperature-sensitive hydrogels in equilibrium with a 
solvent and mechanical load at varying temperature. Adopting a specific free energy density 
function and obtained constitutive equation, we have developed a finite element method for 
equilibrium analysis of temperature-sensitive hydrogels and implemented the theory via a 
user-defined subroutine in ABAQUS. From the simulated results, we demonstrate the potential 
applications of the proposed approach in the analysis of the complex phenomenon, such as how to 
explain the deformation of implant in skin reconstruction. We hope that this work can explain 
various complex phenomena in nature and can provide a useful tool for the future theoretical and 
experimental studies on temperature-sensitive hydrogel. 
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Abstract  Dielectric elastomer actuator can be used to adjust the properties of many optical elements. 
For example, place a diffractive transmission grating on the center of a circular ring actuator. The 
deformation of the actuator under voltage can change the grating period. The circular ring actuator is 
an annular dielectric elastormer coated with soft electrodes sandwiched between an elastic circle and 
an elastic annulus. When subject to a voltage, the active dielectric region will expand and compress 
the central elastic circle as well as the outer elastic annulus. The compressive deformation of the 
central elastic circle changes the grating period. We study the properties of circular ring actuators 
based on the ideal dielectric model combined with the Arruda-Boyce hyperelastic constitutive law 
and obtain the relationship between the applied voltage and the grating period. The strategy presented 
here is generic and the results may contribute to the use of dielectric actuators in optical devices.  
 
Keywords  Dielectric elastomer actuator; Tunable grating; Ideal dielectric 
 

1. Introduction 
 
Adaptive optical elements are of great importance in a wide range of scientific applications [1]. For 
the active dynamic tuning of the optical elements, a variety of methods has been proposed, ranging 
from change the refractive index of a material [2] to rely on the acousto-optic effect[3]. But so far, 
these methods are not so successful in the tuning of optical elements. 
Now the tunable diffraction grating is based on relatively stiff materials and can only achieve a 
limited spatial tuning grating. A promising approach for combining rapid response time, good optical 
quality and large actuation amplitude is the use of dielectric actuators [4-6], which is known as 
“artificial muscles”. When a DE is used as an actuator, it can achieve a large voltage-induces strain 
and can be driven at acoustic frequencies [7].  
Here, we investigate a pre-stretched polymer film of VHB4910 which is fixed by a rigid frame and 
partially covered with high conductive carbon grease as electrodes. Then a polymeric diffractive 
structure is bonded onto the actuator, similar to the previous work[8-10]. our work is investigate the 
previous structure with new theory analysis method. The results can be used in the calculation of the 
tunable transmission grating.  
 
2. Circular ring actuator analysis 
 
The schematic arrangement of a circular ring dielectric actuator is shown in Fig. 1. A circular ring 
actuator is made from pre-stretched elastomer with a soft electrode annulus which is sandwiched by 
two electrode-less regions. When subject to a voltage, the active dielectric region will expand and 
compress the central elastic circle as well as the outer elastic annulus. The inner passive region 
deforms from its reference configuration with initial radius A, to its current configuration with radius 
a. The active region evolve from its reference configuration with inner radius A and outer radius B to 
its current configuration with inner radius and outer radius b, respectively. The outer passive region 
evolves from its reference configuration with inner radius B and outer radius C to its current 
configuration with inner radius b and outer radius fixed, respectively. All kinetic variables are 
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expressed in the reference polar coordinates , ,R ZΘ systems, which are denoted by the subscript 1, 2 
and 3.The inner passive region, middle active region and outer passive region, are denoted by 
superscript 1, 2 and 3, respectively.  
 

            
Voltage off                                Voltage on 

 
Figure 1. The schematic of a typical experimental arrangement of a circular ring dielectric actuator. The central 

gray area is the dielectric actuator, and outer black area is the rigid frame to apply pre-stretch. 
 
Here the strain energy of an ideal dielectric material is rewritten in terms of stretches and nominal 
electric field, i.e., 
 1 2 0 1 2 1 2( , , ) ( , ) ( , , )eleW E W W Eλ λ λ λ λ λ= +% %, (1) 

For the two passive regions, the material laws are only given the first term of the Eq. (1). Based on the 

elastic theory, the geometric relationship can be obtained readily as 

 1

r
R

λ ∂
=
∂

, 
R
r

=2λ  (2) 

where 1λ  and 2λ  are radial and hoop stretches, respectively. The equilibrium equation is  

 1 1 2 0
s s s
R R
∂ −

+ =
∂

 (3) 

We use the Arruda-Boyce material to express the hyper-elastic part ),( 210 λλW , and it gives 

 ( ) ( ) ( )2 3
0 2

1 1 11
( ) 3 9 27 ...

2 20 1050
W I I I I

N N
μ ⎡ ⎤= − + − + − +⎢ ⎥⎣ ⎦

 (4) 

where 2
2

2
1

2
2

2
1

−−++= λλλλI  is the first principle invariant. We use nominal stress and nominal electric 

field as well as electric displacement as mechanical and electrostatic measures. The nominal stresses 
of the material are given by the following material laws  

 0
1

1 1 1

eleW WW Is
Iλ λ λ

∂ ∂∂ ∂
= = +
∂ ∂ ∂ ∂

 (5) 

 0
2

2 2 2

eleW WW Is
Iλ λ λ

∂ ∂∂ ∂
= = +
∂ ∂ ∂ ∂

 (6) 

Taking derivative of Eq. (5) with respect to R and substituting Eq. (5) and (6) into Eq. (2) gives the 
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following ODE 

 1
1 1 2 2 1 2 1 2

1 1
( , )( ) ( , )g g

R R R
λ λ λ λ λ λ λ∂

= − +
∂

 (7) 

Another equation can be deduced by invoking Eq. (2) and gives 

 2
1 2

1
( )

R R
λ λ λ∂

= −
∂

 (8) 

The ),( 211 λλg  and ),( 212 λλg  functions in Eq. (7) are expressed as  

 

2 22
0 0
2

1 2 1 2 1 2
1 1 2 22 22

0 0
2 2 2

1 1 1

( ) ( )
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( ) ( )

ele

ele

W I W I WI I I
I Ig
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I I

λ λ λ λ λ λλ λ
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∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂
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⎛ ⎞∂ ∂ ∂∂ ∂
+ +⎜ ⎟∂ ∂ ∂ ∂ ∂⎝ ⎠

 (9) 
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g
W I W I WI I

I I
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⎛ ⎞ ⎛ ⎞∂ ∂ ∂∂ ∂
− + −⎜ ⎟ ⎜ ⎟∂ ∂ ∂ ∂ ∂⎝ ⎠ ⎝ ⎠=

⎛ ⎞∂ ∂ ∂∂ ∂
+ +⎜ ⎟∂ ∂ ∂ ∂ ∂⎝ ⎠

 (10) 

For the passive region, the inner region’s deformation are equal biaxial and λλλ == 21  and 

sss == 21 . The nominal stress 1,2s  is given by 

 ( )1 50
1,2

( )
2

W Is
I

λ λ−∂
= −

∂
 (11) 

For the active region, the stresses are given by Eq. (5) and Eq. (6): 

 ( )2 3 2 2 20
1 1 1 2 1 22 2

Ws E
I

λ λ λ ε λ λ− −∂
= − −

∂
%  (12) 

 ( )2 2 3 2 20
2 2 1 2 1 22 2

Ws E
I

λ λ λ ε λ λ− −∂
= − −

∂
%  (13) 

And the outer passive region’ stresses can be obtained in the same way: 

 ( )3 3 20
1 1 1 2

( )
2 2

W Is
I

λ λ λ− −∂
= −

∂
 (14) 

 ( )3 2 30
2 2 1 2

( )
2 2

W Is
I

λ λ λ− −∂
= −

∂
 (15) 

The stresses given by Eq. (11) ~ (15) should satisfy the following force balance requirement 

 1 2
1 1( ) ( )s R A s R A= = =  (16) 

 

 2 3
1 1( ) ( )s R B s R B= = =  (17) 

The stretches across the interface should also fulfill the following boundary conditions 

 1 2
2 2( ) ( )R A R Aλ λ= = =  (18) 

 

 2 3
2 2( ) ( )R B R Bλ λ= = =  (19) 

 
Eq. (7) and (8) together with the boundary conditions (16) ~ (19) constitute the nonlinear ODEs that 
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should be calculated numerically. We use a shooting technique to solve these ODEs by iterating a 
assumed radial stretch until the computed hoop stretch on the outer boundary equals to the prescribed 
pre-stretch, and the computed stress on the inner boundary fulfill the force balance equation, Eq. (16 ) 
and (17). 
Based on the above-mentioned procedure, the properties of the circular ring dielectric actuator can be 
evaluated. In a simulation example, we fixed A=4mm, B=9mm, C=10.5mm, pλ =1.2 and 

/ =0.5E μ ε% .Fig. 2 shows the deformation of the circular ring actuator under a pre-stretch and a 

dimensionless nominal electric field. It is noted that the middle active region’s deformation is  
unhomogeneous and the inner radius deforms greater than the others which results the inner passive 
region is compressed more obvious. Also the radical’s deformation is incontinuous along the radius 
which is unknown before the calculation. Fig. 3 shows the dimensionless nominal stress versus 
radius R. From this figure, we know the distribution of the nonimal stress along the radius and the 
radius R=A and R=B are likely to suffer loss of tension when the voltage is increasing. 
 

 
Figure 2. The radius R versus hoop and radial stretches  

 

 
Figure 3. The radius R versus hoop and radial dimensionless nominal stress 

 

3. Applications in tunable transmission grating  
 
Tunable transmission grating is bonded onto circular ring actuator, as showed in Fig. 4. When the 
voltage is applied, the middle active region enables a compact implementation and results in a change 
of the grating period, 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-5- 
 

 0(1 )centerd s d= −  (20) 

 
where 0d is the grating period at 0V = , and centers  is the planar strain in the inner passive region. In 

the above simulation example, the grating period changes from 2 mμ  to 1.9 mμ  
 

 
 

Figure 4. The tunable transmission grating based on circular ring dielectric actuators 
 

Once the stretch in the inner passive region under a certain voltage is calculated, the grating period is 
also determined by Eq. (20).  
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Abstract  To obtain a theoretical solution for the critical condition of swell-induced surface instability, a 
graded hydrogel layer on a rigid substrate is divided into n fictitious sub-layers. By considering the boundary 
condition and interface continuity, a governing equation for surface instability is established. Hydrogel layers 
with the crosslink density varying in the thickness direction are examined in details. The results show that 
both the critical condition and the instability mode relate to the variation of the material properties. For a 
soft-on-hard graded layer, the onset of surface instability is determined by a short-wave mode with a limiting 
short wavelength. In contrast, for a hard-on-soft graded layer, a long-wave mode with a finite wavelength 
emerges as the critical mode at the onset of surface instability. The critical swelling ratio of the long-wave 
mode for hard-on-soft graded layers is considerably lower than that of the short-wave limit for soft-on-hard 
ones with the same shape factor. In addition, we found that both the critical swelling ratio and the 
characteristic wavelength depend on the gradient profile of material properties. 
 
Keywords  Hydrogel, Surface instability, Graded layer 
 
1. Introduction 
 
A hydrogel swells significantly when imbibing a large amount of solvent. Swell-induced surface 
instability of hydrogels has been observed by many researchers[1-6], and a lot of theoretical and 
numerical studies have also been reported[7-12]. Most of the theoretical studies to date have assumed 
the hydrogel to be homogeneous before swelling. Recently, a series of experiments by Guvendiren 
et al.[7,13,14] have observed a rich variety of surface patterns (including creases and wrinkles) by 
using hydrogels with depth-wise crosslink gradients. It was found that both the critical condition 
and the characteristic length scale of the surface patterns depended on the crosslink gradient. 
Motivated by these experiments, we present a theoretical analysis on swell-induced surface 
instability of graded hydrogel layers, i.e., the layer with material properties varying in the thickness 
direction. 
 
The critical condition for the onset of swell-induced surface instability in hydrogels has become an 
interesting subject of theoretical studies recently. By an energetic consideration, Hong et al.[7] 
predicted a critical strain for surface creasing of an elastomer. More recently, Cao and Hutchinson[12] 
found that surface wrinkling in an elastomer is highly unstable and extremely sensitive to 
imperfections that could significantly reduce the critical strain. For a hydrogel layer on a rigid 
substrate, the critical condition for swell-induced surface instability is similar to the elastomers 
under compression, but with subtle differences due to the interaction between solvent and the 
polymer network. Following a procedure similar to Biot’s linear perturbation analysis, Kang and 
Huang[9] predicted that the critical swelling ratio for wrinkling instability of a hydrogel layer varies 
over a wide range, depending on the material parameters. 
 
The theoretical studies predict no characteristic length scale for the surface instability in 
homogeneous elastomers and hydrogels. By considering the effect of surface tension, Kang and 
Huang[10] predicted a characteristic wrinkle wavelength that scales almost linearly with the 
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thickness of the hydrogel layer. Alternatively, a characteristic length scale may be introduced by 
assuming a thin skin layer at the surface of the hydrogel[15] or more generally, by assuming a 
gradient of the material properties in the thickness direction. In this paper, by dividing a layer into 
fictitious sub-layers, we present theoretical results for the stability analysis for swelling of graded 
hydrogel layers. The results suggest that both the critical condition and the characteristic 
wavelength depend sensitively on the depth-wise variation of the material properties in the hydrogel 
layer. 
 
2. Theory of confined homogeneous hydrogel layers 

 
In this section we briefly review the homogeneously swelling and a linear perturbation analysis for 
confined hydrogel layers[9,16,17]. 
 
2.1. Constrained swelling 
 

   
(a)                                       (b) 

Fig. 1. Schematic of a hydrogel layer on a substrate: (a) a homogeneous swollen state; (b) a perturbation to 
the swollen state. 
 
A homogeneous hydrogel layer is attached to a rigid substrate as shown in Fig. 1a. Since confined 
to the substrate, the hydrogel will swell only in the thickness direction with the thickness varying 
from H (at dry state) to h (at the swollen state). In the equilibrium state, the swelling ratio 

Hhh /=λ  can be obtained as a function of the chemical potential ( μ̂ ) of external solvent in the 
following form[9]: 

 
kT

pN
h

h
hhh
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⎠

⎞
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⎝

⎛
−Ω+++⎟⎟

⎠

⎞
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⎝

⎛
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λ
λ
χ

λλ
ˆ1111log 2  (1) 

where ΩN  and χ  are two dimensionless parameters for material properties of the hydrogel, N 
represents the effective number of polymer chains per unit volume of the polymer network at the 
dry state, Ω  is the volume per solvent molecule, χ  reflects the interaction between the solvent 
molecules and the polymer, μ̂  is commonly a function of the temperature (T) and pressure (p), k 
the Boltzmann constant. Assuming an ideal gas phase ( 0pp < ) and an incompressible liquid phase 
( 0pp > ), the external chemical potential is given by 

 
⎩
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00

ppppkT
pppp

Tpμ  (2) 

where 0p  is the equilibrium vapor pressure of the solvent. 
 
2.2. Linear perturbation fields 
 
For a linear stability analysis, a two dimensional perturbation is assumed as small displacements 
added to the swollen state of the confined hydrogel layer (Fig. 1b), namely 
 ),( 2111 xxuu =  and ),( 2122 xxuu = . (3) 

2x

1x
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H
h

2x

1x

substrate Rigid

h
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The nominal stresses are obtained by the partial differentiation of the free energy with respect to the 
deformation gradient components as 
 iJiJhhiJiJ pHHFNkTs −−−≈ ])(~[ εξλ  (4) 

where ⎟⎟
⎠
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hhhh
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1

1

x
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x
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∂
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+
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=ε , and kLjKJKLijkiJ FFeeH
2
1

= . 

 
Assume the perturbation displacements to be periodic in the 1x  direction, taking the form: 
 1211 sin)( xxUu ω=  and 1222 cos)( xxUu ω= , (5) 
where ω  is the wave number. Applying Eq. (5) to Eq. (4) and then inserting it to the mechanical 
equilibrium equation 

 0=
∂
∂

J

iJ

X
s , (6) 

the equilibrium equation is finally derived as follows: 
 0)1( 21

2
1

2 =′−+−′′ UUU hhhhh ξωλξλωλ , (7) 
 0)( 2

2
21 =−′′++′ UUU hhhhh ωλξλξωλ . (8) 

And the perturbation displacement field can be solved from Eqs. (7) and (8) as 
 2222

43
/

2
/

121 )( xxxx eAeAeAeAxU hh βωβωλωλω −− +++= , (9) 
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/
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x
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where )/()1( 2
hhhhh ξλλξλβ ++= . 

 
3. A model of graded hydrogel layers 

 

 
(a) 

 
(b) 

 
(c) 

Fig. 2. Schematic of a graded hydrogel layer: (a) the dry state; (b) a transversely homogeneous swollen state; 
(c) a perturbation to the swollen state. 
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Consider a confined graded hydrogel layer as shown in Fig. 2. Set a Cartesian coordinate system in 
the dry state so that X1 and X3 are along the interface and X2 in the thickness direction (Fig. 2a). 
Now we divide the layer into n fictitious sub-layers, each of which may have different thickness and 
different material properties. When n approaches infinity, the thicknesses of the sub-layers approach 
zero uniformly and also the laminated layers approach graded layer. 
 
For the i th sub-layer considered as a homogeneous layer, the perturbation displacements (Fig. 2c) 
are in the form as Eqs. (9) and (10), i.e., 
 2222 )(

4
)(

3
/)(

2
/)(

1
)(

1
xixixixii iihihi eAeAeAeAU ωβωβλωλω −− +++= , (11) 
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where )/()1( 2
hihihihihii ξλλξλβ ++= . 

 
For the laminated layers, in addition to the boundary conditions, namely 
 0)1(
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1 ==UU ,    at 02 =x , (13) 

 0
d

d)()(
2

)(
2)(

1 =++−
x

UU
n

hnhn
n

hnhn λξωλξ  and 0
d

d )(
2

2

)(
1 =− n

n

U
x

U ω ,  at hx =2 , (14) 

the perturbation displacements and the associated tractions must be continuous along the interface 
of any two adjacent sub-layers, namely 
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j
hj

j xsxs += , (16) 
where jhj hhhx +++= Κ21 (j = 1, 2, …, n–1). Substituting Eqs. (11) and (12) into Eqs. (13)-(16) 

yields 4n linear homogeneous equations with respect to the coefficients )(i
mA  ( 4~1=m , ni ~1= ), 

which can be written in a matrix form: 
 0DΑ = , (17) 
where D  is a nn 44 ×  matrix. 
 
The critical condition for onset of the surface instability in the graded hydrogel layer is then 
obtained by setting the determinant of the matrix D  equal to zero, namely  
 0) , , ; ,()det( == iii kNHf χΩμωD . (18) 
 
For each normalized wave number ( Hω ), we solve Eq. (18) to find the critical chemical potential 

cμ , which depends on the material properties of sub-layer ( ΩiN , iχ ) as well as its volume fraction 
HHk ii /= . The swelling ratio of each sub-layer at the critical chemical potential, )( cμλhi , is then 

calculated from Eq. (1). Subsequently, the general critical swelling ratio for the graded layer can be 
calculated from 

 ∑
=

==
n

i
hiikHh

1
c / λλ . (19) 

 
4. Results and discussion 
 
In this section, we apply the approach developed in the previous section to present the analytical 
results for the critical condition of surface instability for both hydrogel bilayers and graded hydrogel 
layers, and the effects of material properties are discussed as well. 
 
4.1. Hydrogel bilayer instability 
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Fig. 3a plots the critical chemical potential as a function of the perturbation wave number for two 
bilayers (A and B), in comparison with a homogeneous layer. The corresponding critical swelling 
ratios are plotted in Fig. 3b. For the bilayers, the critical chemical potential varies with the 
perturbation wave number non-monotonically. If the top layer is softer than the underlayer 
( 12 NN < ), the critical chemical potential has a local minimum *

cμ , corresponding to a long-wave 
mode ( *ωω = ). The local minimum *

cμ  however is greater than the critical chemical potential at 
the short-wave limit (ω → ∞), i.e., ∞> c

*
c μμ . Therefore, the onset of surface instability for such a 

bilayer (soft-on-hard) is expected to be determined by the short-wave limit. On the other hand, if 
the top layer is stiffer than the underlayer ( 12 NN > ), the minimum critical chemical potential 
occurs at a long-wave mode and is lower than the short-wave limit, i.e., ∞< c

*
c μμ . Consequently, 

the critical condition for onset of surface instability for such a bilayer (hard-on-soft) is determined 
by a critical long-wave mode, with a characteristic length ( ** /2 ωπ=L ). In this case, the critical 
chemical potential for long-wave mode and the corresponding critical swelling ratio are 
considerably lower than that for a homogeneous layer. 
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(a)                                  (b) 

Fig. 3. (a) Critical chemical potential and (b) the corresponding swelling ratio versus the perturbation wave 
number for two hydrogel bilayers (A: N2Ω = 4×10-4; B: N2Ω = 2×10-3), both with N1Ω = 10-3 and 9.01 =k , 
in comparison with a homogeneous hydrogel layer (NΩ = 10-3). 
 
To highlight the distinct surface instability behaviors for the soft-on-hard and hard-on-soft hydrogel 
bilayers, a nonlinear finite element method developed previously[8] is used to simulate 
swell-induced deformation and evolution of surface instability of the hydrogel bilayers, as shown in 
Fig. 4. The two models are identical in geometry, mesh, initial surface perturbation, boundary 
conditions, and volume fraction 9.01 =k . The common material properties are: 3

1 10−=ΩN  and 
4.021 == χχ . The soft-on-hard bilayer, with 4

2 104 −×=ΩN , develops multiple surface creases 
without appreciable wrinkling (Fig. 4a and 4b), similar to that of a homogeneous layer[9]. For the 
hard-on-soft bilayer, with 2

2 10−=ΩN , the behavior is drastically different: the wrinkles grow 
significantly before creases form (Fig. 4c and 4d). The critical chemical potential or the critical 
swelling ratio for the onset of surface wrinkling in the hard-on-soft bilayer is considerably lower 
than that for surface creasing in the soft-on-hard bilayer. 
 
Therefore, the two types of hydrogel bilayers (soft-on-hard vs hard-on-soft) exhibit distinct 
behavior at the onset of surface instability: for the soft-on-hard bilayer, with no characteristic length, 
surface wrinkling is highly unstable and is likely to collapse into creases; for the hard-on-soft 
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bilayer, surface wrinkling is stable with a finite wavelength. 
 

   
(a)                                  (b) 

   
(c)                                  (d) 

Fig. 4. Numerical simulations of swell-induced surface instability. (a) and (b): =kT/μ -1.158 and -0.004 
for a soft-on-hard bilayer (N1Ω = 10-3 and N2Ω = 4×10-4); (c) and (d): =kT/μ -1.158 and -0.1513 for a 
hard-on-soft bilayer (N1Ω = 10-3 and N2Ω = 10-2). 
 
4.2. Graded hydrogel layer instability 
 
To illustrate the effect of material parameters varying in the thickness direction on surface stability, 
we consider a graded hydrogel layer with linearly or exponential graded crosslink density. Since the 
effective number of polymer chains per unit volume is proportional to the crosslink density, we 
have 

 
H
XNNNXN 2

botsurbot2 )()( −+= , (20) 

or  

 
1)exp(

1)/exp()()( 2
botsurbot2 −

−
−+=

η
η HXNNNXN , (21) 

so that botNN =  at the bottom face of the hydrogel layer ( 02 =X ) and surNN =  at the surface 
( HX =2 ). The other material parameter, χ , is assumed to be a constant. 
 
Fig. 5 shows the critical chemical potential and the critical swelling ratio as functions of the 
perturbation wave number for the graded hydrogel layer with NsurΩ = 0.01, NbotΩ = 0.001, χ = 0.4, 
and the shape factor η = 0. The three curves in each figure represent the results for the graded layer 
divided into 5, 10, and 20 sub-layers, respectively. Similar to the hard-on-soft hydrogel bi-layer in 
Fig. 3, there exist the minimum critical chemical potential *

cμ  at a long-wave mode *ω . It can 
also be observed that the results converge very fast, especially *

cμ , *ω , and the according critical 
swelling ratio *

cλ  coincide very well. Therefore, the enough accurate results may be obtained by 
using 20 sub-layers. 
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(a)                                        (b) 

Fig. 5. (a) Critical chemical potential and (b) the corresponding swelling ratio versus the perturbation wave 
number for the graded hydrogel layer divided into 5, 10, 20 sub-layers, respectively. 
 
The critical swelling ratios for different gradient profile with η = -5, 0, 5 are plotted in Fig. 6. It is 
interesting that critical swelling ratios relate to the shape factor η. For soft-on-hard graded layers 
(Nsur<Nbot), the critical swelling ratio decreases monotonically with increasing wave number, which 
is similar to the case of soft-on-hard bi-layers, but without a local minimum *

cλ . The onset of 
surface instability is determined by short-wave limit and the according swelling ratio ∞

cλ  decreases 
as the shape factor increases (Fig. 6a). For hard-on-soft graded layers (Nsur>Nbot), the critical 
swelling ratio for the long-wave mode ( *

cλ ) and the according wavelength ( *L ) depend on gradient 
profile as shown in Fig. 6b, and apparently *

cλ  is considerably lower than ∞
cλ  for the soft-on-hard 

graded layer with the same shape factor. The critical swelling ratio for the long-wave mode ( *
cλ ) 

varies with the shape factor η monotonically as shown in Fig. 7a. The swelling ratio decreases as 
the shape factor increases. However, the wavelength of the critical long-wave mode ( ** /2 ωπ=L ), 
normalized by the layer thickness H , first increases and then decreases with the increasing shape 
factor η as plotted in Fig. 7b. 
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(a)                                       (b) 

Fig. 6. Critical swelling ratio obtained by 20 sub-layers versus the perturbation wave number for: (a) 
soft-on-hard and (b) hard-on-soft graded hydrogel layers with different shape factors. 
 
From the results for graded hydrogel layers, we can predict that the behavior at the onset of surface 
instability for graded hydrogel layers is similar to that of hydrogel bilayers, i.e., the soft-on-hard 
graded layer with no characteristic length and the hard-on-soft graded layer with a finite wavelength. 
Furthermore, both the critical swelling ratio and the wavelength depend on the gradient profile. 
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(a)                                         (b) 

Fig. 7. (a) The critical swelling ratio for the long-wave mode and (b) the corresponding wavelength with 
shape factor η ranging from -5 to 10. 
 
5. Conclusions 
 
Based on the theory for homogeneous hydrogel layers, we presented a theoretical solution for the 
critical condition of swell-induced surface instability for a graded hydrogel layer on a rigid substrate. 
Graded hydrogel layers with the crosslink density varying in the thickness direction as well as 
hydrogel bilayers were examined as examples. The results show that both the critical condition and 
the instability mode depend on the variation of the material properties. For a soft-on-hard graded 
layer, the onset of surface instability is determined by a short-wave mode with a limiting short 
wavelength. In contrast, for a hard-on-soft graded layer, a long-wave mode with a finite wavelength 
emerges as the critical mode at the onset of surface instability. The critical swelling ratio of the 
long-wave mode for hard-on-soft graded layers is considerably lower than that of the short-wave 
limit for soft-on-hard ones with the same shape factor. In addition, we found that both the critical 
swelling ratio and the characteristic wavelength depend on the gradient profile of material 
properties. 
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Abstract  The purpose of the present paper is to propose an analytical model that enables the evolution of 
transverse ply cracking to be investigated in fiber reinforced laminated composites subjected to in-plane 
tensile loading and thermal residual stress. The strain energy release rate associated with matrix cracking in 
transverse layer is derived using a 2-D shear-lag stress analysis and the equivalent constraint model (ECM). 
An energy criterion, based upon the fracture mechanics approach, is proposed to describe the initiation and 
propagation of the transverse ply cracking. This work is also concerned with statistical distributions of the 
defects with due consideration given to the scale size effect. Monte-Carlo simulation technique is 
implemented to predict mechanical behaviors of composite structures by taking into account the statistic of 
critical fracture toughness Gc of the transverse ply. The results deduced from the numerical procedure are in 
good agreement with the experimental results obtained for laminated composites formed by unidirectional 
fiber reinforced laminae with different orientations. 
 
Keywords  Laminated composites, Transverse cracking, Fracture mechanics, Statistical analysis, Modelling 
 
1. Introduction 
 
Composite laminates have gained widespread acceptance in many structural applications on account 
of their high specific strength and stiffness. There is a strong need of comprehensively 
understanding damage mechanisms to ensure the structural integrity of composite materials. 
 
Performance in service of a composite structure is influenced by the progressive occurrence and 
interaction of some or all of the many multi-mechanisms of damage such as matrix cracking, 
delamination, fiber fracture and fiber/matrix debonding under loading and environment conditions. 
The early stage of damage is dominated is matrix cracking parallel to the fibers in the off-axis piles. 
These matrix cracks develop in the fiber direction and extend across the laminates from the free 
edges of test specimens. The number of cracks increases with increasing the load until a saturation 
crack density. Matrix cracking is usually referred as transverse cracking because the crack plane is 
commonly transverse to the laminate middle-plane. It can result in significant deterioration of the 
residual stiffness and loading-bearing capacity of laminates and triggers development of other more 
harmful damage mechanisms [1]. 
 
The detailed mechanisms of transverse ply cracking in laminates have been a subject of active 
research effort. A large variety of analyses have been conducted to investigate the damage 
phenomena of composite laminates: different modifications of the shear-lag model [2], variational 
approach based on minimization of complementary energy [3], continuum damage mechanics 
approach [4] and numerical methods, for example, based on finite element analysis [5]. The 
overwhelming majority of studies investigating behavior and properties of composite laminates 
with matrix cracks assume that cracks are equally spaced [6]. Such a deterministic approach, which 
ignores the fact that transverse cracking is a progressive damage mode, predicts the appearance of 
many transverse cracks simultaneously when the first transverse cracking strain is reached [7]. In 
fact, the transverse matrix cracking is an inherently stochastic process due to the random variations 
of local material properties of the plies caused by inner original defects [8]. The random distribution 
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of these defects is the major factor that affects both crack initiation and propagation. Prediction on 
the durability of these materials tends to be probabilistic in character. Modelling of transverse 
cracking in laminated composites should, therefore, consider the details of its construction and the 
use of statistical analysis. 
 
In the present study we derive an analytical model which has the capacity of representing and 
predicting the fracture of laminated composite structures damaged by transverse cracking, 
appropriate for the mechanical analysis of fiber reinforced composite laminates. The energy release 
rate associated with matrix cracking in the transverse layer of general symmetric composite 
laminates is presented using a 2-D shear lag stress analysis and the equivalent constraint model 
(ECM) [9,10]. An energy criterion, based on fracture mechanics approach, is proposed to predict 
and describe the ignition and propagation in symmetrical composite laminates subjected to in-plane 
loading. This work is also concerned with a stochastic description of the inner defects with due 
consideration given to the scale size effect. The random properties are introduced with the use of 
Weibull two-parameter probability density function. A numerical procedure is developed to 
investigate the multiplication of transverse cracking and predict the statistical failure strengths of 
composite structures by taking into account the statistic of critical fracture toughness. The results 
are also compared with those obtained from experiments and other existing models. 
 
2. Formulation and algorithm 
 
2.1. Analytical model 
 
Micro-cracking has been a mechanism of failure extensively studied in many investigations. This 
mechanism occurs under transverse tensile or longitudinal shear loading conditions. A known 
analytical modeling of mechanical properties due to transverse cracking was performed by using the 
suggested “equivalent constraint model” (ECM) to determine the in-plane stress distributions in the 
damaged layers [11, 12]. The reduction in stiffness properties due to transverse ply crack was 
described by two in-situ damage effective functions introduced in Refs. [9, 11, 12]. It was shown 
that a crack lamina behaves within a laminate in a different manner compared to an infinite 
effective medium containing many cracks [13]. 
 
Our simulation reproduces the initial crack and its propagation in the thickness direction using the 
energy criterion. Indeed, the potential energy method has been presented by Zhang et al.[12, 14] for 
the evaluation of the energy release rate for damage initiation and propagation due to transverse ply 
cracking. The required energy release rate, G, for damage growth can be calculated using energy 
approach and then predicting that damage will grow when G exceed the critical energy release rate, 
Gc , or toughness of the material. 
 
Energy release rate G associated to the appearance of a crack for a given stress state according to 
fracture mechanics is defined by the following expression, 

 ( )A
A

G ,σΠ
∂
∂

= . (1) 

 
where П is the strain energy of the whole laminate. A is crack surface area. σ is the applied laminate 
stress. 
 
An opening displacement of transverse crack (COD) solution for a crack is introduced to obtain the 
strain energy release rate due to matrix cracking, such that 
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where ( )20

xσ  is the x-axis normal stress in the xy-plane and superscript 0 is used to indicate the 
quantities that belongs to the undamaged state. 0

ijQ  are the in-plane stiffness components of an 
undamaged lamina, and gn(L, Dn) is the normalized energy release rate, which is independent of the 
applied load. A complete description of the strain energy based model was presented by Zhang [10, 
15]. 
 
A damage criterion is proposed to predict the evolution of matrix cracking. Estimated quantity is 
compared with the associated critical value of the stain energy release rate 
 ( ) cn GDG =,σ . (3) 
 
where Gc denotes the fracture toughness of the composite materials. 
 
2.2. Modelling of progressive cracking 
 
The origins of transverse cracking are the inherent material defects such as the microcracks, voids, 
debonded fibers, areas of high fiber volume fraction, etc [8]. This causes the transverse layer to 
have a statistical nature of the fracture toughness along its length. Thus the transverse cracking 
propagation can be investigated by assigning a random distribution of the fracture toughness along 
the transverse layers. 
 
In the present paper, the crack multiplication can be simulated by dividing the initial gage length 
into equal elements along the direction of the length 2L and randomly assigning fracture toughness 
Gc to each of them in accordance with two-parameter Weibull distribution.  
 
Based on the Weibull statistics, the fracture toughness is given as 
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where G0 represents the scale parameter, or characteristic quantity of the material. The Weibull 
modulus or shape parameter m controls the degree of disorder in the distribution, experimentally 
found to describe a variety of materials. F∈[0,1] is a random number. The parameters m and G0 can 
be calculated by statistical method 
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Where E(Gc) and D(Gc) are the mean and variance of random variable, respectively. In the approach 
we use here, transverse cracking at some location takes place when the energy released by a 
cracking event becomes equal to the critical strain energy release rate, Gc , at this position. 
 
In fiber-reinforced composites, the largest portion of the loads is resisted by the fibers. When matrix 
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crackings occur, the internal loads must redistribute to other areas of the structures, and may cause a 
structural collapse [16]. For every state of stress, a simple criterion such as Hoffman criterion is 
expressed mathematically in the following fashion, 
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in which 1σ , 2σ and 12τ are longitudinal stress, transverse stress and shear stress, respectively. Xt, Xc 
are the tensile strength and compressive strength of the unidirectional layer parallel to the fiber 
direction; Yt, Yc are the tensile strength and compressive strength one of the unidirectional layer 
transverse to the fiber direction; S is the shear strength of the unidirectional layer transverse and 
parallel to the fiber direction, respectively. 
 
It should be mentioned that in the present study the ultimate failure of materials takes place when 
the stress state of the primary load-bearing lamina satisfies the condition mentioned [17]. 
 
2.3. Numerical algorithm 
 
The simulation was conducted by controlling the stress loading of the model. Fig. 1 shows the 
progressive failure analysis algorithm for estimating damage growth: 
 
Step 1. Ply material and ply orientation are selected to form a laminate. The critical strain energy 

release rate, Gc , is assigned to of each element. A virtual crack was introduced in all 
positions as possible sites for failure and the work performed to close the crack surfaces [18] 
was calculated. New transverse cracking happens in any location once the energy released 
by a cracking event is equal to the critical value. The virtual cracking procedure was 
repeated unceasingly until cracking is terminated under the same applied stress. 

 
Step 2. The equivalent constraint model is employed to analyzing the damaged lamina. In the ECM, 

all the laminae below and above the damaged lamina under consideration are replaced with 
homogeneous layers [9]. The reduced stiffness properties of the damaged layer can be 
calculated by applying the laminated plate theory to the ECM. Thus, the in-plane 
microstresses of the primary loading-bearing lamina can be obtained by the constitutive 
relationship. 

 
Step 3. With the stresses calculated, they are substituted in the failure criteria Eq. (7) to check for 

failure. When the loads are increased monotonically, the matching strains are computed and 
the resulting stresses are substituted in the failure criteria until they are satisfied. The 
ultimate load of the laminate is thus determined. 

 
4. Results and discussion 
 
A detailed analysis is conducted to assess the predictive capabilities of the present methodology. 
The mechanical properties of each type of unidirectional laminate used in this work are given in Ref 
[17]. Each set of Monte-Carlo simulation consists of 200 data points. The element length of 
2.5×10-2 mm is chosen for the sake of efficiency [7]. 
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Figure 1. Schematic diagram of the procedure implemented 

for the analysis of the progression of transverse cracking 
 
4.1. Prediction of stiffness reduction 
 
It is well understood that transverse matrix cracking may occur long before final failure. Matrix 
cracking causes stiffness degradation and induces other failure modes. Figs. 2 and 3 shows the 
evolution of the longitudinal Young’s modulus and Poisson’s ratio for [02/904]s glass-fibre/epoxy 
laminate as a function of matrix crack density. It must be pointed out that the numerical result of 
each case is the average value of 200 data. The figures exhibit the comparison between the 
predictions provided by the analytical approach and experimental values. It is shown that the 
degradations in Poisson’s ratio are much higher than the ones observed for the longitudinal Young’s 
modulus. This can be explained by the fact that the Poisson’s ratio is a transverse property as 
compared to the longitudinal nature of the Young’s modulus. 
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Figure 2. Change of normalized axial modulus as a function of crack density for [02/904]s laminate 
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4.2. Analysis of progressive cracking 
 
Transverse cracking is a progressive damage mode which evolves with increasing in the applied 
load and a measure of accumulated damage is the crack density. G0 = 750 J/m2 and β =10 are used 
as the scale parameters in the Weibull distribution for the glass-epoxy laminates with a stacking 
sequence of [±15/904]s. The simulation results are shown in Fig. 4 compared with experimental 
values. Since the fracture toughness in transverse layer follows Weibull distribution, the transverse 
cracking procedure is related to statistical aspect instead of deterministic one. Indeed, the 
distribution of cracking space is determined by load level and transverse fracture toughness 
distribution. It is found that the energy criterion can predict and describe the initiation and 
propagation of matrix cracking. 
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Figure 4. The crack density as a function of the stress 

applied to [±15/904]s glass-fibre/epoxy laminates 
 
4.3. Estimation of ultimate strength 
 
In Fig. 5, the uniaxial strengths predicted by the current analysis are compared with experimental 
measurements for the CFRP [02/90m]s laminates. The prediction is in good agreement with 
experimental data. The observed offset of ultimate strength is due to the lack of the 
micro-delamination mechanism in this approach. Especially for thicker layers, delamination at the 
interface is the dominant damage mode. One feature worthy of note, which is demonstrated by the 
deterministic model predictions [17], is that the current theory correctly takes account of the effects 
of the variability in fracture toughness due to microflaws distributed randomly along the length.  
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Figure 5. Influence of the 90º lamina thickness on the ultimate strength 

of the [02/90m]s CFRP laminates 
 
4.4. Investigation of faliure envelopes 
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Fig. 6 is biaxial failure envelopes predicted for a [90/±45/0]s AS4/3501-6 epoxy laminate under 
combined σx and σy stresses. It is clearly seen that numerical predictions exhibit good agreement 
with the experimental results present by Soden et al. [19]. It is interesting to note that locating the 
90˚ ply adjacent to the laminate mid-plane will lower the laminate strength. This is because in such 
case the length of ply cracks in the through-thickness direction is double that for the other laminates, 
leading to a larger stress concentration in the 0˚ plies and to fiber failures at lower stresses [20].  
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Figure 6. Biaxial failure envelope for [90/±45/0]s laminate 

made of AS4-3501/6 under combined loading 
 
5. Conclusions 
 
The objective of this exercise is to approach the modelling of progressive damage and failure in 
composite laminates. A statistical model based on the computation of the strain energy release rate 
associated with matrix cracking is proposed to study the stiffness reduction and predict ultimate 
strength of in symmetric laminated composite. The statistical distribution of the critical energy 
release rate, Gc, in the transverse layer is described by a two-parameter Weibull function in this 
article. Several sets of application examples and comparison with experimental results show that the 
present numerical model is able to reproduce the mechanical behavior of laminated composite 
formed by unidirectional fiber reinforced laminae with different orientations. 
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Abstract   
Stress enhancement in the vicinity of brittle cracks makes the macroscale failure properties extremely 

sensitive to the microscale material disorder. As a result, crack propagation is sometimes observed to display 

a jerky dynamics with seemingly random sudden jumps spanning a broad range of scales, reminiscent of 

earthquakes. This so-called crackling dynamics cannot be captured via standard continuum fracture theory. 

The understandings of the key processes that drive such a dynamics then represent a crucial step toward 

predictive statistical models for heterogeneous brittle failure.   

In this context, we designed an experimental setup which permits to drive brittle cracks in opening mode at 

adjustable velocity throughout model materials of adjustable microstructure. During the fracture, both the 

mechanical behavior and the acoustic emission are recorded in real time, and post-mortem, the morphology 

of the fracture surface is obtained by profilometry. Accurate statistical analysis of these experimental data 

and their interplay is believed to provide a deeper understanding of the key mechanisms responsible for 

crackling in heterogeneous brittle fracture. 
 
Keywords   
Brittle crack, Experiment, Crackling dynamics, Model rock, Acoustic 
 

 
1. Introduction  
 
The effect of materials heterogeneities onto their failure properties remains far from being 
understood (see [1,2] for reviews of recent progresses in this field). In particular, in heterogeneous 
materials under slow external loading, cracks growth sometimes displays a jerky dynamics, with 
sudden jumps spanning a broad range of lengthscales. Such a complex dynamics, also referred to as 
crackling noise [3] was directly imaged in interfacial crack experiments [4]. It was also suggested 
from the acoustic emission accompanying paper peeling experiments [5], from the anomalous 
activity recorded in some calorimeters for high energy physics experiments [6],  and  -  at  much  
larger  scale  -  from the  seismic  activity associated  to  earthquakes  [7,8].  The salient features of 
such a crackling dynamics is to exhibit universal scale free statistical features reminiscent of self-
organized-criticality [3]. 
 
Standard continuum approaches fails to describe such a crackling dynamics. Conversely, recent 
theoretical and numerical works suggested that some of the approaches developed in statistical and 
non-linear physics may be relevant. In this context, it has been proposed to identify the crack front 
with a long-range elastic line [9,10] and to map crack destabilization with a critical depinning 
transition [11,12]. By subsequently extending this formalism to stable crack growth, it then 
becomes possible to reproduce a crackling dynamics [13], and to precise the conditions required to 
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observe it [14]. Still, these models are derived by invoking very restrictive assumptions (1D line 
moving within a 2D random potential) and lack for quantitative comparisons with real fracture 
experiments (i.e. breaking of bulk 3D solids). One need also to further understand how the crackling 
statistics predicted theoretically translates into the acoustic emission and seismograph signals 
analyzed in fracture and earthquake problems.   
 
The goal of the experiments described thereafter is to fill this lack. 
 
 
2. Experimental setup 
 
Slow stable cracks are driven via the wedge-splitting geometry [15] sketched in Fig. 1. Specimens 
were prepared from rectangular plates of size 12x14cm² and thickness 1.5cm. A notch is machined 
in each of the specimens i) by cutting out a 2.5x2.5cm²square from one side; ii) by subsequently 
adding a 8mm long  thick groove with a diamond saw; and iii) by finally introducing a seed crack 
(~2mm-long) with a razor blade. The resulting specimens are loaded by placing two steel jaws 
equipped with roller bearing (to avoid friction) on both sides of the cutout and by pushing a steel 
wedge (semi-angle of 15°) in between. The opposite side is also made laid on a pivot to avoid 
friction when breaking. This geometry permits a stable propagation of the crack tip splitting the 
sample in two symmetric halves. 
 

 
Figure 1. Experimental wedge-splitting device 
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Fracture experiments are performed on artificial rocks made from sintered polymer beads (Fig. 2D): 
Plexiglas or polystyrene monodisperse beads of an adjustable diameter (Fig. 2A) are heated up to a 
temperature slightly below glass transition (110°C), and then compressed in a rigid mold at a fixed 
pressure during 45min (Fig. 2B). An annealing process just above the glassy temperature during 1h 
is then applied to limit residual stress, and the so-obtained specimen is slowly cooled down (Fig. 
2C). 

 

Figure 2. Protocol to synthesize artificial rock of adjustable microstructure 
 
Bead diameters and sintering pressure have been varied, from 20 to 500µm and from 10 to 800kPa 
respectively, to modulate the microstructure length-scale and the porosity. Wedge speed was varied 
from 1.6 to 1600 nm/s to study the effect of driving rate. During the tests, a force sensor connected 
to the bottom of the sample (see Fig. 1) records in real-time the force f applyed on the specimen 
(acquisition rate of 50kHz with an accuracy of 1N). Similarly the wedge position u is recorded at 
each time step (acquisition rate of 1Hz) with nanometer precision. Crack propagation is imaged at 
the specimen surface (30 frames per second with a pixel size of 130µm) and 8 acoustic sensors (4 
on both side of the sample) permit a record of the acoustic emission (and its further localization) 
with MHz acquisition rate and aJ precision.  
 
 
3. Experimental results 
 
Measurement of the wedge position u and of the applied force f gives full access to the exact 
mechanical energy stored in the system at each time step (see Fig. 3A). It also provides the time 
variation of the specimen stiffness (f / u). This signal is plotted as a function of the crack length c 
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measured from the direct imaging of the surface (Fig. 3B). This curve is noisy, but since noise has 
no physical meaning in this case, the curve is smoothed and an accurate one-to-one measure of the 
crack length as a function of the stiffness and of the time is get (black arrows in Fig. 3B). The 
failure speed can then be directly deduced, with a fairly high signal to noise ratio, by differentiating 
these data (see Fig. 3C). By limiting friction and plastic dissipation in our experiments, we ensured 
that the fracture process zone at the tip of the propagating crack is the sole source of mechanical 
energy dissipation in the system. Hence, from the knowledge of the time evolution for stored elastic 
energy and crack length, one can compute the energy release rate G (see Fig. 3D). Acoustic sensors 
give access to the energy (see Fig. 3E) of the acoustic events and time delays permit to localize each 
acoustic source (see Fig. 3F). Finally, the fracture surface is analyzed post-mortem via profilometer 
(see Fig. 3G).   
 

 

A 

 

B 

 

C 
 

D 
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E 

 
F 

 

G 

Figure 3. Graph of experimental results. A: Elastic energy stored in the whole system as function of 
time ; B: Crude and smoothed curve of the stiffness system as a function of the crack length 
measured by camera ; C: Speed of the crack front as a function of time ; D: Energy release rate as a 
function of time ; E: Acoustic energy of the fracture events ; F: Acoustic location of the fracture 
events in the sample geometry (colors correspond with time of occurrence) ; G: Post-mortem 
fracture surface of a piece of sample 
 
As seen in Fig. 3, a crackling signal is observed in our experiments. The statistical analysis of the 
various signals and their interplay are currently underway and will be presented at ICF13. 
 
4. Concluding discussion 
 
The experimental setup presented here is the first one which permits to observe a crackling 
dynamics for the steady bulk crack propagation within a 3D brittle solid. A precise sintering 
protocol has been set up to build this material from mono-disperse polymer beads. Hence, all 
material parameters (microstructural texture, porosity, toughness) are tunable. The wedge-splitting 
experimental device set up to fracture this material controlling the loading permits to have access to 
an accurate measurement of the acoustic and mechanical parameters evolution. 
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The statistical analysis of these quantities and their interplay is currently in progress. It will allow 
qualifying the depinning approaches developed in statistical physics [8] to address the problem of 
brittle heterogeneous fracture. 
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Abstract: Experimental studies show that fracture surfaces exhibit rather remarkable scaling properties char-
acterized by universal roughness exponents, close to ζ = 0.4 in brittle materials and close to ζ = 0.8 in
quasi-brittle and ductile materials. In this work, we go beyond the value of the roughness exponent, and fo-
cus on the distribution of height fluctuations on the fracture surface of a large range of materials, from brittle
to ductile and quasi-brittle solids. At first, we show how damage accompanying crack propagation results on
average into deviations to the Gaussian statistics observed on brittle fracture surfaces. Then, we identify on the
fracture surface the location of the largest jumps responsible for the fat tails observed on these distributions, and
show that these extreme events are actually organized in a network of clusters made of connected events. The
statistical analysis of these clusters show many interesting features, including a characteristic sizes reminiscent
of the typical size of the damage processes in the material studied, a power law distribution of cluster size for
ductile and quasi-brittle fracture surface, while their probability distribution decay exponentially in brittle frac-
ture surface. This new approach in the analysis of the morphology of fracture surface is a first step into a better
understanding of the damage processes occurring within the process zone during crack propagation, and open
promising perspectives into the description of damage mechanisms in a large range of materials by an unified
theory.
Keywords: Fracture surface, roughness statistics, scaling behavior.

1 Introduction
Understanding the failure properties of a solid is a constant goal in material science. A fine description
of these properties can have important applications for the design of new materials and the expertise of
failures. Experimental studies show that fracture surfaces exhibit rather remarkable scaling properties
characterized by universal roughness exponents, close to ζ = 0.4 in brittle materials and close to
ζ = 0.8 in quasi-brittle and ductile materials. However, much more information about the failure
process remains encoded in the fracture surface as the crack roughness reveals the interaction between
the crack fronts and the material microstructure. Therefore a fine description of the statistics of
fracture surface shall guide the development of more accurate models of fracture propagation and
therefore allows a finer understanding of the failure process.

1
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2 Material and methods
Aluminum alloy and mortar are chosen as the archetypes of ductile and quasi-brittle materials, re-
spectively. The alloy specimens are aluminum 4 wt% copper with an as-casted microstructure. They
are broken under uniaxial mode I tension with constant traction velocity (strain rate of approximately
1.6×10−2s−1)[1]. Their fracture surfaces are observed with a scanning electron microscope at two tilt
angles. A high resolution elevation map is produced from the stereo pair using the cross-correlation
based surface reconstruction technique. The reconstructed image of the topography represents a rect-
angular field of 3.7×2.7 mm (1250×950 pixels). The in-plane and out-of-plane resolutions are of the
order of 3 µm. We present results for sample broken at different temperatures, i.e. 480◦ for the sample
#1 and 620◦C for the sample #2. A part of the fracture surface of aluminum #2 (2.7 × 2.7 mm) is
represented on Fig. 1(a). Mortar fracture surfaces are obtained by applying four points bending under
controlled displacement conditions to a notched beam. The length of the beam is 1400 mm and its
height and thickness are both equal to 140 mm. The topography of the fracture surfaces is recorded
using an optical profilometer. The maps include 400 profiles of 4096 points each. We make sure that
the analyzed profiles are located far enough from the initition region, so that the roughness proper-
ties are statistically stationnary. The sampling step along profiles is 20µm. Two successive profiles
are separated by 50 µm along the direction of crack propagation. The lateral and vertical accuracy
are of the order of 5µm (see [2] for more experimental details). A part of the fracture surface #2
(20 × 20 mm) is represented on Fig. 1(b). In situ observations and acoustic emissions analysis show
that failure occurs by multicracking processes present in an extended zone ahead of the notch. To
compare our findings with a reference material that does not involve damage mechanisms, fracture
surfaces of brittle ceramics made of sintered glass beads are also analyzed. For this material, the pro-
cess zone was shown to be much smaller than the diameter d ' 100µm of the grains [12]. Tapered
Double Cantilever Beam with width and length equal to 20 mm (perpendicular to the crack propaga-
tion) and 60 mm (parallel to it) respectively, are broken at constant opening rate. The tapered shape
of these specimens allows us to obtain a stable quasi-static mode I crack growth. The roughness of
the fractured specimens is measured using a mechanical stylus profilometer (™Talysurf Intra) with a
10 nm vertical and a 2µm lateral resolutions. The obtained fracture surface (8× 8 mm) is shown on
Fig. 1(c).

3 Non-Gaussian statistics of fracture surface roughness
We first study the distribution of height fluctuation on the fracture surfaces. For a given increment
δ~x of the coordinates in the average fracture plane, we note p(δh|δ~x) the probability distribution of
an height increment δh = h(~x) − h(~x + δ~x) where the sampling of the distribution is done on all
admissible coordinates ~x. We also note p(δh|δr) the distribution of δh where the sampling is done
on all admissible ~x and δ~x such as |δ~x| = δr. The distribution p(δh|δr) at different δr is shows in a
semi-logarithmic scale on Fig. 2 for (a) aluminum alloy sample #2, (b) For the aluminum and mortar
samples (Fig. 2(a)(b)), the distribution of height fluctuations shows a strong non-Gaussian behavior
at small scale δr with prononced fat tail. As the scale δr is increased, the tails of the distribution
become less pronounced. At a sufficiently large scale, the distribution can barely be distinguished
from a Gaussian distribution , taking a parabolic shape in this semi-logarithmic representation. For

-2-
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Figure 1: Fracture surfaces of (a) aluminum #2 (2.7 × 2.7 mm), (b) mortar (20 × 20 mm) and (c)
a brittle ceramics (8 × 8 mm): the height of the surface is encoded using grey shades, with white
representing the highest points while black corresponding to the lowest ones. The typical height
denivelation on this surface is (a) 1.3 mm, (b) 2.3 mm and (c) 250µm, respectively.

the brittle ceramic sample (Fig. 2(c)), the distribution of height fluctuations shows an essentially
Gaussian behavior at all scales. As the scale δr is increased, the standard deviation of the distribution
is increased but the shape of the distribution remains essentially the same. The evolution of these
distributions can be described by a familly of Student t distributions (Fig. 2). The detailed analysis of
this behavior will be presented elsewhere [4].

4 Spatial organization of large fluctuations on fracture surfaces
The distributions of height fluctuations in the materials investigated do not follow a Gaussian behav-
ior because of the fat tails. In this part, we proceed to a detailed analysis of these extreme events or
largest height variations that are present in an abnormally high proportion on fracture surfaces and
that are directly responsible for these tails. Our analysis will reveal a fundamental difference be-
tween the morphology of fracture surfaces obtained by brittle failure, and the one obtained by damage
mechanisms. It will also provide interesting clues on the origin of this deviation from the Gaussian
behavior.

4.1 Revealing the spatial organization of the extreme events on fracture sur-
faces

The maps of extreme events with clusters are extracted from the fracture surface using the following
procedure. We define the operator

δh(δr, ~x) = 〈[h(~x+ δ~x)− h(~x)]2〉
1
2

|δ~x|=δr (1)

where the average 〈.〉 is done on a circle of radius δr, i.e. for all admissible δ~x such as |δ~x| = δr.
This operator has several interesting properties. First, at a given scale δr, the operator is uniquely
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Figure 2: Distribution of height fluctuations p(δh|δr) at various scales δr.(a) Aluminum alloy #2
with δr = (1) 25 µm, (2) 115 µm, (3) 550 µm; (b) Mortar sample with δr = (1) 225 µm, (2)
915 µm, (3) 3.8mm; (c) Brittle ceramic sample with δr = (1) 60 µm, (2) 310 µm, (3) 1.5mm.
The experimental distributions are represented in black, and the corresponding fit with a Student t
distribution are representend in red/grey. For readability the distributions have been multiplied by 104

for (1) and by 102 for (2)

defined for each point of the experimental map and defines a transformation of the original map.
Second, it is perfectly isotropic. Third, the average procedure makes it robust to measurement artifact.
Qualitatively, this operator describes the local intensity of the height variation at a scale δr. The fields
δh(δr, ~x) obtained from (a) the aluminum #2, (b) the mortar and (c) the ceramics fracture surfaces
are represented on Fig. 3 at scale δr = 6µm, δr = 100µm and δr = 15µm, respectively. Here,
the largest height variations are presented in white while the smallest ones are in black. Strikingly,
the extreme events are spatially correlated and form a network of rough lines for the alloy [Fig. 3(b)]
and the mortar [Fig. 3(c)], while they are rather uniformly distributed for the ceramic fracture surface
[Fig. 3(a)]. At first sight, the differences between these maps are obvious. But to proceed to a
quantitative analysis and describe their differences, we need to threshold these maps. As we are
interested by the fat tails only, we define maps that contain the largest height variations only. As a
result, we introduce a threshold δhth so that for value of δh(δr, ~x) higher than hc, we assign a value
unity to the point ~x (in white on Fig. 4), while a value zero is attributed to the points ~x for which
δh(δr, ~x) < δhth (in black on Fig. 4). Two parameters need to be chosen in order to obtain the
maps of extreme events represented on Fig. 4: the value of δr that sets the scale at which the height
variations δh(δr, ~x) are computed and the value of the threshold that distinguish the extreme events
from the regular ones. In the following, instead of δhc, we will use the quantity pth that indicates the
proportion of points ~x with value δh(δr, ~x) > δhc defined as extreme events. Since we investigate the
tail of the roughness distribution, typical values of pth will be in the range 5%−25%. In the following,
we will see that the actual value of pth as well as the value of δr have actually a limited influence on
the statistical properties of the extreme events.
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Figure 3: Maps of height variations δh computed on the fracture surfaces of (a) the aluminum alloy
#2 for δr = 6µm, (b) the mortar and (c) the brittle ceramics shown on Fig. 1.

Figure 4: Threshold maps of the height variations δh shown on Fig. 3 computed on the fracture
surfaces of (a) the aluminum alloy #2, (b) mortar and (c) brittle ceramics. Here, only the largest
events that represents pth = 15% of all the points on surfaces have been kept.

4.2 Statistical properties of clusters of extreme events
A rapid look at the spatial distribution of the extreme events shown on Fig. 4 shows that they organize
in clusters of connected points. In this part, we investigate the properties of these clusters, such as
their fractal dimension and their size distribution. For analyzing the cluster statistics, we define for
each cluster isolated from the other ones three quantities that characterize their size, namely `x, `z
and Rg, as well as one quantity S characterizing their area. `x is the maximum extent of the cluser
along the x direction while `z is the maximum extent of the cluster along the z direction - let us note
that x and z corresponds to the direction of the propagation, and the perpendicular one, respectively.
Rg is the radius of gyration of the cluster. It is obtained by defining the center of gravity C of each
cluster, and then compute the average distance between C and the points {Mk}1≤k≤N belonging to the

cluster, i.e. Rg =
√∑N

k=1 | ~CMk|2 with
∑k

k=1
~CMk = 0. For each cluster, we have so three variables

characterizing its length while S defined as the total number N of of points of pixels that belongs to

-5-
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the cluster times the area of one pixel represents its area. As shown on the Figs. 5 that shows the
relation between length and area for each cluster for the , the three quantities `x, `z and Rg are found
to follow the same scaling S ∼ `D with the cluser area S. This indicates a fractal geometry of these
objects with dimension D ' 1.70 that depends very weakly of the considered material (see Table 1
for the values of D of each material). This result indicates that any of the three quantities `x, `z and
Rg can be used to investigate the cluster size distribution. In the following, we choose the radius of
gyration. The probability distribution of the cluster sizes is shown on Fig. 6 for (a) aluminum alloy #1
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Figure 5: Relationship between length and area of the clusters of extreme events for (a) the aluminum
#1, (b) the mortar and (c) the brittle ceramics. The scaling of the cluster rarea with its radius of
gyration indicates a fractal dimension D ' 1.70, irrespective of the material considered.

and (b) mortar for different values of pth for δr = 6µm and δr = 100µm, respectively. Irrespective
of the actual value of the threshold probability pth, the distribution for mortar and aluminum fracture
surfaces follow a power law P (Rg) ∼ R−αg with exponent α ' 2.2. The picture is rather different
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Figure 6: Distribution of cluster sizes Rg for (a) the aluminum alloy #1, (b) the mortar and (c) the
brittle ceramics fracture surfaces.

for brittle fracture surfaces: as shown on Fig. 6(c) for δr = 16µm, the distribution of cluster sizes
follows an exponential law P (Rg) ∼ e−Rb/ξ characterized by the length scale ξ ' 25µm, the value of
which depends very weakly of the threshold pth, as shown in the inset of Fig. 6(c). This exponential
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behavior confirms the visual observations made on Fig. 4: for ceramics fracture surfaces, the largest
height variations do not form any large scale structures, contrary to mortar and aluminum. As a
result, clusters of size larger than ξ = 25µm are exponentially rare. These results are confirmed on
another brittle material, a natural sandstone. For its fracture surface also, the density probability of
cluster size decreases exponentially, with a characteristic length scale ξ ' 50µm (see Table 1). This
length might be directly related to the material microstructure since the grain size d in the ceramics
and the sandstone are of the same order than this cut-off length, i.e. d = 100µm and d = 200µm,
respectively [5, 6]. We investigate now the effect of the length scale δr chosen to compute the field of
height variations h(δr, ~x) on these properties. Figure 7 shows such maps obtained on the aluminum
#1 fracture surface calculated at different scales, i.e. for (a) δr = 6µm, (b) δr = 12µm and (c)
δr = 18µm. We see that changing this scale mainly affects the thickness of the lines constituting the
network of extreme events, but does not really affect their geometry. This impression is confirmed on
Fig. 8 where the statistical properties of the clusters obtained from these different maps are compared.
The scale δr has a weak effect on both (a) the relation between the area and the radius of gyration
of each cluster and (b) their size distribution. In other words, changing the scale δr in the range
investigated does not affects significantly the value of the exponents D ' 1.70 and α ' 2.2.

Figure 7: Map δh(δr, ~x) of height vatiations computed at different length scales (a) δr = 6µm, (b)
δr = 12µm and (c) δr = 18µm for the aluminum #1.

5 Discussion
We would like now to connect the statistical properties of the roughness showing deviations to the
Gaussian behavior with the complex spatial distribution of extreme events observed on the height
variations maps δh(δr, ~x). To bridge these both properties, it is relevant to consider the decomposi-
tion δh(~x, δ~x) = h(~x, δ~x) − h(~x) =

∑n
k=1 h(~x + k

n
δ~x) − h(~x + k−1

n
δ~x) = Σn

k=1δh(~x + k−1
n
, δ~x/n)

that expresses a height variation calculated at the scale δr = | ~δx| in position ~x as the sum of n height
variations calculated at a smaller scale δr/n near ~x. For an uncorrelated map of height variations,
the central limit theorem predicts then that the statistics of height variations - that writes as the sum
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Figure 8: Effect of the length scale δr on the statistics of clusters of extreme events: (a) Relationship
between area and length of clusters showing D ' 1.70 for the fracture surface of aluminum #1. (b)
Distribution of cluster sizes Rg showing α ' 2.1 on aluminum #1 fracture surface.

of uncorrelated variables - belongs to one of the three stable distributions, i.e. Gumble, Weibull or
Gaussian distributions. Here, we expect the statistics of our fracture surfaces to follow a Gaussian
distribution. This agrees with our observations made on brittle fracture surfaces that exhibit both
Gaussian statistics and uncorrelated maps of height variations. On the contrary, quasi-brittle and duc-
tile failure mechanisms that produce correlated height variations maps [Fig. 4 (a) and (b)] also display
strong deviations to the Gaussian behavior. But once investigated at scales much larger than the typ-
ical size of those patterns, the height variations becomes uncorrelated, and so a Gaussian statistics
might be expected: this explains the transition from fat tail distribution at small scale to a Gaussian
statistics at large scales, as shown on Fig. 2. An analysis of the distribution p(δh|δr) of height vari-
ations at different scales δr allows for an estimation of the crossover length δr = ξ corresponding
to the transition from fat tails to Gaussian statistics. Its value measured on mortar and the various
aluminum alloys fracture surfaces is given in Table 1 . In this case, a typical value of the cluster size
could not be extracted from their distribution as for brittle failure, due to the limited dimension of the
fracture surfaces investigated. However, the previous connection between the roughness statistics and
the patterns of extreme events suggests that the roughness recovers a Gaussian behavior once δr is
much larger than the typical cluster size. This means that the length scale extracted from the cluster
size distribution might be quite close to the crossover length between power law tail and Gaussian
statistics. For this reason, we have used the same notation ξ whenever this length was extracted from
the roughness statistics or the cluster size distribution. Our results show that that when fracture sur-
faces investigated at scales δr � ξ display spatially correlated roughness characterized by a power
law tail statistics, while investigated at scale δr � ξ, they follow a Gaussian behavior without exhibit-
ing any spatial correlation on the height variations map. Interestingly, the deviations to the Gaussian
behavior that are characterized by a change in the shape of the roughness distribution p(δh|δr) with
the scale δr results in a multi-affine behavior, that means that the various moments of this distribution
scale with different exponents, contrary to mono-affine brittle surfaces for which one roughness expo-
nent ζ is sufficient to fully describe the roughness statistics and the scaling of the different moments.
Multi-scaling is classically associated with the presence of spatially correlated fluctuations. This in-
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ζ D α ξ
Aluminum #1 0.74 1.70 2.2 450µm
Aluminum #2 0.73 1.70 2.3 550µm
Mortar 0.73 1.61 2.2 1.3 mm

Sandstone 0.45 × × 25µm
Ceramics 0.43 × × 25µm

Table 1: Scaling exponents extracted from the fracture surfaces resulting from ductile and quasi-brittle
(upper part of the table) and brittle failure (lower part): the roughness exponent ζ characterizes the
scaling behavior of the roughness correlation, the exponents D and α describe the patterns made by
the largest height variations on the fracture surfaces presented on Fig. 4. The length ξ provides the
crossover length between fat tail and Gaussian statistics for damage accompanied failure (alloy and
mortar) while it gives the characteristic length of the exponential decay of the cluster size distribution
for brittle failure.

terpretation is then fairly consistent with our observations. Let us note that this might also be the case
in various other materials where multi-scaling were reported at small scale, before a transition towards
a Gaussian behavior [7, 8]. We would like now to propose a physical interpretation of the length ξ and
the origin of the complex features observed on the height variations maps. Various findings presented
here suggest that the deviations to Gaussian statistics and the associated patterns of extreme events
find their origin in the microcracking processes accompanying failure of mortar and aluminum alloys.
This is supported by the following observations:

(i) For mortar and aluminum fracture surfaces, abnormally large height fluctuations producing fat
tail statistics of crack roughness organizes into a network of rough lines. This features are not
present on brittle fracture surfaces for which damage mechanisms does not come into play,
suggesting a direct link between clusters of extreme events and damage processes.

(ii) The size of the clusters observed on the height variation maps is power law distributed, up to
a cut-off length scale ξ that coincides well with the typical size associated with the damage
processes in these materials: a few grain or a few hundreds of micrometers in aluminum alloy
and a few millimeters in mortar. In addition, direct observations of the failure processes within
the damage zone ahead of cracks in some quasi-brittle rocks show the presence of a forest of
microcracks with power law distributed sizes. Direct observations have not been reported in
mortar nor in aluminum alloys, but the acoustic emission following power law statistics in these
materials suggest a similar behavior.

(iii) In a recent study, networks of lines observed on PMMA fracture surfaces were shown to result
from microcracking processes [9]. The mechanisms into play can be described by considering
the coalescence of two interacting microcracks that start to avoid before attracting each to let
a bump on the fracture surface [10]. Contrary to mortar or aluminum alloys, the PMMA is
rather homogeneous at the scale where these lines where observed, allowing a straightforward
observation, and even a quantitative interpretation of these features in terms of microcracking
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history in the material [11]. In mortar and aluminum alloy, the network made by these lines
is hidden by the surrounding roughness generated by the material heterogeneities. In addition,
the microcrack density might be much larger in these materials, so that such an interpretation
of the clusters observed for these materials is much more complex. However, they might be
signature of microcracking and their size distribution might be closely connected with the size
distribution of microcracks.

6 conclusion
The fracture surface investigated in this study revealed a much more complex roughness than their
classical description based on the measurement of the roughness exponents. Neglecting for this study
the anisotropy of fracture surfaces [12], we showed that one roughness exponent ζ ' 0.4 remains
sufficient to fully describe the roughness statistics. However, in quasi-brittle and ductile materials
where the roughness exponent is found to be larger with ζ ' 0.75, the full distribution of height
variations is found to be highly non-Gaussian with the presence of fat tails. However, these deviations
disappear as the investigation scale increases, leading to a Gaussian statistics at a sufficiently large
scale. This behavior can be described with a family of Student’s t distributions.
We proceeded then to the analysis of the largest height jumps on the surface, responsible for the fat
tails observed in the roughness distribution. For this purpose, we defined maps of extreme events
that displayed connected clusters of large fluctuations. These clusters of spatially correlated large
fluctuations are shown to follow power law statistics: they have a fractal geometry with dimension
D ' 1.7 with a power law distributed size with exponent α ' 2.2. In brittle materials like sandstone
and ceramics, the size distribution of these cluster follows a power law distribution characterized by
the length scale ξ. In other words, we have a very small probability to find big clusters in brittle
material that was shown to be in agreement with a Gaussian statistics.
The length scale ξ that we defined alternatively on quasi-brittle and ductile fracture surfaces from the
crossover length from fat tail statistics at small scale to Gaussian statistics at large scale reveals the
microscale failure mechanisms of materials. Our observations suggest that this length is connected
with the typical length of micro cracks in materials. A possible interpretation is that the coalesence
between micro cracks leads a signature on the fracture surface that we identified as abnormally large
height fluctuations. According to this scenario, the length ξ extracted from the fracture surfaces might
be connected to the typical damage zone size ahead of the crack during failure.
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Abstract  Effective properties and progressive failure of SiC matrix composites reinforced by tri-axially 

woven SiC fibers (SiCf) (as a fabric) are predicted. Three different orientations of the woven fabric are 

considered in geometrical modeling, including −60°-0°-60°, −55°-0°-55° and −45°-0°-45°. Three- 

dimensional unit cells with the matrix reinforced by the fabrics in such orientations are constructed and used. 

Homogenization analyses are carried out using the finite element method (FEM). It is found that the 

−60°-0°-60° fabric orientation provides the highest values for the effective elastic moduli, while the 

−45°-0°-45° orientation gives the lowest values. The effective properties obtained are then used to conduct a 

progressive failure analysis of the SiCf-SiC composite subjected to uni-axial tensile loading. The progressive 

failure analysis incorporates both geometrical and material non-linearities, and describes the progressive 

damage induced by crack initiation and propagation through a material degradation model. The Tsai-Wu 

failure criterion is used, and a two-parameter Weibull distribution is employed to account for the changes in 

strength with increasing specimen volume. Based on this progressive failure analysis, stress-strain curves for 

the SiCf-SiC composites are plotted, and the −60°-0°-60° orientation is found to have the smallest 

deformations at given loads.  

Key words  Woven composite, Effective property, Homogenization, Progressive failure analysis, SiCf-SiC 

 

1. Introduction 
 
SiC fabric reinforced SiC matrix composites have emerged as a class of strong, radiation-resistant, 
high-temperature structural materials that are suitable and ready for nuclear fusion applications [1]. 
SiC has been used as a nuclear fuel cladding material since it offers greater strength at high 
temperatures than conventional zirconium alloys. SiC has excellent irradiation tolerance, low 
chemical reactivity, and low tritium permeability [2].  
 
Textile composites represent a class of advanced materials that are reinforced by fabric preforms. 
The smallest constituent of a textile composite is a fiber. A yarn is an assembly of fibers. Yarns are 
generally used as unit elements to form fabrics. A tri-axially woven fabric has three sets of yarns 
forming equilateral triangles at the intersections. Tri-axially woven fabrics have no weak dimension 
or bias and offer high resistance to shear or tear. They also have the ability to accommodate 
compound curvatures and are therefore suitable for molded manufacturing. These features make 
tri-axially woven fabric composites ideal for cladding tube applications, where high temperatures 
can cause considerable normal and shear stresses in cladding tubes. 
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Effective properties and progressive failure of tri-axially woven SiCf-SiC ceramic matrix 
composites are studied in the current paper using micromechanics and the finite element method. 
Representative volume elements are identified for three different fabric configurations. The matrix 
material is regarded as isotropic, while the fabric yarns are treated as transversely orthotropic. 
Homogenization analyses are performed to determine effective properties, and progressive failure 
studies are then conducted to obtain stress-strain curves for the SiCf-SiC composites. 
 

2. Unit Cells  
 
Most fabrics are woven with two sets of orthogonal yarns called the warp and weft yarns [3]. This is 
known as bi-axial weaving. The most common tri-axially woven fabrics are the ones where the fiber 

yarns are arranged in the +45°, 0°, and −45° orientation. However, tri-axially woven fabrics can be 
made with any orientation ranging from ±20° and ±70°. In the current study, three different 
orientations are considered to evaluate effective properties of tri-axially woven SiCf-SiC ceramic 
matrix composites. The three orientations considered are −60°, 0°, +60°; −55°, 0°, +55°; and −45°, 
0°, +45°. For each of these three configurations, a repetitive structure can be taken as a unit cell. 
The cross section of each yarn is assumed to be lenticular, as was done by others. Figure 1 shows a 

unit cell of the composite reinforced by the −60°- 0°-60° fabric.  
 

 

Figure 1. Unit cell of a tri-axially woven fabric reinforced composite  
 

The tri-axially woven fabric of SiC fibers will serve as the reinforcement of the ceramic matrix 
composite. It can be seen from Figs. 1 and 2 that the tri-axially woven yarns form equilateral 
triangles and hexagonal holes, which change in size with the yarn orientation, as shown in Fig. 3. 
For SiCf-SiC composites, the matrix and fibers are made from the same material. Therefore, the 
matrix adds considerable stiffness to the composite and the matrix material in the holes and 
triangles may not be neglected in a homogenization analysis. In constructing the models, the matrix 
pocket and woven fabric are first generated separately. The fabric and matrix pocket are then 
assembled to yield the composite unit cell, as shown in Fig. 1. Bonded contact between the matrix 
and the fabric is assumed to represent perfect bonding.  
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Figure 2. a) Hexagonal unit cell for the −60°-0°-60° fabric configuration; b) rectangular unit cell for 
the −55°-0°-55° configuration; and c) rectangular unit cell for the −45°-0°-45° configuration 

 
In the homogenization analysis, the matrix material is considered as isotropic, and the fiber yarn is 
regarded as a transversely isotropic material that has five independent elastic constants.   
 

 

Figure 3. Composite specimens: a) −60°-0°-60°, b) −55°-0°-55°, and c) −45°-45°-45°  
 

3. Finite Element Analysis 
 
A finite element analysis is performed on each of the three unit cells identified in Fig. 2 to obtain 
effective properties of the SiCf-SiC ceramic matrix composites using the commercial software 
package ANSYS. The material properties used are listed in Table 1, which are taken from [4]. The 
unit cell is meshed using three-dimensional, 10-node solid elements, as shown in Fig. 4. These 
elements are well suited to model irregular geometries. Each of these solid elements has three 
degrees of freedom at every node: translations in the X, Y and Z nodal directions.  
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Figure 4. Finite element mesh for the unit cell shown in Fig. 2a) 

 
Table 1. Properties of the matrix and yarn [4] 

Material 
Properties 

Matrix Yarn 

E11 251 GPa 221 GPa 

E22 251 GPa 219.8 GPa 

E33 251 GPa 219.8 GPa 

ν12 0.16 0.214 

ν23 0.16 0.193 

ν13 0.16 0.193 

G12 108 GPa 108 GPa 

G23 108 GPa 90.4 GPa 

G31 108 GPa 90.4 GPa 

α1 4×10−6 K−1 3.43×10−6 K−1  

α2 4×10−6 K−1 3.38×10−6 K−1 

α3 4×10−6 K−1 3.38×10−6 K−1  

 
 
3.1 Periodic Boundary Conditions 
 
In modeling uniaxial and biaxial tensile tests, displacement boundary conditions are frequently used. 
Since a representative volume element (RVE) is cut out of an infinite composite, spatially periodic 
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boundary conditions should be applied to ensure that the predicted properties of the RVE represent 
those of the composite [5-7].  
 
The periodic boundary conditions are implemented using the CE option available in ANSYS. 
Deformations of two unit cells subject to periodic boundary conditions are shown in Fig. 5.  

 

Figure 5. Deformations of hexagonal and rectangular unit cells under periodic boundary conditions 
 

3.2 Model Validation 
 
The model validation is carried out by comparing the simulation results with the experimental data 
obtained in Fujita et al. [8] for a tri-axially woven carbon fiber reinforced epoxy matrix composite. 
As shown in Fig. 6, the effective tensile modulus predicted by the current unit-cell based model 
using periodic boundary conditions agrees well with the experimental value of Fujita et al. [8], 
thereby supporting the model.   
 

 
Figure 6. Comparison with the experimental result of Fujita et al. [8] 

 
3.3 Effective Properties 
 
With the unit-cell based FE model validated, simulations are performed using the three unit cell 
configurations shown in Fig. 2 and the constituent properties listed in Table 1. The in-plane 
effective properties obtained in the simulations are given in Table 2.  
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Table 2. Effective properties for different fabric orientations  

 
 
 

 
 
 
 
 
 
 
The fiber volume fraction for all the three unit cells is kept equal (within ±2%). It can be seen from 

Table 2 that the −60°-0°-60° orientation has the highest values of the elastic moduli, while the 
−45°-0°-45° orientation has the lowest values. 
 

4. Progressive Failure Analysis 
 
Catastrophic failure of a composite structure does not occur at the material failure strength. 
Composite structures typically fail after propagation or accumulation of localized damages such as 
matrix cracking, fiber breakage, and fiber-matrix debonding. These mechanisms ultimately lead to 
the loss of load-carrying ability of the composite structure. Hence, progressive failure analysis is 
needed to simulate damage propagation and ultimately failure of a composite structure. In the 
current work, a progressive failure analysis is carried out for uniaxial tension tests. Stress-strain 
curves are determined for all three fabric reinforcement configurations.  
 
The procedure for the progressive failure analysis is as follows:  

a. Each composite specimen (see Fig. 3) is subjected to uniaxial tension. Before the initiation of 
the first failure, only geometrical nonlinearities (large deformations) are accounted for. 

b. After each load increment, stresses at each node are evaluated against a failure criterion. 
c. If there is no failure initiation, load is further increased. 
d. Upon failure initiation at a node, the elastic modulus in the loading direction is degraded for 

all elements connected to that node using a material degradation model.  
e. The load is then increased.  

This procedure is repeated until the specimen loses its load-carrying capability or up to a certain strain 
level.  

 

5. Failure Criterion and Material Degradation Model 
 
The Tsai-Wu failure model [9,10] is used as the failure criterion. Failure analysis by comparing with 
a failure criterion is deterministic in nature [11]. In such an analysis, the risk of fracture remains 
unknown. Therefore, probabilistic fracture analysis is required for better predictions. For a brittle 
material like SiC, its properties display strong scattering. Brittle materials also show a pronounced 

Boundary 
Conditions 

Effective 
Properties 

60° 
Orientation 

55° 
Orientation 

45° 
Orientation 

 
Periodic 

Boundary 
Conditions 

E11 (GPa) 285.857 244.333 239.8992 
E22 (GPa) 252.587 242.992 226.224 
E33 (GPa) 252.587 242.992 226.224 

ν12 0.1713 0.15266 0.15814 
G12 (GPa) 105.26 98.644 98.111 
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decrease in strength with increasing specimen volume owing to defect distributions. As the material 
volume increases, the occurrence probability of critical defects increases. Probabilistic analysis 
takes into account uncertainties in material properties, loading conditions, and defect distributions. 
In the current work, these uncertainties are accounted for by using the following two-parameter 
Weibull distribution [4,11]:  

 
0 0

1 exp
m

u
f

VP
V

σ σ
σ

  −
 = − −  
   

, (1) 

where Pf is the fracture probability, V is the specimen volume under consideration, σ is the stress 
induced in the specimen, V0 and σ0 are normalization parameters, m is the Weibull shape parameter, 
and σu is the threshold stress below which the fracture probability is zero. For SiC, m can be taken 
as 7.6, σ0 as 270 MPa, V0 as 65.49 mm3, and σu as zero [1]. Pf gives the failure probability for the 
specimen volume V under stress σ. For every load increment, Pf is evaluated for each individual 
element. Failure occurs if Pf  = 0.99.  
 
When failure is detected at any node in the composite, the elastic properties are reduced for all the 
surrounding elements containing that node using a material degradation model. The crack band 
theory developed for concrete [12] is adopted as the material degradation model. According to the 
crack band theory, the post failure relation between the normal stresses σx, σy, σz and the normal 

strains εx, εy, εz can be written as 

where µ is a cracking parameter, and Cij are compliance constants. The cracking parameter µ 
depends on the material properties and strain level and is given by 

 
0

1 x

t x

E
E

ε
µ ε ε
=
− −

, (3) 

where εx is the strain in the loading direction, E is Young’s modulus, Et is the tangent (softening) 
modulus, and ε0 is a constant. Note that µ = 1 in an un-cracked material and µ = 0 is a continuously 
cracked material. After failure is detected, Young’s modulus in the loading direction is degraded by 
a factor µ, while the other properties remain the same. When a crack is introduced in the composite, 
no normal stress can be transferred across the crack surfaces. However, after the load is increased, 
the stresses in the surrounding region still increase because of the load transfer from undamaged 
parts of the composite. Therefore, multiple cracks can occur in one element. This simulation is 
continued until the composite loses its ability to carry any more load. 
 

6. Stress-Strain Curves 
 
The properties obtained in the progressive failure analysis are used to plot stress-strain curves for all 
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three configurations, as shown in Figs. 7 and 8. These are based on the uniaxial tension tests of the 
composite specimens displayed in Fig. 3.  
 

 

Figure 7. Stress-strain curve from the −60°-0°-60° specimen 
 

 

Figure 8. a) Stress-strain curves from a) the −55°-0°-55° specimen and b) the −45°-0°-45° specimen 
 

The progressive failure analysis has revealed that crack initiation occurs first in the transverse 
direction and at the fabric-matrix interfaces. The linear material behavior ends with the initiation of 
cracks. The material degradation model discussed in Section 5 is then applied to introduce Mode I 
cracks in the mesh. After the cracks have been introduced, stresses in the composite specimen may 
increase or decrease in the next immediate load increment, since no normal stress can be transferred 
across the crack surfaces. However, as the load is further increased, the stresses begin to increase 
because of the stress transfer from the surrounding undamaged parts of the composite.  
 

It can be seen from Figs. 7 and 8 that the −60°-0°-60° configuration has the smallest deformations 
at given loads.  
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Abstract  This paper presents a new method to indirectly determine the probability distribution function of 
strength of quasibrittle structures. Based on the finite weakest link model, which relates the probability 
distribution of the structural strength to the size dependence of mean strength, it is shown that that the 
cumulative distribution function of structural strength can be directly determined from the parameters of the 
mean size effect curve. A comprehensive experimental set of tests, which includes both strength histograms 
and mean size effect tests on specimens of asphalt mixture at low temperature, is used to verify the proposed 
method. The predicted strength histograms obtained with this method are found to be in very good agreement 
with the experimental histograms of asphalt mixture specimens of different sizes, confirming the validity of 
the newly proposed formulation. 
 
Keywords  Strength Statistics, Histogram Testing, Scaling, Weakest Link Model 
 
1. Introduction 
 
Most engineering structures, such as buildings, bridges, are designed for a very low failure 
probability (less than 10-6) [1]. Determining the design strength corresponding to such low failure 
probability directly from histogram testing is prohibitive and, therefore, we need to rely on 
probabilistic models for indirectly determining the statistics of structural strength. 
 
Simple statistical models can be used for describing the strength distribution in the case of perfectly 
ductile and brittle structures. For ductile structures, the peak load is equal to the weighted sum of 
random strengths of material elements along the failure surface. Therefore, according to the Central 
Limit Theorem, the cumulative distribution function (cdf) of strength of ductile structures follows 
the Gaussian distribution. On the other hand, the failure of brittle structures is triggered by the 
failure of one material element whose size is negligible compared to the structure size. Based on the 
infinite weakest link model (WLM), the strength cdf of brittle structures follows the Weibull 
distribution [2, 3]. Both Guassian and Weibull distribution are two-parameter probability 
distribution functions for which the statistical parameters can be easily obtained by histogram 
testing involving a limited number of specimens. 
 
This is not true for structure made of quasibritte materials, which are brittle heterogenous materials 
such as concrete and asphalt mixture (at low temperature). For this type of structures the size of 
inhomogenieties is not negligible compared to the structure size. By limiting our focus to 
quasibrittle structures for which the peak load is reached as a macro-crack initiates from one 
representative volume element (RVE) [2-4], it is possible to statistically model this class of 
structures as a finite chain of RVEs [2-4]. Therefore, the cdf of strength of each RVE must be 
known for calculating the strength cdf of the entire structure. Recent studies [3, 4] showed that the 
strength cdf of one RVE can be described by a Weibull distribution grafted on the left tail of a 
Gaussian cdf. At structural level, the finite WLM shows that the strength cdf consists of an upper 
part, which can be calculated as a finite chain of Gaussian elements, and a lower segment that 
follows the Weibull distribution [2-4] resulting into an intricate size effect on the mean structural 
strength. Determining such a type of strength distribution through histogram testing requires a large 
number of specimens, which could be very costly and time consuming, due to material and labor. 
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This paper presents an alternative method to determine the strength cdf of quasibrittle structures, 
which is anchored at the analysis of the mean size effect curve. The proposed method is 
experimentally verified by a comprehensive set of tests on the asphalt mixture at a low temperature. 
 
2. Theoretical background 
 
The weakest link model schematizes a structure as finite chain of RVEs. Based on the joint 
probability theorem, which provides a mathematical expression of the WLM, the failure probability 
of the entire structure, Pf, made of N RVEs can be obtained according to Eq. 1: 

 Pf (σ N ) =1− 1−P1(siσ N )[ ]
i=1

N

∏  (1) 

where P1 is the cdf of strength of one RVE having characteristic size l0, σN = cPmax/bD is the 
nominal strength of the structure, Pmax is the maximum load that the structure can sustain, D is the 
structure characteristic size, b is the width of the structure, c is a constant such that σN represents the 
maximum elastic principal stress in the structure and si dimensionless stress field such that σNsi 
corresponds to the maximum elastic principal stress at the center of ith RVE. Based on atomistic 
fracture mechanics and a statistical multi-scale transition model [3,4] it was recently demonstrated 
that the failure cdf of one RVE can be approximated by a Weibull cdf grafted on the left tail of a 
Gaussian cdf (core) at a point with a probability of about 10-4—10-2. The grafted cdf of strength of 
one RVE can be expressed as [2-4]: 
 P1(σ ) =1− exp[−(σ / s0 )

m ] ≈ σ / s0
m                )( grN σσ ≤  (2a) 
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where σ is the maximum elastic principal stress at the center of the RVE, m is the Weibull modulus, 
s0 is scale parameter of the Weibull tail,  〈x〉  = max(x, 0), µG and δG are the mean and the 
standard deviation of the Gaussian core. Pgr is the grafting probability between the Gaussian and the 
Weibull parts of the distribution, σgr is the grafting stress and rf is a scaling factor ensuring that 
Weibull-Gaussian grafted cdf is normalized: P1(σ→∞) = 1. Six statistical parameters, µG, δG m, s0, rf 
and σgr are used to describe the failure distribution of one material RVE; however, due to 
normalization and continuity conditions, only four of these parameters are independent, and suffice 
to define P1(σ). 
 
The strength distribution of the entire structure can be calculated by mean of the WLM together 
with Eqs. (2a) and (2b). The mean structural strength for structures of different sizes can be 
obtained according Eq. 3: 
 σ N = σ Nd0

1
∫ Pf = [1-

0

∞

∫ Pf (σ N )]dσ N  (3) 
However, a closed form does not exist for Eq. 3, and, therefore, a numerical solution is needed to 
determine the effect of structure size, D, on the mean strength for geometrically similar specimens. 
Based on asymptotic matching, Bažant and co-workers [2, 5] proposed an approximate expression 
for the size dependence of the mean strength: 
 σ N = C1 /D+ C2 /D( )rn/m!

"
#
$
1/r

 (4) 

where m is the Weibull modulus, n is the number of dimensions to be scaled (n = 1, 2 and 3). C1, C2, 
and r can be determined using the following asymptotic conditions for small and large-size limits: 
[σ N ]D→lm

, [dσ N / dD]D→lm
 and [σ N /D

n/m ]D→∞ , where lm represents the small size limit of the 
structure. 
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3. Relation between mean size effect curve and strength distribution of one RVE 
 
In this section a method to relate the statistical parameters, µG, δG m, s0, of P1(σ) to the properties of 
the size effect curve of mean structural strength is proposed as an alternative to calibration through 
histogram testing. The mean size effect (Eq. 4) is determined by five parameters: n, m, r, C1 and C2. 
The scaling dimension, n, is known a priori, while m is the Weibull modulus, which is also one of 
the four statistical parameters of P1(σ). Therefore, the remaining three parameters µG, δG and s0, 
must be determined from the three statistical parameters r, C1 and C2. 
 
Since rn/m << 1, the large-size limit of Eq. 4 can be rewritten as σ N = (C2 /D)

n/m . In such a case the 
RVE size becomes negligible compared to the structure size. Therefore, the classical extreme value 
statistics can be applied. Since the strength cdf has a power-law tail, the resulting strength cdf of the 
entire structure must follow the Weibull distribution [2, 3, 6, 7]. Therefore, the mean strength of 
very large structures can be calculated as [2-4, 8]: 
 σ N = s0Γ 1+1/m( ) D0 /D( )n/m  (5) 

where D0 = l0 s(ξ ) m dV (ξ )
V∫

"
#

$
%
−1/m

, ξ = x /D  is the normalized coordinate, and )(xΓ is the 

Eulerian gamma function. By equating Eq. 5 with the large size expression of Eq. 4, it is possibile 
obtaining the Weibull scaling parameter s0 in terms of the parameter C2: 
 s0 = C2 /D0( )n/m Γ−1 1+1/m( )  (6) 
 
In order to use Eq. 6, the RVE size l0 must be known a priori. Based on a recent study [2] the RVE 
size can be estimated as 2 times of size of the material inhomogeneities, which can be determined 
through digital image analysis [9] or from the aggregates gradation curve as was done in this study. 
At the small size limit two asymptotic conditions can be written for relating µG and δG to r and C1: 
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= [1−P1(siσ N )]

i=1

Nm
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where Nm is the number of RVEs in the structure at the small-size limit and lm is the smallest 
specimen size which makes physical sense. Recent studies showed that for beams under three-point 
bending, which is commonly used in the laboratory testing, the minimum depth of the beam for the 
WLM to be valid is about 4 RVEs [10]. By using the logarithm of the WLM (Eq. 1) and integrating 
over the entire structure, the left hand side of Eq 8 can be rewritten as: 

 −
dPf
dD0

∞

∫ dσ N =
n
D

 [1−P1(siσ N )]
i=1

Nm

∏  ln
i=1

Nm

∑0

∞

∫ [1−P1(siσ N )]dσ N  (9) 

 
At the small size limit, Nm is usually small (i.e. 4 RVEs) and, therefore, it is expected that the 
Weibull tail of the strength cdf is very short. Hence, the cdf of strength can be entirely 
approximated by the Gaussian core; P1(σ) can be replaced by a Gaussian distribution, which has a 
mean µG and standard deviation δG. Eqs. 7 and 8 can then be reformulated as: 

 [1−ΦG (siσ N ,µG,δG )]
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where ΦG (siσ N ,µG,δG ) = (2π )
−1/2 exp[−(x −µG )

2 / 2δG
2 ]dx

−∞

siσ N∫ . 
 
By solving the system of Eqs. 10 and 11, together with Eq. 6 and the Weibull modulus m, it is 
possible to determine the four parameters of the strength cdf of one RVE (µG, δG m, s0) from the 
mean size effect curve. This permits us to calculate the strength distribution of structures of any size 
and geometry through the WLM. 
 
4. Material and testing 
 
A comprehensive set of experiments, including both mean strength tests on asphalt mixture 
specimens of different sizes and strength histogram testing at a low temperature, was used to verify 
the proposed method for indirectly determining the strength distribution from the mean strength 
curve. The asphalt mixture used for the experimental phase was prepared with a blend of aggregates, 
consisting of taconite aggregates (55% of MIN TAC tailings and 10% of ISPAT tailings) and pit 
sand (35%), and a PG 64-34 asphalt binder (7.4% by weight) [11]. The nominal maximum 
aggregate size was 4.75mm. Based on the sieve size analysis, the dimension of the asphalt mixture 
RVE was estimated to be twice the size of the material inhomogeneities, which for asphalt mixture 
corresponds to the average aggregate size. For the particular asphalt mixture considered in this 
study, we estimated an average aggregate size to be 1.22 mm and an RVE volume V0 to be 14.4 
mm3. 
 
Since the objective of this study is to derive the strength distribution from the mean size effect curve, 
a large size range is needed. Therefore, size effect tests were performed by using three-point bend 
(3PB) beams (Fig. 1).  
 

 1 

 2 
 3 

DT prism (D) 

3PB beam (C) 

3PB beam (B) 

3PB beam (A) 
 

Figure 1. Beam specimens 
 
Nevertheless, the sizes of the climatic chamber and of the testing machine limited the size of the 
beam specimens. Therefore, an alternative type of test was required to achieve a sufficiently large 
range of sizes to fully verify the ductile-to-brittle transition of material behavior as structure size 
increases. For this reason, mean strength tests were also conducted on prismatic specimens in direct 
tension (DT) configuration. Such an approach was selected because by varying test type and 
geometry both stress field and failure probability change. Therefore, given the same mean strength, 
it is possible to convert the dimensions of a structure for a specific stress field and geometry into a 
different structure with different stress field and geometry [2]. Since Weibull distribution governs 
the cdf of very large structures, the size of the DT specimen was set as the largest possible. This 
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ensures that the DT specimen consists of a large number of RVEs and thus the classical Weibull 
statistics can directly be used to calculate the size of the equivalent three-point bend beam. 
 
Specimens were obtained from twenty-six slabs of asphalt mixture (size 380mm by 200mm) 
compacted at target air voids of 7% by mean of a Linear Kneading Compactor (LKC). Asphalt 
mixture beams for 3PB tests present thickness to span ratio equal to 1 : 6 and size ratio 1 : 3 : 3; 
since 2D scaling was used for beams, a constant width b = 40 mm was selected. The forth specimen 
type used for DT tests was prepared by cutting one-size asphalt mixture prisms. Table 1 presents 
detailed information on the specimens used. The thickness of the beams, D, and the width of the 
prism were assumed as characteristic dimensions for the three-point bend and DT specimens, 
respectively (Figure 2a and 2b). The dimensions of the specimens were chosen based on the 
dimensions of the compacted slabs and on the limitation imposed by the climatic chamber and 
loading frame. 
 

Table 1. Specimen details and mean strength results 
Specimen 

ID 
Replicates 

# 
Dimensions 
(L x D x b) 

Test 
Type 

Mean/Histogram 
 

Mean Strength Nσ (MPa)  

A 12 100 x 16.7x 40 mm 3PB Mean 14.3 
B 28 173 x 28.9 x 40 mm 3PB Histogram 12.4 
C 30 300 x 50 x 40 mm 3PB Histogram 11.4 
D 7 255 x 55 x 55 mm DT Mean 8.2 

  

 

 

 

 

 

 

  

 

 

 

 

 

 

L=6D 

D 

P 

P 

P 

L=255m
m

 

D=55mm 

Specimen 

(b) (a) 

 
Figure 2. Schematics of (a) three-point bend test and (b) direct-tension test 

 
Testing temperature was set to T=-24°C (low PG+10°C), which is close to the glass transition 
temperature of the asphalt mixture used. Together with very short tests duration this reduces the 
viscoelastic effect of the binder component. The desired testing temperature was achieved through a 
controlled flow of nitrogen inside the climatic chamber of the MTS device used for testing; a 
conditioning time of three hours was imposed to all the type of specimens before testing. 
 
DT tests were performed by gluing the specimens to a set of plates with an epoxy compound, and 
then attached to loading frame through a set of screws. Since only the peak load is of interest for 
this study, both 3PB and DT tests were conducted in load-control mode. In order to minimize the 
loading rate effect and achieve a similar loading rate of the fracture process zone (FPZ), a time to 
failure of about 5 minutes was set for all the specimens. Consequently, different loading rates were 
set for each specimen type; for this reason, a rate calibration was initially performed by testing four 
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to six additional specimens at each testing condition. 
 
5. Size effect analysis 
 
The nominal strength of three-point bend B

Nσ and direct tension T
Nσ  were calculated as 

2
max 2/)3( bDLPB

N =σ  and bDPT
N /max=σ , where Pmax is the peak load, L is the length of the beam, 

D is the scaling dimension (the thickness of the beam or the width of the DT prism) and b is the 
depth of the beam for three-point bend (40mm) or the depth of the prism (55mm) for DT specimens. 
Table 1 presents the mean nominal strength for all the specimens and the number of replicates used.  
In order to calculate the probability distribution of nominal strength of beam series B and C (Table 
1), the strength values were ranked in an ascending order, i = 1, ...,N, where i is the rank and N is 
the total number of test specimens, and the strength cdf was next calculated according to the 
midpoint position method [12] as Pf (σ N

B ) = (1− 0.5) / N . The resulting strength histogram is shown in 
Fig. 3 on the Weibull scale. 
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Figure 3. Experimental strength histograms and WLM predictions 

 
The experimental strength histogram presents a trend which is common to many other quasibrittle 
materials such as concrete and engineering ceramics [13, 14], and is composed of two segments 
separated by a kink point: the lower segment follows a straight line (i.e. a Weibull distribution) 
while the upper portion is curved, according to the finite WLM. The experimental histograms 
indicate that the strength distribution strongly depends on the structure size: as the size increases, 
the Weibull portion becomes more and more dominant. The Weibull modulus, m, of the lower part 
of the two histograms can be obtained by fitting; this value is identical and equal to 26, which 
implies that the Weibull modulus does not vary with the structure size. 
 
The mean strength of DT specimens needs to be converted into the corresponding equivalent 3PB 
beam to be next used for plotting the mean strength size effect curve. The DT specimen used in this 
investigation has a volume of 756,000 mm3 (Table 1), which consists of almost 5.25·104 RVEs 
(V0=14.4 mm3). Such a large number of RVEs ensures that the failure cdf of DT specimens is fully 
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governed by the Weibull distribution, and, therefore, by the two parameters m and s0. The mean 
strength of DT specimens, T

Nσ , and the mean strength of the equivalent 3PB beams, B
Nσ , can be 

written as: 
 σ N

T = NT
−1/ms0Γ 1+1/m( )  and σ N

B = Neq,B
−1/ms0Γ 1+1/m( )  (12) 

where NT is the number of RVEs in the direct tension specimen and the equivalent number of RVEs 
in the 3PB beam is obtained as: Neq,B =

b
l0
3 [(σ (x) /σ N

B )]m dV (x)
V∫ , where V is the volume of the beam. 

The equivalent characteristic size, Deq (thickness), of the three-point bend beam, which has a 
nominal strength equal to T

Nσ , is obtained by equating Eqs. 12: 

 Deq = [(m+1)2NTV0 ] / (3b) = 2143mm (13) 
Therefore, by simply selecting a different loading mode it is possible to achieve significantly 
different equivalent structure sizes, which allows obtaining size effect curve for a much wider size 
range. At the same time, based on the measured mean strength of DT specimens, and by using Eq. 
12 for DT, we can directly estimate the value of the Weibull scaling parameter s0 = 12.68 MPa. For 
beam specimens with 2D scaling (i.e. n = 2), we can consider that the damage is throughout the 
entire beam thickness. Therefore, the effective size of the RVE can be obtained as 
l0 = V0 / b = 0.6mm; based on this condition and on Eq. 6, the following value of C2 can be 

calculated:C2 = (m+1) / 3 ⋅ l0s0
m/2 Γ 1+1/m( )#$ %&

m/2
=1.55 ⋅1015 .  

 
Fig. 4 shows the mean size effect curve of structural strength for 3PB beams and DT specimens 
(with their equivalent 3PB size). The experimental mean strength curve presents a pattern that is 
typical to that observed in other quasibrittle structures such as concrete beams [5, 15]. 
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Figure 4. Mean strength curve 

 
However, it is clear that the four mean strength data points obtained experimentally are not 
sufficient to determine the large-size asymptote of the size effect curve. For this reason, the Weibull 
modulus, m, was determined from the lower portion of the strength histogram as shown earlier in 
this paper. Therefore, C2 was calculated from the DT specimen Weibullian mean. If we tested DT 
specimens of two different sizes, m could be calculated easily by fitting the linear portion of the 
mean strength curve at the large size limit and, hence, obtain s0 directly from Eq. 6. 
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Parameters C1 and r in Eq. 4 can be finally determined by non-linear fitting of the experimental 
mean strength data: the following values were obtained: C1 = 49.49 and r = 1.01 which agrees well 
with the analytically derived size effect on the modulus of rupture of three-point bend beams [16]. 
By knowing C1 and r, and solving Eqs. 10 and 11, it is possible to obtain the remaining two 
parameters of the Gaussian core, µG, δG, of the of the RVE strength cdf. Since for this computation 
we are interested to the small size limit, the smallest beam size which can be used has a 
characteristic size D = 4l0 (Fig. 5). According to the elastic stress field two layer of RVE are 
subjected to tensile stress. The stress at the center of the RVEs upper-layer is half of the stress at the 
center of the RVEs bottom-layer. Moreover, along the beam span there is a significant decay of 
stress moving away from the two central RVEs, “C”, of 9.5% and 26% for RVEs “L” and “A”, 
respectively. Given the large value of the Weibull modulus, it is reasonable to only include the 
bottom-layer RVEs “C” and “L” for the calculation of µG, δG. 
 

 

 

 

 

 

 

 

  

 

P 

D=4l0 
C C A A L L 

L=6D=24l0  
Figure 5. Small size limit beam 

 
Therefore, Eqs. 10 and 11 can be rewritten as: 
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where s1 = 0.718, and s2 = 0.656. The system of Eqs. 14 and 15 can be numerically solved, yielding 
µG = 45.24 MPa and δG = 14.82 MPa, which, can be easily demonstrated, are the only couple of 
values satisfying Eqs. 14 and 15.  
 
With knowing µG, δG m and s0 the strength distribution of one RVE (Eqs. 2a and 2b) can be 
evaluated. With the finite WLM (Eq. 1), it is possible predicting the strength cdf of beams series B 
and C. Fig. 3 shows that the predicted strength cdf matches very well the measured strength 
histograms for both beam sizes. This indicates the statistical parameters of strength cdf can be 
calibrated from the mean size effect curve. By using the WLM we can further calculate the strength 
distribution and the mean strength of beams with other different sizes; Fig. 4 indicates that the mean 
structural strength predicted from the WLM lies on the size effect curve represented by Eq. 4, 
supporting the validity of this expression in providing a good approximation of the exact size effect 
curve calculated from the finite WLM. 
 
In previous studies [2-4] it was shown that the finite WLM could correctly describe the deviation of 
the strength histogram of quasibrittle structures of a single size from the two-parameter Weibull 
distribution. Based on the strength histograms of structures of two sizes, this study provides a 
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further validation of the finite WLM; by properly selecting specimen sizes and number of replicates 
the size effect on the grafted strength distribution was clearly demonstrated (Fig. 3). The good 
agreement between the predicted and measured strength distributions of beams of two sizes 
indicates that the recently proposed finite WLM can well capture the size effect on the strength cdf 
of quasibrittle structures. 
 
6. Conclusions 
 
In this paper an analytical and experimental demonstration on the possibility of indirectly 
determining the strength cdf of quasibrittle from the mean size effect curve was presented. This 
method provides a valid alternative to the conventional histogram testing, it requires a smaller 
number of specimens, and it is less prone to experimental errors. The size effect tests on the 
strength histogram of asphalt mixture indicates that the probability distribution of structural strength 
strongly depends on the structure size, and such dependence can be well explained by the finite 
weakest link model. 
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Abstract  Defects play crucial role in the process of  nucleation and propagation of fracture. We study 
fracture as a non-equilibrium statistical mechanical system with a threshold activated extremal dynamics. 
The dispersion  in the breaking thresholds shows a transition at c. For c, the fracture 
or failure takes place sharply at a certain applied stress or voltage. For c, the fracture or 
failure takes place gradually with increasing stress or voltage, leading to a non-linear region in the 
stress-strain or current-voltage curve prior to failure. We discuss the transition point For c from 
the point of view of ductile-brittle transition. We present analytical results on fiber bundle model 
and numerical results on two dimensional random resistor network model.  
 
 
Keywords  Ductile-brittle transition, Threshold activated dynamics, Fiber bundle model, Random resistor 
network model. 
 

1. Introduction 
 
In material science and engineering ductile and brittle behaviors have received lots of attention over 
the past years. It is widely known that most ductile materials become brittle when the temperature 
or pressure is lowered or by radiation bombardment and atmospheric reaction. This phenomenon, 
known as ductile-brittle transition, has been extensively studied by engineers, material scientists and 
physicists. Disorder is known to play a crucial role in fracture. It is now known that topological 
disorders like dislocations and their cooperative motion give rise to ductile fracture. Brittle fracture 
on the other hand originates from a single micro-crack, the most vulnerable one. Thus ductile 
fracture can be thought of as a co-operative process of defects whereas brittle fracture is determined 
by extreme events [1]. Though several aspects of fracture are now understood, the mechanism and 
the nature of ductile-brittle transition is not clear yet. In this paper, we study the effect of dispersion 
(δ) in the local strengths in a material on the nucleation and propagation of fracture. We show for 
low δ the system behaves like a brittle material where failure happens sharply at a certain value of 
applied stress or voltage and the response of the system remains linear up to the failure point. For 
high δ the breakdown of the system happens gradually through local failures till the entire system 
breaks. The stress-strain curve in the elastic system or the voltage-current characteristics in 
electrical system shows non-linear region prior to failure. We argue for a transition point δc 
separating the low and high δ regions.  
 We have studied two models: fiber bundle model and random resistor network model. The fiber 
bundle model is solved analytically under mean field approximation. We have provided the 
numerical results for both the models. The models perceive fracture as a threshold activated 
extremal dynamical system. The disorder in these models is introduced in terms of random  
threshold stress of individual fibers or current in resistors. 
We have found a transition point of threshold distribution (δ = δc) which clearly separates two 
different regions in the model. For δ < δc, the fracture phenomena is very sharp and similar to that 
of brittle fracture. The sharpness of this failure is expressed by the sudden jump of the fraction of 
unbroken bonds in fiber bundle model and conductance in random resistor network model, at the 
fracture point. Where for δ > δc, the bonds or resistors break in a correlated manner producing 
avalanches of all sizes and the model shows the features of ductility. We have also studied the 
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mechanical and electrical response of the model. For δ less then δc the response curve shows a 
perfectly linear brittle like nature where as for δ greater than δc, the response curve contains a 
ductile like non-linear or plastic region.  
   
2. Fiber Bundle Model 
  
The review of modern physics written by S. Pradhan, A.Hansen and B.K.Chakrabarti has a very 
good overview on fiber bundle model [2]. The model consist of two parallel bars between which 
rigid fibers are attached (Fig 1a ). One of the two bars is fixed and an amount of force F is applied 
on the other one. If there are N number of fibers then force per fiber i.e stress applied on the system 
is, f0 =F/N. 
 

                

 

        Figure 1a: Fiber Bundle Model                                        Figure 
1b: Threshold Distribution 

      
Every fiber has some threshold stress value and when the external stress exceeds this value it breaks. 
After breaking of one fiber the stress is re-distributed among all other fibers according to global stress 
re-distribution scheme; which would increase the stress and may cause further breaking of fibers. For 
example, at a constant applied force F, the re-distributed stress will be F/(N-1) after breaking of one 
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fiber, F/(N-2) after breaking of two fibers and so on. This process will continue until either all the 
fibers break or the redistributed stress is less than the next threshold value. At this stage the model 
comes to equilibrium. The number of remaining fibers at each equilibrium is denoted by Neq. Then 
the fraction of fibers remained at equilibrium point is neq = Neq/N. Next we increase the external stress 
(F→F+ΔF); which leads to further breaking, re-distribution and equilibration. This process goes on 
until all the fibers break. The threshold stress is given to the fibers in a random way, picking random 
numbers between 0 to 1 from an uniform distribution around any mean value C and width δr and δl 
respectively on right and left side of the mean value (Fig 1b ). We are considering the vulnerability of 
the defect in the form of a breaking threshold of a fiber. The threshold distribution represents the 
fluctuations of these vulnerabilities in mean field limit (where the stress fluctuation on the bonds are 
neglected). The fiber bundle model gives us an idea of the correlations in the breaking processes in 
fibers. The fluctuations in the breaking threshold gives rise to the cooperative nature in the breaking 
processes in fibers which is the essence of ductile fracture. 
 
2.1 Analytical Calculations 
 
In this paper we provide the analytical calculations for the static and dynamic behavior of the model. 
We have compared our results with some previously calculated values depending on some specific 
choices of the mean and width of threshold distribution. At first we will study the distribution for 
giving threshold to the fibers. From figure 1b we can see that the mean is at C which is in between 0 
and 1. Then the point ‘a’ and ‘b’ is at (C− δl) and (C+ δr) respectively. Now we can take δr=δ and 
relate this with δl by the relation : δl=αδr=αδ. For the analytical calculations we will take α=1. This 
will give us a distribution of width 2δ ranging from a to b. Then the fraction of broken bond at 
every equilibrium will be given by 

																														1 	 												………… . .1 

We are interested in the region a ≤ f0/neq ≤ b as the other regions are quite trivial. For f0/neq > b, all 
fibers are broken while for f0/neq < a, all fibers are intact.  
 
2.1.1 Determination of fraction of unbroken bonds at equilibrium points 
 
Within the region a ≤ f0/neq ≤ b we can express the fraction of unbroken bonds as 

                                                    			1 	 	 
                                                                     =  
(1/2 )( / 	)     ………….2          
                                                                										 
This will give us a quadratic equation of neq : 

                                                       	 1 	

0								 ………… . .3  
The solution of the above equation will give us the fraction of unbroken bonds : 
                                                 

								 	 1 1 					 					……… . .4 

 
2.1.2 Determination of critical stress of the model 
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At critical point all the bonds break on application of an external stress, fc, known as critical stress. 
The number of fractional bonds remaining just before the breakdown is nc. Thus at f0=fc, neq has 
only one value. This implies that the term in the square root in Eq.(4) should be zero; which in turn 
gives us, 

2
	 	 1

2
 

                                                            Or, 1
/2 													……… . .5                      

 
2.1.3 Fraction of unbroken bonds at critical stress 
 
We can get the fraction of unbroken bond at critical stress by inserting the value of fc from Eq.(5) in 
Eq.(4). Then we will get 

	 |  

                                                              Or, 1
/2 												……… . . .6 

We find from Eq.(6), nc starts increasing from a value 0.5 at 0.5 and reaches a value 1 at 
c. For c, nc remains at 1 since it is at its maximum point and can’t attain a higher value. 

 
2.1.4 Study of Ductile-Brittle transition point 
 
We have the expression of the critical stress given by Eq.(5). Now for f0/neq < a, all bonds are intact 
and at the critical limit we can write 

| , 										 ………7 

Replacing the value of fc from Eq.(5) in Eq.(7) we get the critical value of  as : 

2
1

2
|  

                                                        Or, /
2                  ………8 
 
2.2 Numerical Results 
 
For numerical results we will set C=0.5 and α=1. This gives a threshold distribution with a mean at 
0.5 and width δ on both side of the mean. The system size is taken to be 106. All simulated results are 
over 100 configuration averages.  
 
2.2.1 Variation of fraction of unbroken bonds (neq) with applied stress (f0)  
 
We have plotted the fraction of unbroken bonds at each equilibrium (neq) with applied stress (f0) for 
a series of δ’s between 0.1 and 0.5. The results are given by figure 2. As δ increases the critical 
applied stress(fc) at which the total model breaks decreases from 0.5 and reaches 0.25 at δ=0.5.  
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                      Figure 2: Fraction of unbroken bonds(neq) with applied stress(f0) 
 
Moreover up to a certain value δ≈0.17, the fraction of unbroken bonds at critical point (nc) remains 
1. Beyond this value, nc starts decreasing and comes to a value 0.5 at δ=0.5. The point δ≈0.17 is like 
a critical point. This is quite consistent with the value we obtained analytically. At one side of the 
this point the model behaves like ductile materials showing a fracture through a number of 
equilibrium configurations at a low critical stress; where on the other side it behaves like brittle 
materials showing an abrupt fracture at a higher critical stress. We have studied this critical point in 
detail in our other simulated results. 
 
2.2.2 Variation of redistributed stress (f=f0/neq) with applied stress (f0) for different δ’s 
 
Since the fibers are totally rigid, there is no strain in the model in true sense. We will treat the 
re-distributed stress as strain since the non-linearity is introduced in the model through this 
re-distributed stress.  
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                                  Figure 3: Stress-strain curve (f0 vs f0/neq) for the model 

 
This is very similar to the response curve of mechanical systems. We have plotted f0 with f0/neq for 
different δ’s with in 0.1 and 0.5. Figure 3 shows that for δ≤0.15, the model behaves like brittle 
materials while for δ≥0.2 the model shows ductility. There must be a critical value of threshold 
distribution width (δc) within the range 0.15 < δc < 0.2, where this ductile-brittle like transition 
occurs. 
 
2.2.3 Variation of critical stress (fc) with threshold distribution width (δ) 
 
We have already shown that the critical stress to create fracture in the model increases with 
decreasing δ values. Figure 4 gives us an idea how this critical stress decreases with a continuous 
increase in threshold distribution width. Figure 4 shows that, the critical stress (fc) decreases with 
increasing δ and falls from 0.4 to 0.25 within the range between 0.1 and 0.25 in δ value. Though the 
transition point is not quite evident from the plot, we can estimate it as the average of the above 
mentioned δ region. So, from above study we get δc≈0.17. This agrees with the value we obtained 
analytically and other simulated results. The variation of critical stress (fc) with δ and the nature of 
response curve is obtained before in two dimensional fiber bundle model which consists of two 
square plates in which fibers are intact [3]. We have reproduced the same result in a relatively easier 
model. 
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                                     Figure 4: Variation of critical stress (fc) with δ 

  
2.2.4 Fraction of unbroken bonds (nc) at critical stress with threshold distribution width (δ) 
 
Above study of critical stress is unable to give us a clear distinction between ductile and brittle 
region in the model. This distinction can be drawn from the study of fraction of unbroken bonds at 
critical point (nc) with varying δ value.  
 

     

                                                       Figure 5: Variation of nc with δ 

One of the strong points that helps us to denote low δ region as brittle is, the value nc remains 1 up 
to a certain low value of δ characterizing a abrupt fracture in the model. Figure 5 reflects the same 
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fact. Up to a value δc≈0.17, nc remains 1. This is the brittle region for the model. If we increase δ 
beyond this  nc starts to fall and goes to 0.5 at  δ=0.5. This is the ductile region. The above critical 
point (δc≈0.17) separates these two regions very clearly. 
 
2.2.5 Variation of (fc/nc) with threshold distribution width (δ) 
 
A plot of f0/neq with δ gives us a clear idea about the point at which the ductile to brittle like 
transition occurs. The point with coordinate (f0/neq=0.32, δc≈0.17) in the plot denotes the transition 
point from brittle to ductile region and vice verse.  
 

           

                                                        Figure 6: Variation of  fc/nc 
with δ 

 
The obtained value of δ at which the transition occurs is δc≈0.17; which is very similar to the values 
obtained from other numerical studies and analytical calculation. 
 
2.2.7 Phase diagram for the model 
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                                    Figure 7: Phase diagram for fiber bundle model 

We have constructed a phase diagram for the model and given by figure 7. The darkest color 
corresponds to neq=0 and the lightest color for neq=1. A very important observation is related to this 
diagram. For δ<0.166, neq fall to zero abruptly. When we cross this particular point the behaviour of 
neq changes. For δ>0.166, neq falls to zero after crossing a number of equilibrium points. This is the 
point where the transition occurs. On one side of this point the material shows ductile like fracture 
and on the other side the fracture resembles abrupt brittle fracture. 
 
3. RANDOM RESISTOR NETWORK MODEL  
 
We have constructed a tilted square lattice whose each bond is a resistor with a resistance 1. A 
potential difference of  V volts is applied to two opposite ends of the lattice. On the other two ends 
periodic boundary condition is applied (Fig 8a). All resistors are given a random threshold taken 
from the same uniform distribution same as the case of fiber bundle model. 
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Figure 8a: Random resistor network model               Figure 8b: Response of individual 
resistors 

 

 The potential at each lattice point is calculated by solving ‘Kirchoff's law’ with a series of iterations. 
Whenever the potential drop between two lattice points becomes less than the threshold value given 
to the resistor joining these two points, the resistor breaks irreversibly (Fig 8b). Then we apply 
‘Kirchoff's law’ again to calculate the new potentials due to the breaking of the fiber. When no more 
fiber breaks, we increase the applied potential and do the same thing. This process goes on until the  
conductance  of the system becomes zero. This is the critical point for the model. 
 
3.1 Numerical Results  
 
For numerical simulations we have taken the same specifications like fiber bundle model. The 
lattice size is taken to be 16×16. 
 
 
3.1.2. Variation of conductance (G) with applied voltage 
 
Conductance is the parameter which denotes the fracture point for the model. The rate at which the 
conductance drops to zero is the abruptness of the fracture. We have plotted conductance with 
applied voltage and observed its behavior at various values of δ.  
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                                  Figure 9: Variation of conductance with applied voltage 

 
Up to δ=0.2 the conductance falls very sharply causing an abrupt fracture in the model. This 
behavior is analogous to sharp brittle fracture. With increasing δ this sharpness decreases. For δ 
≥0.3 the fracture occurs in a co-operative manner like ductile materials. Moreover the constant initial 
value of conductance corresponds to a linear region in current voltage characteristic curve prior to 
fracture. This behavior is like brittle materials. As δ increases the conductance start decreasing from 
this constant value after a certain value δ= δc. Above this δ value current-voltage charecteristics curve 
stars showing non-linearity and behaves like a ductile material.  
 
4. DISCUSSION AND CONCLUSIONS 
 
As an outcome of this paper we can point out some important results : 
1. Variation of conductance in random resistor network and fraction of unbroken bond at critical 
point (nc) in fiber bundle model with δ shows that the behavior of the model in low δ is brittle like 
and that for high δ is ductile like. 
2. The mechanical and electrical response shows a pure linear or a linear behavior with small 
non-linear part before some critical value of δ. Beyond that the model behaves non-linearly like 
ductile materials. For fiber bundle model this critical value is, δc≈0.16667. For random resistor 
network model this critical value δc remains within δ value 0.2 and 0.3. More studies are required to 
locate the exact transition point for random resistor network model. 
3. The critical stress to create fracture in the fiber bundle model decreases to lower values with 
increasing δ’s. This signifies a decrease in hardness of the model when δ is increased. 
At this stage it is difficult to draw some analogy between any exact material property that causes 
ductile-brittle transition and the parameter δ in our model. Still we can suggest a possible parameter 
similar to δ. Early studies in material science prove that ductility in materials is a consequence of 
cooperative motion of defects (mainly dislocation) within it [1]. The material becomes brittle if the 
defects within it are immobile. There are also some external parameter like temperature or pressure 
[4] that control this mobility of defects. Because of this characteristic, materials show ductile-brittle 
transition with respect to these parameters. If we can define any quantity that deals with the 
cooperative motion of the defects in the materials and increases with increasing mobility of defects, 
then that quantity will be analogous to the δ parameter. If it is possible to find some critical value of 
this quantity, depending on the change of external parameters (temperature, pressure or any other 
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parameters), which distinguishes between ductile and brittle region in the materials; then it will be 
similar to δc, the ductile-brittle transition point. 
 

Acknowledgements 
 

I acknowledge Soumyadeep Bhattacharya for his guidance and suggestions from time to time. I also 
thank my parents, grandmother and specially my brother for their support and encouragement. 
 

References 
 

[1] George E.Dieter, Mechanical Metallurgy, McGraw-Hill Book Company, 1928. 
[2] S. Pradhan, A.Hansen and B.K.Chakrabarti, Failure processes in elastic fiber bundles, 
       Reviews of Modern Physics 82 (2010) 499-555. 
[3] Frank Raischel, Ferenc Kun and Hans J. Herrmann, Local load sharing fiber bundles with a 

lower cutoff of strength disorder. Physical Review E-Statistical, Nonlinear and Soft Matter 
Physics, 74 (2006), 035104(R). 

 
[4]  R. D. Isaac and A. V. Granato , Rate theory of dislocation motion: Thermal activation and         

inertial effects. Phys. Rev. B 37, 92789285 (1988). 
 
[5] B. Kahng, G. G. Batrouni, S. Redner, Electrical breakdown in a fuse network with random 

distributed breaking strengths. Physical Review B, Volume 37, Number 13, 1988. 
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Abstract: Effect of highly heterogeneous fracture properties on tensile penny-shape planar crack propagation
governed by Irwin’s criterion is investigated numericallyby taking into account the large crack front deforma-
tions induced by the high toughness contrasts. To compute the variations of stress intensity factor (SIF) along
the crack front arising from its progressive deformation, perturbation approach based on Bueckner-Rice weight
function theory is used iteratively. Effective fracture toughness is obtained from the local toughness map for a
few examples. It is shown that when Irwin’s criterion is satisfied all along the crack front, the effective tough-
ness is equal to the mean value of the local ones along the crack front. This value depends on the shape of the
front, and so is different from the total mean value of the toughness in the plane. In the examples studied here,
the weak toughness zones are favored by the crack front deformations, so that the effective toughness is lower
than its spatial average.
Keywords: Tensile planar crack; Heterogeneous medium; Effective failure properties; Perturbation method;
Linear elastic fracture mechanics.

Quantifying the effective fracture properties of a planar crack propagating in a heterogeneous material
is a key issue in material science. Since the crack propagation results from the interplay of local mate-
rial properties with long range elastic interactions, the problem is not trivial and can not, in general, be
reduced to take the spatial mean value of the fracture properties. Two regimes shall be distinguished
[1]: For slightly fluctuating maps of local toughness, the elasticity of the crack front dominates over
the destabilizing effects of heterogeneities, and the motion of the front is smooth (weak pinning). For
materials with stronger heterogeneities with larger gradient of toughness, the crack front can jump
abruptly from one equilibrium position to the other (strongpinning) [3]. In the weak pinning regime,
it has been shown in the limit of a first order approach that theeffective macroscopic toughness can be
obtained by averaging the local toughnesses, contrary to the strong pinning case where the effective
macroscopic toughness islarger than the average local toughness [1].

Here, we address these questions in the context of highly heterogeneous local fields of toughness
for which the first order approach can not be used. In particular, we take into account the effect of
large crack front deformations induced by high toughness contrasts, and investigate the relationship
between local toughness map and macroscopic effective toughness. In this paper, we will limit our

1
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study to the weak pinning quasistatic regime. We consider the case of a circular embedded crack
propagating under remote mode I loading in an axisymmetric toughness map (see § 1). We solve the
problem by using an incremental method [4, 5], based on Rice’s perturbation approach [6, 7]. This
method is presented in § 2 and then applied in § 3 to the resolution of our problem.

1 Problem definition

σ∞

a0a(s)
F0

F

s

Figure 1: A tensile planar crack in an infinite body under uniform stressσ∞

Consider a planar penny shape crackF of initial radiusa0, embedded in an infinite isotropic elastic
medium with heterogeneous fracture toughness properties and loaded in pure mode I through some
uniform remote stress applied at infinityσ∞ (see Fig. 1). We assume a quasistatic propagation of the
crack front, so that the crack advance at a pointM of the front is governed by Irwin’s criterion:

{

K(M) < Kc(M) : no crack advance
K(M) = Kc(M) : possible crack advance,

(1)

whereK(M) is the SIF andKc(M) the toughness at pointM . Let us denoteKc the average material
toughness,κc(= ∆Kc/Kc) its relative contrast andη(M) the toughness fluctuations. With these
notations, we have:

Kc(M) = Kc [1 + κcη(M)] (2)

We suppose that the remote loadingσ∞ adapts in order to stay in the quasistatic regime and to ensure
crack propagation at least, on some part of the front. This implies that at each moment:

max
M∈F

K(M)

Kc(M)
= 1 (3)

Under the assumption of quasistatic propagation, the problem is to find, for a given toughness map
Kc(M), the successive positions of the crack front and the corresponding loadingσ∞. From them,
one can obtain the SIF along the crack front and consequentlyits mean value. In the homogeneous

-2-
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case (κc = 0), the problem can be solved analytically. One has at each momentK = Kc all along the
front, the successive positions of the crack front are circles of radiusa and the corresponding loading
follows σ∞ = Kc

2

√

π
a
. In the heterogeneous case, the crack front deforms. In an homogenization

process, we shall replace it by an equivalent circular crackof

• radiusam given by the mean value of the crack extensiona:

am =
1

L

∫

F
a(M(s))ds (4)

• SIFKm given by the mean value ofK:

Km =
1

L

∫

F
K(M(s))ds (5)

wheres is the curvilinear abscissa andL is total length of the crack front.
We will see in the following that in the cases investigated here,Km tends to a constant stationary value
after some transient propagation regime. As a result, this stationary value will be used to define the
macroscopic effective toughnessKeq

c of the heterogeneous media studied here. Alternatives would
have been to defineKeq

c as the maximum value ofKm during crack propagation or its mean value
during propagation. However, we would like to define an effective toughness as a quantity that does
not depend of the initial geometrical configuration of the crack, so the value ofKm in the stationary
regime seems the most appropriate definition.
The aim of the paper is to discuss the influence of the toughness mapKc(M) on this effective tough-
ness. In this paper, we consider it periodical and axisymmetric given by:

Kc(M) = Kc [1 + κc cos(kθ(M))] whereθ(M) denotes the polar angle ofM, (6)

and discuss the influence of toughness contrastκc and spatial wavenumberk on Km, hence onKeq
c .

This choice ofKc allows to obtain a weak pinning regime and to focus, as wanted, on the influence
of the large deformations of the crack front on the effectivetoughness.

2 Numerical Procedure

A characteristic feature of this problem is that the shape ofcrack is determined by the variation of SIF
and material properties. In general, neither the distribution of SIF, nor the geometry of the crack are
known a priori and must be determined as part of the solution.An appealing perturbative technique for
solving such problems is provided by the studies of Rice [6],who has developed a linear scheme for
calculating the variation in SIF due to small changes in the crack geometry. For large deformations
of the front, Bower and Ortiz [4] followed by Lazarus [5], developed a powerful method based on
the iteration of the linear scheme. The efficiency of this method arises from the need for the sole 1D
meshing of the crack front. In the sequel, we extend the numerical notations and procedures developed
by Lazarus [5]. For dimensional reasons, we can introduce the dimensionless SIF̂K by writing:

K = σ∞
√

a0
̂K (7)
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This quantity depends only on the crack shape.
We start from the initial situation of a crack of radiusa0 for which ̂K = 2√

π
. We then use a regu-

larization of Irwin’s criterion to obtain the crack front displacementδa(s) by a Paris’ type law [5]:

δa(s) = δamax

(

̂K(M(s))/Kc(M(s))

maxM∈F ̂K(M(s))/Kc(M(s))

)β

with β ≫ 1. (8)

whereδamax corresponds to the maximum crack advance during a numericalstep. The corresponding
loading is obtained by introducing the definition 7 of̂K in equation 3:

σ∞
√

a0

Kc

=

[

max
M∈F

̂K(M)

1 + κcη(M)

]−1

(9)

Subsequently, Rice’s formulae (see Refs. [6, 5]) are used for updating the dimensionless SIF̂K cor-
responding to the advanceδa(s) and the whole step (determination ofδa, updating of̂K) is reitirated
as long as necessary.

3 Results

The previous procedure is applied to the toughness map givenby Eq. (6). In § 3.1, the propagation
in the case of a given value ofk andκc is studied. In §3.2, the influence of those parameters on the
mean quantitiesKm andam is considered.

3.1 Propagation for a given toughness map
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Figure 2: Casek = 6 andκc = 0.3

As a typical example, the results fork = 6 andκc = 0.3 are shown in Fig. 2. On Fig. 2(a), successive
equilibrium positions of the crack fronts are plotted. The propagation is continuous without jumps,
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showing that the pinning is weak. One can notice that first thecrack front deforms from a circular
crack to ak-petals flower shape, which then remains the same. The process is as follows. In the initial
stage, the crack is circular, so that only the points whereKc is minimum propagate. Then, more and
more points reach the threshold and propagate at the same time. Finally, the crack front attains and
stays in a shape for which all of its points satisfyK = Kc (stationary regime) so thatKm is equal to
the mean value ofKc along the crack front:

Km =
1

L

∫

F
Kc(M(s))ds (10)

To quantify the moment where the crack shape becomes stationary, we introduce the amplitude∆a
of a(s), the value of∆a/am remaining constant for a given shape. The evolutions of∆a/am and of
the normalized mean SIFKm/Kc as a function of the mean radiusam are plotted on Fig. 2(b). It
can been seen that both quantities increase until a plateau is reached. The plateau corresponds to the
stationary regime. Once in this stationary regime, the effective toughnessKeq

c , whether it is defined
as the maximum or mean value ofKm, corresponds to the value of this plateau, hence to the mean
value ofKc along the crack front. It shall be noticed thatKeq

c < Kc. Physically, it is due to the fact
that the length of the crack front which is in the weaker zone is higher than in the stronger one, so
that the mean value ofKc along the crack front is lower than the mean valueKc of Kc in the whole
plane. This result is specific to the circular geometry, and it is linked to the dependance of the SIF on
the crack size. In next section, we discuss the influence ofk andκc on the value ofKeq

c .

3.2 Influence of the geometrical parameters of the toughnessfield

Figure 3 shows the effect of the toughness contrastκc and toughness spatial repartitionk on the nor-
malized effective toughnessKeq

c /Kc and on the crack front deformation∆a/am.

For a given values ofk, Keq
c /Kc = 1 for κc ≪ 1 and decreases, whereas∆a/am increases, with

κc. Physically, it looks obvious, that in case of higher contrast, the crack front deforms more, hence
propagates more in weaker regions and therefore, the mean toughness along the front is decreasing as
the contrast increases. For smallκc ≪ 1, it remains equal to one, as linear theory predicts [1, 8].

Now for a given value ofκc, Keq
c /Kc increases, whereas∆a/am decreases with the heterogeneity

wavenumberk, that is when the number of defects increases along the crackfront. Physically, it is
due to the fact that whenk increases, the amplitude of the deformation has less space to develop, and
so the front becomes more straight.

4 Conclusion

In this paper, we defined the effective toughnessKeq
c of a heterogeneous field of toughness as the

stationary mean value of the SIF along the crack front. In order to focus on the effect of the large
crack front deformations on this effective toughness, we studied numerically the case of a circular
crack propagating in an axisymmetric infinite toughness map. This allows us to reach a stationary
crack front shape regime in which Irwin’s threshold is reached at each point of the front. In this
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Figure 3: Influence of mapping parameter on the stationary regime

regime, we find that the SIFKm averaged along the front reaches a plateau that is equal to the mean
value ofKc along the crack front. Since the crack front deforms due the heterogeneities, this mean
value is different from the mean valueKc of Kc in the whole plane. It depends on the crack front
deformations, which themselves depend on the local toughness values. In the case studied here, the
deformations are more important in the weak part of the toughness map so thatKeq

c is lower thanKc,
the ratioKeq

c /Kc decreasing with increasing toughness heterogeneity or with decreasing the number
of obstacles. The next step is to extend this study to the caseof strong pinning with large crack front
deformations. Defining the equivalent toughness from the macroscopic loading required to make the
crack propagate, and not only from the local values of SIF along the front might then become crucial.
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Abstract  Compression is a loading mode that stabilizes microcrack propagation. Consequently, the 

weakest-link approach becomes inappropriate to account for size effects on compressive strength of brittle 

materials such as rocks, ice, or concrete. Instead, compressive failure is characterized by an apparent power 

law decay of the mean strength at small sizes but a non-vanishing strength towards large sizes, associated to 

an increasing variability towards small sizes. Here we show from a progressive damage model that 

compressive failure can be considered as a critical phase transition, with a correlation length diverging at 

failure. Specific scaling laws for the mean as well as the standard deviation of the strength ensue, which are 

in full agreement with the experimental observations. 
  
 
Keywords  compressive strength, size effect, critical transition, rocks 
 

1. Introduction 
 

The size effect on strength of materials is an old problem, already discussed by Leonardo da 
Vinci [1] and Edmé Mariotte [2] several centuries ago. The experimental tensile strength is 
generally orders of magnitude lower than expected from atomic scale calculations, decreases with 
increasing scale and is associated to a large scatter that also decreases with increasing scale. A 
statistical approach based on the presence of internal defects and on the weakest-link concept has 
been developed for structural materials a long time ago [3,4]. This weakest-link approach is based 
on the following assumptions: (i) defects do not interact with one another, (ii) failure of the whole 
system is dictated by the activation of the largest pre-existing flaw, and (iii) the material strength 
can be linked directly to the critical defect size. Assuming a power law distribution of defect size s, 

~  (with generally α>>3), and following linear elastic fracture mechanics (LEFM) 

principles for which the activation of a flaw of size s occurs at a stress ~ /  , one gets 
extremal Weibull statistics for the strength σf , and the following scalings for the mean strength  
〈 〉 and the associated standard deviation std(σf): 

 

〈 〉 	~	 	~	 / 																																																														 1  

 
where m=2(α-1) is Weibull’s modulus and d the topological dimension [5]. Although based on 
strong assumptions, this approach has been successfully applied to the statistics of failure strength 
of structural materials under tension (e.g.[4,6]), with m in the range 6 to 25. Relation (1) implies a 
continuously decreasing average strength towards large scales, i.e. a vanishing strength for L→+∞, 
although this decrease can be rather shallow, owing to the large values of m often reported. 
  These assumptions are reasonable for materials with relatively weak disorder loaded under 
tension, but do not hold for heterogeneous materials with a broad distribution of initial disorder, or 
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for loading conditions that stabilizes crack propagation, such as compression. Nevertheless, it has 
been shown recently that the weakest link hypothesis remains essentially valid even in the presence 
of long-range elastic interactions in heterogeneous media [7]. We consider here a different problem, 
the case of compressive failure of brittle materials such as rocks, concrete, or ice; a loading mode 
that stabilizes microcrack propagation, making the assumptions of the weakest-link approach 
inappropriate.  
    

 
2. Brittle compressive failure and associated size effects 
 
 Brittle compressive failure is a complex process, as the local tensile stresses at crack tips are 
counteracted by the far-field compressive stresses. Consequently, Griffith-like energy balance 
arguments, or related LEFM tools such as fracture toughness, cannot be developed in this case to 
describe the instability leading to terminal failure, thus making the weakest-link approach 
inoperative. Instead, compressive failure involves an initiation phase, elastic interactions and stress 
redistributions, as well as frictional sliding along rough surfaces. During the initiation phase, 
secondary cracks nucleate from the local tensile stresses generated by the frictional sliding along 
pre-existing defects such as grain boundaries, small joints, or microcracks [8,9]. The propagation of 
these mode I secondary cracks is however rapidly stopped by the far-field compression. Instead, 
such nucleation events locally soften the material and thus cause a redistribution of elastic stresses, 
which in turn can trigger other microcracking events. Then, in the course towards the failure, the 
linking of en echelon arrays of secondary cracks is considered to be at the onset of shear fault 
formation, from which the macroscopic instability is thought to result [9]. This process is 
characterized by a progressive localization of microfracturing and deformation along a fault [10]. 
From this qualitative description, one sees that all the assumptions of the weakest-link theory listed 
above are inappropriate. 
 When the compressive strength of brittle materials is measured from laboratory tests over a 
limited scale range (generally between ~ 10-2 m and ~ 10-1 m), either non-significant [11,12] or 
limited (e.g. [13]) size effects are reported on 〈 〉, whereas, when reported, the associated variance 

is relatively large and increases towards small scales [11]. Consequently, empirical or theoretical 
size effect formulations are hardly constrained by these results. Some studies were performed 
several decades ago over a much larger scale range (~ 10-2 m to few m), combining laboratory 
experiments and in-situ tests [14,15,16]. All of them reported a significant decrease of 〈 〉 at 

small scales, which can be tentatively and empirically fitted as a power law decrease 〈 〉 ~	  

[16], but also a saturation of this decay towards large scales which is not explained by the weakest 
link approach. Note that these results were obtained for natural rock samples that did not contain a 
pre-existing fault or joint coming through the entire sample. Indeed, in this latter case, one may 
expect that the flaw size dependency on sample size and the reactivation of this flaw would lead to a 
power law decrease of 〈 〉 with L, with β1/2 and without saturation at large sizes [17]. 

So far, there is no clear explanation for this non-vanishing compressive strength at large sizes in 
the literature. Instead, empirical [16,18] or more theoretical formulations (based on stored strain 
energy caused by buckling [5]) of size effects on compressive strength of brittle materials generally 
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ignore such asymptotic behaviour. Following observations at small sizes, all these formulations 

share a common power law scaling 〈 〉 ~	  , with β varying from very small values [13] (i.e. 

almost no size effect), to values between 1/2 and 1. The weakest-link concept has been sometimes 
put forth to explain this scaling for small β values [13], although it is clear from above that this 
approach is irrelevant in case of compressive failure.  

In what follows, we propose an entirely different approach, based on the mapping of brittle 
compressive failure on a critical phase transition. Using a numerical progressive damage model, we 
demonstrate the relevance of this mapping, and show that it implies a formulation of size effects on 
strength which explains (i) the power law-like decay of the mean strength at small sizes, (ii) a 
non-vanishing strength for L→+∞, and (iii) an increasing variability towards small sizes. 
  
 

 
3. A model of progressive damage 
 

The model, described in more details elsewhere [19,20], considers a continuous 2D elastic 
material (Hooke's law) under plane stress, with progressive local damage. Damage is represented by 
a reduction of the isotropic elastic modulus Yi of the element i, 1  , with d0 = 0.9, 
each time the stress state on that element exceeds a given threshold. This elastic softening simulates 
an increase in microcrack density at the element scale [21] as supported by experiments [22]. The 
stress field is recalculated each time a damage event occurs by solving the equation of static 
equilibrium using a finite element scheme. As the result of elastic interactions, the stress 
redistribution following a damage event can trigger an avalanche of damage, which stops when the 
damage threshold is no longer fulfilled by any element. 

The Coulomb criterion, , of wide applicability for brittle materials under 

compressive stress states [23], defines the damage threshold.  and N are respectively the shear and 
normal stress on the element (sign convention positive in compression), µ is an internal friction 
coefficient identical for all elements, whereas quenched disorder is introduced through the cohesion 
C randomly drawn from a uniform distribution (0.2 ×10-3Y0≤C≤ 10-3Y0). We use µ = 0.7, a common 
value for most geomaterials [23]. This envelope is completed by a truncation in tension in the 

Mohr's plane, i.e. the element is damaged if N = -2.10-3 ×Y0. The simulations start with undamaged 
material (Yi =Y0 = const) and are performed on rectangular meshes of randomly oriented triangular 
elements. Uniaxial compression is applied by increasing the vertical displacement of the upper 
boundary (strain-driven loading), while left and right boundaries can deform freely. 

Series of simulations with meshes of linear size L varying from 8 to 128, composed of 
N=4L(L-1) triangular elements, were performed with the following number of independent 
simulations: 5×104 for L=8, 3×104 for L=16, 5×103 for L=32, 103 for L=64, and 100 for L=128. 

It was shown previously that this model remarkably well reproduces both the macroscopic 
(strain softening before failure, large stress drop at failure) and microscopic (progressive 
localization of damage towards the failure along an inclined shear fault, increasing rate of damage 
avalanches,..) features of compressive failure [19,20]. In a recent work [20,24], we have shown 
from this modeling framework that brittle compressive failure can be considered as a critical phase 
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transition: (i) the size of the largest damage cluster as well as of the largest damage avalanche 

diverge at peak load, which just precedes failure, and (ii) the divergence of a correlation length  at 
failure can be identified either from a spatial correlation analysis of damage events, or from a 

coarse-graining analysis of the strain-rate field. This divergence takes the form	 ~Δ / , where 

Δ  is the control parameter,  the macroscopic (applied) strain, 	the corresponding 

value at peak load (failure), and =1.00.1 a critical exponent. 
If this interpretation is correct,  is a finite-size exponent and one may expect and the following 

size effect on strength, from a mapping of this critical transition to the depinning transition of an 
elastic manifold [25,26]: 

      	

	~	 																																																																				 2  

〈 〉 	 																																																																	 2  
 

where A is a constant and ∞ a non-vanishing asymptotic value of the strength for L→+∞. 
 
 

4. Results and conclusion  
  
 Figure 1 shows the standard deviation of the compressive strength in the model, defined as the 
maximal macroscopic stress in the direction of loading, as a function of system size. The power law 
scaling is in full agreement with equation (2a), however with a corresponding finite-size scaling 

exponent =1.47 larger than the value expected from the divergence of the correlation length at 
failure.   
 
 

 
Figure 1. Progressive damage model: Evolution of the standard deviation of the compressive strength, 

, in units of Y0, as a function of system size L. The red dashed line shows a power law scaling with a 
exponent of -0.68, corresponding to a finite-size exponent of =1.47, in agreement with relation (2a). 

 
This value of  can be used to test the relevance of equation (2b) to describe the scale dependence 
of the mean strength. Figure 2 demonstrates the validity of this scaling and the existence of a 
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non-vanishing strength for L→+∞. 
 

 

Figure 2. Progressive damage model: Mean compressive strength 〈 〉 as a function of	  , where L is the 
system size and =1.47 is obtained from Figure 1. The red dashed line corresponds to equation (2b) with an 

asymptotic strength ∞=8.9 10-4× Y0. 
 
Figure 3 shows the distributions of compressive strength at various scales in a normal probability 
plot. The collapse along a straight line (i) demonstrates that compressive strengths are distributed 
according to a Gaussian PDF, and (ii) confirms the power law scaling of the standard deviation 
(equation (2a)). Compressive strengths are therefore clearly not distributed according to a Weibull 
distribution (the same data are not aligned and do not collapse in a Weibull probability plot). This is 
a further confirmation of the irrelevance of the weakest-link concept in compressive failure.   

 

 
Figure 2. Normal probability plot of the distributions of strength at various scales. Albeit minute deviations, 
the plot shows a collapsed straight line, as expected for a Gaussian distribution. The collapse also confirms 

the power law scaling of the standard deviation (equation (2a)). 
 

 In conclusion, we have shown that the weakest-link concept is irrelevant for brittle failure 
under compressive stress states. Instead, compressive failure is a complex process characterized by 
the divergence of a correlation length at peak (failure) load. This argues for an interpretation of 
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compressive failure as a critical phase transition. From this interpretation, and mapping this 
transition to the well-described depinning transition, we propose specific scaling laws for the mean 
compressive strength as well as the associated variability (equation (2)). This scaling implies (i) an 
apparent power law decay of the mean strength at small sizes, (ii) a non-vanishing strength for 
L→+∞, and (iii) an increasing variability towards small sizes; these three aspects being in full 
agreement with experimental data (see section 2). In addition, modelling results show that 
compressive strengths are normally distributed. 
This has important consequences including the fact that brittle compressive strengths are expected 
to be less scattered (normally distributed) than tensile strengths (extremal Weibull statistics), and a 
reasonable estimate of large scale compressive strength can be obtained from laboratory tests if the 
obtained experimental size effect is limited. 
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Abstract  Subcritical fracture driven by thermally activated crack nucleation is studied in the 
framework of a fiber bundle model. Based on analytic calculations and computer simulations, we 
show that, in the presence of stress inhomogeneity thermally activated cracking results in an 
anomalous size effect, i.e., the average lifetime of the system decreases as a power-law of the 
system size. We propose a modified Arrhenius law which provides a comprehensive description of 
the load, temperature, and size dependence of the lifetime of the system. On the microscopic level, 
thermal fluctuations trigger bursts of breaking events which proved to have a power-law size 
distribution. The waiting times between consecutive bursts are also power-law distributed with an 
exponent switching between 1 and 2 as the load and temperature are varied. Analyzing the structural 
entropy and the location of consecutive bursts, we show that, in the presence of stress concentration, 
the acceleration of the rupture process close to failure is the consequence of damage localization. 
 
Keywords  Subcritical fracture, Fiber bundle model 
 

1. Introduction 
 
Sub-critical rupture, occurring under a constant load below the fracture strength of materials, is of 
fundamental importance in a wide range of physical, biological, and geological systems. Depending 
on the type of materials, creep rupture can have a wide variety of microscopic origins from the 
existence of frictional interfaces through the viscoelasticity of the constituents, to thermally 
activated aging processes. Recent experimental and theoretical investigations revealed the high 
importance of thermally activated micro-crack nucleation in creep phenomena with consequences 
reaching even to geological scales [1–7]. Under creep loading failure often occurs as a sudden 
unexpected event following a short acceleration period which addresses safety problems for e.g. 
components of engineering constructions. Additionally, creep rupture underlies natural catastrophes 
such as landslides, stone and snow avalanches and it is also involved in the emergence of 
earthquakes. 
 
On the macroscopic scale the rupture process is characterized by the strain-time diagram and by the 
lifetime of the system, which both have a complex dependence on the external load and on the 
temperature. In spite of the smooth macroscopic evolution, thermally activated breakdown proceeds 
in bursts on the microscopic scale. They may be exploited to gain information about the approach of 
the system to failure. In the present paper we investigate this problem in the framework of a fiber 
bundle model of thermally activated breakdown. In order to reveal the effect of the range of load 
redistribution we carry out computer simulations considering strongly localized stress redistribution 
after failure events and compare the outcomes to the analytic results obtained in the mean field limit 
[10–12]. 
 
2. Model 
 
Our approach is based on the fiber bundle model (FBM), which has proven very successful during 
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the past decades for the investigation of fracture phenomena [1–15]. In the model we consider N  
parallel fibers having a brittle response with identical Young modulus E . The bundle is subject to a 
constant external stress σ  parallel to the fibers' direction. During the past decades several ways 
have been proposed to introduce time dependent rupture in stochastic fracture models. Following 
the pioneering works of Coleman on time dependent FBM [5], the models were further extended to 
a broad class of time dependent damage accumulation laws and fiber strength by Phoenix and 
Curtin [6–8]. In our work we apply the approach of Guarino et al. [1–4], i.e. we assume that the 
local load iσ  of fibers has time-dependent fluctuations )(tiξ  due to the presence of thermal noise 

so that the actual load of fiber i  at time t  reads as 
 )()()( 0 ttt iii ξσσ += . (1) 

Here )(0 tiσ denotes the deterministic part of the stress, i.e., the local stress arising due to the external 

load and to load transfer following breaking events. The fibers have a finite strength characterized 
by a failure threshold i

thσ , which is, in general, a random variable. A fiber fails during the time 

evolution of the bundle when the total load on it )(tiσ  exceeds the respective threshold value i
thσ . 

For simplicity, we assume that the system consists of homogeneous fibers, i.e. all the breaking 
thresholds are the same Nith

i
th ,,1, Κ==σσ , where 1=thσ  is set. The assumption of homogeneity 

implies that there is no quenched disorder in the system. Thermally induced stress fluctuations 
)(tξ  have a Gaussian distribution with zero mean and a variance controlled by the temperature T  

of the system 
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from which the complementary cumulative distribution follows as ∫
+∞

=
ξ

ξ dxxpP )()( . The strength of 

thermal fluctuations is controlled by the value of T which can be scaled to the absolute temperature 
of the system. After fiber breakings, the load of broken fibers has to be redistributed over the 
remaining intact ones. In order to understand the effect of the range of load transfer on the process 
of thermally enhanced creep, we consider two limiting cases for the load redistribution: in the case 
of equal load sharing (ELS) all surviving fibers overtake equal fraction of the load. ELS ensures 
that the stress distribution remains homogenous in the bundle until the end of time evolution which 
also facilitates to perform analytical calculations. To study the effect of stress inhomogeneity on 
thermally activated breakdown, in our model the fibers are organized on a square lattice of size 

LL× and localized load sharing (LLS) is considered: the load of broken fibers is redistributed over 
their nearest intact neighbors, giving rise to high stress concentration around failed regions.  Since 
the LLS case cannot be investigated by analytical means, computer simulations were carried out 
varying the loadσ , temperatureT , and the lattice size L  in broad ranges. 
 
3. Results and Discussions 
 
Subjecting the bundle to a constant external loadσ , two competing physical mechanisms contribute 
to the failure of fibers: When the load is small enough even a single fiber can sustain the entire load 
and the load increments arising in the vicinity of failed fibers are not sufficient to trigger further 
breakings. Hence, in this load regime, the failure process is dominated by the thermal fluctuations 
and there is practically no difference between ELS and LLS calculations since the range of 
interaction is irrelevant. However, at high load values thσσ → , the load redistributions give rise to 

considerable increments of the local load on intact fibers leading to additional breakings. In the 
initial state of the system all the fibers have the same load Nii ,,1,0 Κ== σσ . When a fiber breaks 
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due to thermal noise thii σξσ ≥+0 , the deterministic part of the load 0
iσ is transferred to its four 

intact neighbors resulting in the increment 4/0 σσ =Δ . If the updated load exceeds the breaking 
threshold th>4/5 σσ the fibers break again transferring the load further to their intact neighbors. 

Once this breaking sequence starts, removing all four neighbors of the initial one, it does not stop 
until all fibers break leading to macroscopic fracture. It follows that due to the localized stress 
transfer, the system has a critical load 5/4 thσσ =c  above which even a single fiber breaking 

triggers the immediate collapse [10–12]. 
 
3.1. Scaling behavior of lifetime 
 

The most important macroscopic characteristic quantity of the system is the average lifetime ft  

which has a finite value even at zero external stress 0=σ  in the model if the temperature is 
finite 0>T . Under the assumption of equal load sharing it has been shown analytically in FBMs 

with a fixed breaking threshold thσ  that ft follows the Arrhenius law 

( ) ( )( )TTt thf 2/exp/2 2σσσπ −∝  without any dependence on the system size N [1,2]. 

 

 
Figure 1. (a) Scaling plot of lifetime ft  obtained at different load σ  and temperatureT values 

by LLS simulations on a square lattice of size 1024=L . No data collapse is obtained. The simple 
Arrhenius law is indicated by the straight line of ELS. (b) Size scaling of lifetime. When stress 

concentration is dominated, power-law dependence is obtained with a high precision. Note 
that 8.0=cσ  in the model. (c) Correcting the Arrhenius scaling form with the size dependence of 

lifetime a high quality data collapse is obtained. 
 
Figure 1(a) presents the scaling plot of lifetime obtained by our computer simulations with the LLS 
FBM at the system size 1024=L  varying the load σ  and the temperatureT . No data collapse is 
obtained in the figure, which implies that the simple Arrhenius law does not hold when stress 
concentrations are present [10]. Our analytical and numerical calculations revealed that the 
interplay of stress concentrations and annealed disorder results in an anomalous size effect of the 
lifetime of the system, which is responsible for the discrepancy observed above [10]. In order to 
clarify the size scaling of the lifetime we carried out computer simulations varying the system size 
in a broad range 32=L – 2048. These simulations showed that at any finite load value σ  the 

average lifetime of the system decreases as a power law of the lattice size ),( σTz
f Lt −∝ . See Fig. 

1(b). For the limiting cases of low ( 0→σ ) and high ( cσσ → ) loads the exponent z can be obtained 

analytically to be 0 and 2, respectively. Numerical calculations showed that varying the temperature 
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and external load the scaling exponent z takes values between the two limits 2),(0 ≤≤ σTz [10]. 
We propose a modified form of the Arrhenius law which takes into account the size scaling of 
lifetime 

 
( ) ( )
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f 2
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Figure 1(c) demonstrates that the modified Arrhenius law provides an excellent scaling of the 
numerical data obtained by computer simulations of LLS FBM varying the system size L , the 
temperature T , and the external load σ  in the ranges 32=L – 2048 , 001.0=T – 1.0 , and 

510−=σ – 8.0 , respectively. 
 
3.2. Microscopic time evolution 
 
On the microscopic level, the fibers primarily break due to thermal fluctuations when their actual 
load exceeds the fixed breaking threshold thi t σσ >)( . Of course, depending on the temperature in a 

given time step more than one fiber can break at the same time. The load of broken fibers is then 
redistributed over the intact ones according to the selected load sharing rule. The load increments on 
intact fibers can trigger additional breakings and eventually generate an entire breaking burst. 
Hence, irrespective of the range of load sharing, the failure of the bundle proceeds in bursts which 
are separated by silent periods with no breakings. The size of the burst Δ  is simply the number of 
fibers breaking in a correlated trail of failure events, while the waiting time wt  is defined as the 

number of iteration steps without breaking events between two consecutive avalanches. 
 

 
Figure 2. Size distribution of bursts for ELS (a) and LLS (b), and that of waiting time for ELS (c) 

and LLS (d). Power law functional forms are obtained followed by an exponential cutoff. 
 
Bursts of breaking events generate acoustic waves so that they are responsible for the crackling 
noise accompanying the process of creep rupture [3]. In order to characterize the statistics of 
crackling events of our model, we analyzed the probability distribution of burst sizes )(ΔP and 
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waiting times )( wtP . For the ELS case the burst size distribution )(ΔP proved to have a power law 

functional form α−Δ∝Δ)(P with an exponential cutoff. See Fig. 2(a). The value of the exponent has 
a complex dependence on the load and temperature [10]. For localized load sharing computer 
simulations revealed that )(ΔP has a Gaussian form for small bursts followed by a power law 
regime over a broad range. See Fig. 2(b). It is important to emphasize that the power law exponent 
α of the LLS case does not vary continuously with the model parameters. Instead, it suddenly 
switches from 1=α  to 2=α when the external load approaches the critical value cσσ → , which 

is accompanied by the shrinking of the Gaussian regime. In the vicinity of cσ , the system becomes 

very sensitive to the thermal fluctuations and cannot tolerate large bursts, which is expressed by the 
higher value of the exponent α  (Figs. 2(a) and (b)). This is an important unique feature of 
thermally driven creep rupture; when quenched disorder dominates the rupture process the opposite 
effect occurs, i.e. the burst exponent decreases when approaching catastrophic failure [13–15]. The 
probability distribution of waiting times )( wtP shows the same qualitative behavior as the 

distribution of burst sizes, i.e. )( wtP  has a power law functional form β−∝ ww ttP )( with an 

exponential cutoff, where the value of the exponent β depends both on the load and on the 
temperature [12]. See Figs. (c) and (d) 
 
3.2. Acceleration due to localization 
 
The overall time evolution of the rupture process can be characterized by studying the average 
waiting time wt between consecutive bursts as a function of the fraction of broken fibers φ , 

where 10 ≤≤φ holds. For ELS )(φwt can be cast into a closed analytical form, while for LLS we 

determined it numerically [12]. Calculations showed that at zero load the breaking process 
continuously slows down in such a way that the average waiting time has a power law divergence 

1)1( −−∝ φwt when approaching macroscopic failure 1→φ . It can be observed in Fig. 3(a) that for 

finite load values 0>σ the slow-down is followed by acceleration such that the accelerating 
regime starts earlier when the load increases. It is interesting to note that when the load is high 
enough, acceleration is obtained right from the beginning of the process, i.e. in this parameter 
regime the rupture process continuously accelerates towards failure [12]. The most remarkable 
feature of the results is that in the case localized load sharing the qualitative behavior remains the 
same, however, the acceleration sets on earlier (see Fig. 3(a)). 
 

 
Figure 3. (a) Average waiting time for ELS and LLS as function of the fraction of broken fibers φ . 
(b) Comparison of the curves of average waiting time and entropy as a function ofφ . For LLS the 
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entropy starts to decrease when the acceleration sets on. 
 
In order to understand the background of early acceleration for LLS systems, Figs. 4(a)–(d) presents 
snapshots of the time evolution of an LLS bundle. Two regimes can easily be distinguished: at the 
beginning of the process cracks occur randomly all over the bundle (Fig. 4(a)). As time elapses 
more cracks nucleate and some of the previous cracks extend their size (Fig. 4(b)). Along the 
perimeter of growing cracks large stress is concentrated on the intact fibers, which increases the 
probability of further crack growth. As a consequence, one of the cracks gets selected and starts to 
grow rapidly, i.e. all bursts get localized along the front of a growing crack which then accelerates 
the process and leads to global failure (Figs. 4(c) and (d)) [12]. To quantify the degree of 
localization we introduced a so-called structural entropy S , which measures how scattered the new 
breaking events are in the bundle [12]. Large value of the entropy 1→S implies random cracking, 
while the small one 0→S marks the onset of localization. It can be observed in Fig. 3(b) that in the 
ELS case where there is no stress concentration and spatial correlation in the system the entropy is 
always high 8.0≈S , even during the acceleration phase. 
 

 
Figure 4. Snapshots of an evolving system, where fibers are colored according to their load. Deep 

blue represents zero load hence indicating cracks in the system. 
 
On the contrary, in the presence of stress concentration, the entropy is high during the slow-down 
phase, however, it rapidly decreases to zero as soon as acceleration sets on (see Fig. 3(b)). Our 
results give a quantitative proof that the acceleration towards failure occurs due to the spatial 
localization of breaking events to the front of a growing crack [12]. 
 
4. Conclusions 
 
Based on a fiber bundle model we showed that stress inhomogeneity play a crucial role in the 
process of thermally activated subcritical rupture giving rise to a broad spectrum of novel behaviors. 
Stress concentrations, arising in the vicinity of failed regions of the material, make the system more 
sensitive to thermal fluctuations. As a consequence, an astonishing size effect emerges where the 
average time-to-failure of the model system decreases as a power law of the system size. The size 
scaling exponent depends both on the temperature and on the external load. We proposed a 
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modified form of the Arrhenius law of lifetime which provides a comprehensive description of 
thermally activated breakdown phenomena [10–12]. 
 
On the micro-level, thermally driven breakdown proceeds in bursts of breakings which are 
separated by waiting times. The size distribution of bursts and the distribution of waiting times 
between consecutive events proved to have power law functional forms followed by an exponential 
cutoff. The power law exponents have a complex dependence on the load and temperature of the 
system [10,12]. To characterize the overall time evolution of the system, we analyzed the average 
waiting time between bursts as a function of the fraction of broken fibers. Calculations showed that 
the thermally induced creep process has two phases: at low loads and high temperatures the process 
slows down after the load is set, which is then followed by an accelerating period. However, when 
the load is high enough the system continuously accelerates towards failure. We demonstrated that 
in the case of localized load sharing, the stress concentration around cracks leads to spatial 
correlation of breaking events and to an enhanced breaking probability which in turn is responsible 
for the early acceleration [10–12]. 
 
In order to quantify the effect of spatial correlation on the time evolution of the creep rupture 
process, we evaluated the structural entropy of avalanches and their consecutive positioning. As a 
very important outcome, our calculations revealed that the decreasing extension and the spatial 
localization of avalanches to a bounded region of the specimen are responsible for the acceleration 
towards macroscopic failure. Final failure is driven by a single growing crack which becomes 
unstable as the avalanches localize to its perimeter [12]. 
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Abstract  The fracture dynamics of heterogeneous materials is a rich subject with obvious practical interests, 
especially the subcritical fracture, where a material breaks through a series of successive, non-correlated and 
localized fracture events until the arriving to a critical situation where the whole material fails. Paper has 
been a common model material to study this phenomenon, and high-resolution and high-speed visualization 
are the usual ways to follow the dynamics of the process. However, visualization presents many limitations, 
especially for long experiences. That is one of the reasons why we are coupling acoustics to the 
measurements in an attempt to establish it as the main source of information. Acoustics presents a much 
better temporal resolution and captures a higher number of events than visualization. By thresholding the 
amplitude of the acoustic signal, it is possible to get similar activities in both measurements. The waiting 
times between events and the energy of the events are both distributed in power laws with exponents which 
are similar for the two different kind of measurements (visualization and acoustics), corroborating that the 
recorded acoustic data corresponds indeed to the fracture process.    
 
Keywords  Subcritical fracture, Acoustic emissions, crack propagation, scale invariance.  
 
1. Introduction 
 
Industrial designs evolve continuously toward thinner and lighter, however stronger structures, 
many of them submitted to a permanent stress. It is known that stresses intensify around a flaw in 
the material [1]; and even if the system resists at a particular instant, a micro-crack can start 
growing, in an intermittent manner (the case of heterogeneous materials), until reaching a critical 
length where the whole system fails. This process, denominated subcritical fracture, has captured 
the attention of scientist and engineers for more than half a century, and the progresses in 
experimental results are quite related to the technological advances in the period. Already in the 
sixties, some models based on thermally activated rupture were proposed [2, 3], supported by 
measurements of the lifetime of the sample as a function of the global stress and the temperature [2, 
3]. In the nineties, during the early stages of the digital era, acoustics allowed the statistical analysis 
of the burst-like fracture events provoked by the intermittent growing of a crack [4, 5]. Power law 
distributions of amplitude and waiting time between fracture events were often interpreted as a 
signature of a “self-organized critical” process [6, 7]. In the latest years, high-speed and high-
resolution video acquisition have played a major role in the study of the subcritical fracture of 
diverse materials [8-10]. Paper presents several good properties that have set it as a common model 
material: two-dimensionality, high degree of heterogeneity and variability, quasi-brittle character 
and a very low cost. Many different results have been obtained with direct observations in paper [8, 
11, 12]. However, several issues seem favoring the implementation of acoustics measurements. 
Beyond lab limits, most objects are three-dimensional and non-transparent, thus analyzing their 
interior belongs mainly to the acoustics' domain. The earth's interior is one of their most relevant 
examples, and the statistical similitude between earthquakes and subcritical fracture [13] is an 
invitation to use the same source of information, i.e., acoustics. Also, in high-speed cameras there is 
a compromise between spatial resolution and frame rate, as well as size of the image vs. number of 
images. Having two characteristic frequencies in our study: one low, where a priori there is not 
much activity, and another very high, taking place during a local fracture event, direct observation 
may result in a lost of information. We are coupling acoustic to the measurements in an attempt to 
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establish it as the main source of information. The main aim of this paper is to verify the agreement 
between acoustics and direct observation. By thresholding the amplitude of the acoustic signal, we 
get a very similar temporal activity in both measurements. The waiting times between events and 
the energy of the events are both distributed in power laws with exponents which are similar for the 
two different kind of measurements (direct observation and acoustics), corroborating that the 
recorded acoustic data corresponds indeed to the fracture process. Earlier studies have used acoustic 
as the main source of information to analyse a fracture process in paper [14-15]; however, as far as 
we know, this is the first report validating the results of the acoustic measurements through 
simultaneous direct observations.       
 
 We also discuss the advantages and challenges of the use of acoustics in our experiment. Some 
experiments have been done to study the acoustic emission of fracturing paper [14-15], but as far as 
we know this is the first time that acoustics are compared to another observation method-direct 
visualization of fracture propagation.  
 
2. Experimental procedure 
 
We use fax paper samples from Alrey having a thickness of 50 µm and effective dimensions 21 cm 
× 4 cm, being fixed along the longer sides and free in the perpendicular direction. An initial crack of 
length l0 is prepared at one free side of the sample, both in a parallel direction and equidistant from 
the fixed borders. Experiments are performed by applying a constant force F perpendicularly to the 
direction of the initial crack. By adjusting l0 = 4.75 cm and F = 200 N, the crack grows reaching a 
critical length, lc ~ 8 cm, approximately between 10 minutes and 30 minutes after the application of 
the force. The critical length lc separates the slow dynamics from the quasi-instantaneous rupture. 
Two piezoelectric transducers of diameter 2.3 mm (Valpey Fisher VP-1.5) are placed in contact 
with the paper at 5 cm and 9 cm from the free side containing the initial crack and at 1 cm from the 
fixed border (which also corresponds to a 1 cm distance to the direction of the initial crack). An 
ultrasonic gel guarantees a good contact between the sensor and the sheet of paper. The acoustic 
signals are amplified 64 db and recorded continuously during the whole experience by a NI USB-
6366 card at 2 MHz. A high-speed camera (Photron FASTCAM SA4) takes images in a rectangular 
area containing the advancing crack at a frequency of 10 Hz and a spatial resolution of 100 µm / 
pixel. All experiences have been performed under the same conditions. The temperature and 
relative humidity were 26.5 ± 1 °C and 45 ± 2% respectively. A scheme of the experimental setup 
with the crack and the position of the sensors is represented on figure 1. 
 
 
 
 
 
 
 
 
 
 
 
Figure 1. On the left, scheme of the experimental setup. l0: initial crack length, sl: projection of the crack 
length on the initial crack direction, F: applied force, s1 and s2: positions of the piezoelectric transducers. On 
the right, experimentally obtained image of the crack with the extracted crack contour (red line) and crack tip 
(green).  
 

s1 s2 

F 

F 

l0 
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The amplitude of the acoustic signal depends on the contact between the transducer and the sheet of 
paper, which varies between different realizations. In order to compare events from different 
experiences, a calibration was performed. It consisted of the averaged response of each sensor to six 
localized rupture events produced on every sample (by piercing it with a computer controlled thin 
needle of 250 µm of diameter) before complete loading. Additional series of experiments were 
performed in order to study the attenuation of the acoustic waves in paper. 10 to 20 localized 
rupture events were induced on a sheet of paper submitted to a force of 200 N, but with no initial 
crack so to be sure that no uncontrolled rupture would occur. The events were made on a line 
parallel to the longer sides of the paper, in the same direction as the fracture in previous 
experiments. The acoustic signal was recorded by two sensors placed at 4 cm from each other. 
 
2.1. Data Analysis 
 
Images: crack contours are extracted using a digital image analysis routine. For each image the 
position of the crack tip is found (figure 1). Three variables are defined: s, the real length of the 
interface of the fracture created between two consecutive images; the size of the jump ss, defined as 
the distance between the crack tip of two successive images, and sl, defined as the projection of s on 
the initial direction of the crack. 
 
Acoustics: The detection of acoustic events is made through the spectral distance calculation, which 
corresponds to the spectral distance between the recorded signal and the noise (the noise sample is 
recorded during the calibration, before the complete loading of the paper, so no cracks have 
occurred during it) over a temporal window of length w=100 µs. Spectral distances are usually 
calculated using the logarithms of the power spectra [16, 17], but we prefer using the power spectra 
directly so to obtain a distance that is directly proportional to the acoustic energy: 
 

€ 

D(t) =
1
w

S(t ') − N dt '
t−w
2

t +
w
2∫      (1) 

 
where  is the mean value of the signal's power spectrum averaged over all the frequencies and 

 the mean value of the noise’s power spectrum averaged over time and frequency. Detecting 
acoustic events and determining their duration is done by thresholding the spectral distance. The 
energy of an event is calculated as the integral of the spectral distance over its duration. Thanks to 
the spectral distance the number of detected events is almost four times greater than by thresholding 
the raw data and we are able to detect events with slightly smaller energy. 
 
3. Results 
 
As the applied force is subcritical and the material heterogeneous, the initial crack propagates in an 
intermittent manner [8]: images show that the length of the fracture is constant for most of the time 
and increases by making fast discrete crack steps, denominated jumps or avalanches. The acoustic 
data shows discrete bursts with a finite duration. Each burst constitutes an acoustic event. First, we 
compared the number and occurrence times of jumps and acoustic events, without considering their 
energy value. For each experiment the number of acoustic events was significantly larger than the 
number of jumps, even when adjusting the acoustic time resolution to the images' frame rate. This is 
a clear indication that the acoustics is much more sensitive to crack propagation than the image 
analysis. Nevertheless, if we only consider acoustic events having an energy larger than a threshold 
value their number will decrease. By setting the threshold energy to an optimal value we can get the  
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Figure 2. a. Activities obtained by direct observation (jumps) and acoustic monitoring for one experiment: 
acoustic monitoring results in much more events than direct observation. By considering only acoustic events 
with energy superior to a threshold value we get very similar activities for both methods. b. Comparison of 
activities obtained by direct observations and acoustic monitoring for three experiments. 
 
same number of events for both methods. In this situation, time intervals with many acoustic events 
correspond to the ones with many jumps (figure 2). This global similarity between the two activities 
confirms the relationship between the propagation of the crack (jumps) and acoustic events. 
However, when considering the events' energy, the relationship between jumps and acoustics events 
is not as obvious as previously. Large jumps are not always associated to high acoustic energy and 
the temporal correlation between the two signals is very poor. The temporal correlation between the 
two signals is also very poor in the case of not considering the energy values. This can be a 
consequence of the combination of two facts: the low acquisition rate of the images (10 Hz) and the 
fact that there is a temporal shift between the rupture of the material (acoustic event) and the 
macroscopic opening of the fracture (jump). This lack of correlation makes it impossible to match 
jumps and acoustic events individually, but our data is suitable for statistical analysis: each 
experiment results in approximately 50 jumps and few hundreds to few thousands of acoustic 
events, providing enough data for such approach. Here we will study and compare the probability 
distributions of two different variables characterizing subcritical fracture: waiting times and 
energies. 
 
Waiting Times: For subcritical fractures the time between two discrete events, referred to as the 
waiting time, follows power-law distributions [18-20]. Figure 3 shows the probability distributions 
of waiting times between the events for the jumps and the acoustic data. Both waiting times are 
power law distributed (with a slight cutoff for long waiting times). The distributions were fitted as 
power laws within the domains delimited by the vertical lines on the figures, and the exponent 
obtained are very similar: 1.1 and 1.0 for the jumps and acoustic waiting times respectively.  
 
The distributions are represented on the same plot in figure 4. Since acoustic data acquisition has a 
much better time resolution, acoustic waiting times spread on a larger set of values. To compare the 
two distributions we can adjust the distributions' normalization coefficients. Figure 4.a shows that 
with well-chosen coefficients the distributions collapse. Another solution is ignoring acoustic 
waiting times smaller than the image frame rate (0.1 s). In this case the two distributions also match 
(figure 4.b). The similitude between the two probability distributions indicates that the acoustic 
activity and the detected propagation of the fracture are indeed issued from the same mechanism. 
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Figure 3. a. Distribution of waiting times determined by the direct observations (jumps). b. Distribution of 
waiting times determined by acoustic monitoring. Open symbols: waiting times of each experiment 
separately, solid symbols: waiting times of all the experiments, dotted line: a power law fit of the distribution 
of the waiting times of all experiments in a range limited by vertical lines.  
 

 
 
Figure 4. a. Distribution of waiting times of the jumps, obtained by direct observations (red circles) and 
distribution of waiting times obtained by acoustic monitoring multiplied by 3 (blue squares). b. Distribution 
of waiting times obtained by direct observations (red circles) and distribution of waiting times greater than 
the image frame fate (0.1 s) obtained by acoustic monitoring (blue squares). 
 
Furthermore, some test showed that the acoustic waiting time distribution is not affected by 
thresholding the event's energy; and considering all the detected acoustic events, the same power 
law distribution is found. This result indicates that all the acoustic bursts correspond to fracture 
events. 
 
Energies: in this two-dimensional system fracture energy scales as the fracture's length. Therefore, 
the normalized distribution of jump sizes is equal to the normalized distribution of jump energies. 
The probability distribution of s (the real crack length), ss (the distance between crack tips on two 
successive images) and sl (the projection of s on the initial direction of the crack), are represented in 
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figure 5.a. The three distributions follow a power law over approximately a decade followed by a 
cutoff. We extracted power laws with exponent 1.2 for ss and sl and 1.0 for s. Because of the 
relatively small number of jumps and the limited span of the power law we must consider these 
results with precaution and will not discuss the differences between the probability distributions. 
We will rely on results from previous experiments: an exponent of 1.23 has been found previously 
for the power law distribution of sl [8, 21], which matches our observations. 
The energy of acoustic events is defined as the integral of the spectral distance (equation 1) over an 
event's duration. The event is the part of the spectral distance overcoming a chosen threshold. We 
prefer this definition to the maximal amplitude of the signal (or of the spectral distance) because 
acoustic events are not single punctual bursts: they sometimes have irregular shapes in time, 
presenting few local maxima as consequence of the fact that few fibers can break consecutively in a 
very small lapse of time, appearing as one single event. Taking into account only one of these 
maxima would result in neglecting a considerable proportion of the acoustic energy. Integrating the 
spectral distance rather than the square of the signal itself decreases the influence of the noise. This 
definition provides an estimation of the acoustic energy detected by the sensors, which does not 
exactly correspond to the energy at the event's source. This energy needs to be corrected by taking 
into account the attenuation of the acoustic waves, which can be scattered or absorbed by paper 
fibers. The experiments on crack-free paper provided data on the position and energy of about 
hundred events relative to the two different sensors. By comparing the energy ratio of signals 
detected by the two sensors, to the distance separating each event from the sensors, we obtained that 
the energy is attenuated exponentially with a characteristic length of 3.2 cm. To determine the 
position of the source of an acoustic event we use the images and suppose that it occurred at the 
position of the crack tip at the corresponding time. By knowing the distance between the source and 
the sensor, we can compute the attenuation of the energy. Figure 5.b shows the distribution of the 
estimated acoustic energy at the events' source. Energies follow a power law over more than three 
decades with an exponent of 1.3, very close to the one found for the distributions of jump sizes. 
Once again, the similarity between the power laws of jumps and acoustic energy indicates that 
acoustic emissions are a consequence of the paper's fracture. 
 

 
 
Figure 5. a. Probability distribution of fracture jumps (s, sl and ss) with power law fits in a range limited by 
vertical lines. b. Distribution of the energies of the acoustic events. Open symbols: energies of each 
experiment separately. Solid symbols: energies of all the experiments, dotted line: a power law fit of the 
distribution of the energies of all experiments in the signalized range.  
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4. Conclusion 
 
We studied the subcritical crack growth of a single crack in a sheet of paper submitted to constant 
force. The system was observed directly by image analysis and indirectly by recording the acoustic 
emissions. Both methods show similar activities over time. Two variables, the waiting times 
between the events and the energy released at each event, were statistically analyzed. They both 
present power law distributions that are very similar for the two different measurements (direct or 
acoustic emissions), corroborating that the recorded acoustic data corresponds indeed to the fracture 
process. Having better time resolution and sensibility than image analysis, acoustic monitoring 
seems more promising for the future development of subcritical fracture in heterogeneous materials. 
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Abstract  A series of uniaxial low cycle fatigue tests on pure Aluminum is investigated via the analysis of 
acoustic emission (AE). The different stages of macroscopic fatigue behavior are clearly differentiated in 
terms of AE. We define five different stages: initial hardening, initial softening, secondary hardening during 
shakedown stage, onset of secondary softening and failure. When most of the acoustic activity recorded in 
the two/three first stages is related to dislocation dynamics, the acoustic activity in the last stages is mostly 
due to the fracture phenomenon. Now, a detailed analysis of the discrete AE allowed to highlight the 
appearance, in the last third of the test, of acoustic signals occurring almost every cycle at a same given 
stress and having a quasi identical acoustic signature. We hypothesize that such multiplets, shown for the 
first time in acoustic emission, are the signature of the propagation, cycle after cycle, of a fatigue crack 
whose trace may be seen post-mortem with the fatigue striations on a fracture surface. This way, these 
signals could be considered as fracture precursors about several hundred cycles before the final failure of the 
material.  
 
Keywords  Acoustic Emission, Fatigue, Fracturing process, AE multiplet, Cracks 
 
1. Introduction 
 
Fatigue is perhaps the most dangerous and simultaneously less well understood mechanism of 
mechanical failure encountered in a variety of modern structures ranging from nuclear reactors to 
micro-electronic connections in cell-phones. Failure in cyclic loading appears unexpectedly when 
the structure is operating in a safe and apparently steady state regime. Despite a long history of 
theoretical and experimental studies, modern technology still lacks reliable tools capable of 
predicting the catastrophic failure in cyclic loading. The situation is particularly troublesome with 
early precursors of fatigue and thus it would be important to find new ways to follow fundamental 
changes in the development of fatigue at a microstructural scale in order to identify early precursors 
to fracture.  
An appropriate tool to analyze dynamic instabilities involving such topological defects as 
dislocations, twin/martensitic boundaries and micro-cracks is certainly the monitoring of the 
Acoustic Emission (AE). To simplify the analysis of the signal, it seems appropriate to reduce the 
different possible sources of AE events. Therefore, for an easier understanding, we have chosen to 
work on pure Aluminum for which the expected AE sources are associated with dislocation 
dynamics and microcraking only.  
AE monitoring has been developed as an effective non-destructive technique for the detection, 
location and monitoring of fatigue cracks. Several studies showed a correlation between AE count 
rates and crack propagation rates [1-3] or a relationship for acoustic emissions and the applied range 
of stress intensity [4]. We focus here on discrete AE (signals above a threshold) to study the 
dynamics of dislocations and cracks during low cyclic fatigue tests and we explore AE waveforms 
to extract promising information about the signature of crack propagation. In particular, we reveal 
the existence of multiplets, i.e. almost identical waveforms reoccurring at each fatigue cycle during 
the final part of the fatigue life, and which likely signatures of fatigue crack growth.  
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2. Experimental details 
 
2.1. Material and experiments 
 
We chose to study 99.95% pure aluminum in order to restrict the potential sources of AE to 
collective dislocation motions and microfracturing process. Indeed, impurities and phase 
transformations [5] in a material are possible AE sources but do not exist for pure aluminum. The 
base material was not pretreated, its polycrystalline structure consisting of large elongated grains, 
~10 mm for the major axis and ~3 mm for the minor axis. This large grain size implies a lower 
impact of grain boundaries on the acoustic activity generated in the material [6]. 
Uniaxial tension-compression (εmin/εmax=-1) low cycle fatigue tests are performed at room 
temperature using an hydraulic machine designed and realized at MATEIS Lab [7, 8]. The cyclic 
total strain was imposed with an amplitude Δε varying from 0.5% to 1.8% and a loading frequency 
from 0.1 to 1 Hz. The specimens are cylindrical with 18mm gauge length and 9mm diameter. Stress 
and strain are recorded up to the macroscopic fracture. 
 
2.1. Acoustic Emission 
 
Acoustic emission is continuously monitored during the tests using a PCI2 Mistras data acquisition 
system of European Physical Acoustic (EPA) with a 8MHz sample rate and a 60 dB 
pre-amplification, the bandwidth being 50 kHz–1.2MHz. Our measurements are achieved with two 
resonant Nano30 EPA piezoelectric sensors (peak of resonance at 140 kHz) coupled to the material 
with silicon grease. The sensors are placed on the heads of the specimens. Three kind of 
measurements are performed: (i) the continuous AE measuring the mean acoustic power, sampled at 
10Hz all along the test, (ii) the discrete AE which is an automatic detection of transient elastic 
waves distinguished from the background noise, above a given threshold (34dB) and (iii) a 
complete recording of the acoustic signal, sampled at 5 MHz: "datastreaming" for a few selected 
loading cycles.  
In this paper, we focus on the discrete AE only. We distinguish AE hits from events: hits are AE 
signals detected by a single sensor whereas events are signals whose intensity is big enough to reach 
both sensors and that can be located along the specimen length. In general the form of the primitive 
wave changes during propagation through the medium, and the amplified signal from a resonant 
piezoelectric sensor bears little resemblance to the original pulse. Nevertheless, this coloration does 
not erase the differences or similarities in the sources and we assume that if the signals are similar at 
the source then the signals received by the sensors are similar. 
 
3. Results and discussion 
 
3.1. Macroscopic cyclic response and discrete AE 
 
Let us take the example of a 1 Hz cyclic fatigue test at imposed total strain Δε=0.96% that failed 
after 3383 cycles. The macroscopic response (maximum stress reached at each cycle) is represented 
in Figure 1 together with the evolution of the discrete AE activity (cumulative number of hits (Figure 
1a) and acoustic energy of hits (Figure 1b)). The different stages of fatigue are clearly differentiated 
in terms of AE. We define five different stages, each of them being associated to a color: (1, black) 
initial hardening during the first cycles, (2, red) initial softening at the beginning of a shakedown 
stage corresponding to a saturation of the stress, (3, green) secondary hardening during shakedown 
stage, (4, green) onset of secondary softening stage associated to increasing damage before (5, pink) 
the final failure of the material. 

 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-3- 
 

   
Figure 1 Evolution of the maximum stress during a fatigue test at Δε=0.95% on aluminum (99.95%) along 

the five different stages, together with a) the cumulative number of hits and b) the acoustic energy of the hits.  
 
The acoustic activity is also represented in Figure 2 with the stress as a function of time along the 
cycles; Figure 2a shows the occurrence of hits and events and Figure 2b represents the evolution of 
the discrete AE (normalized number of hits) during selected loading stages of the fatigue test.  
 

  
Figure 2 a) Acoustic activity during a fatigue test at Δε=0.95% on aluminum at 1Hz b) Normalized number 
of hits for each fatigue stage: time of occurrence within a cycle (10s) in correspondence to the stress. Black, 

red, green, blue, pink colors correspond to the five different stages respectively. 
 
During the first stage, formation of dislocation structures such as cells and walls result in a strong 
strain hardening of the loaded material [9, 10]. AE hits, recorded during the elastic-plastic transition 
(Figure 2b), may be due to collective dislocation avalanches. The initial softening exhibits a lower 
and less energetic discrete AE activity that may be due to the formed microstructures which 
restrains the spreading of dislocation avalanches. Stronger hits are recorded at the secondary 
hardening during shakedown stage associated with sudden dislocation cell rearrangements. This 
stage is characterized by AE hits of various sizes in both tension and compression (Figure 2b). The 
hits recorded in the last part of this third stage could already be the onset of microcracking and 
damage. The secondary softening is associated with a strong increase of discrete AE activity that 
could be a signature of the cell structure destabilization. During the last stage, the acoustic activity 
rises even more as the result of microcracking leading to the collapse of the macroscopic properties 
of the material. This activity, mainly due to the fracture phenomenon, is strongly asymmetrical 
(tension vs compression): most of the hits occur when the material is loaded only, at the onset of 
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stretching but still under compression (Figure 2b). These AE signals could then be an indicator of 
the friction between the surfaces of the cracks and their growth. 
 
3.2. AE multiplets 
 
On the last third of the studied cyclic fatigue tests carried out on pure aluminum, we have observed 
the appearance of acoustic signals occurring almost every cycle at a given stress level during a 
certain number of cycles. Figure 3 shows these lines of hits or events arising at a quasi-identical 
level of stress (plotted as a function of time) in the end of a fatigue test at Δε=0.95%. We notice 
several lines at negative stresses but Figure 3b evidences that the AE signals appear at positive stress 
rate.  

 
Figure 3 a) Hits or events occurring at specific values of stress, cycle after cycle, in the last stage of a fatigue 

test at Δε=0.95%. b) Zoom corresponding to the red rectangle. Colored dots correspond to AE signals 
occurring almost every cycle at a same given stress (∼ -24 MPa). Red circles are events. Crosses correspond 

to random hits occurring at random stress. Inset: 2 cycles. 
 
In order to compare their waveforms, we select several AE signals (colored dots of Figure 3) arising 
at about -24MPa (when the material is loaded again), cycle after cycle, in a 310s time window 
(30068s-30378s, 32 waveforms in 32 cycles). We notice in Figure 4a that their waveforms are 
almost identical. We therefore name these acoustic signals occurring at a same stress level “AE 
mutliplets”. Multiplets have been studied in seismology [11-13]: multiplet is a group of 
microseismic events with very similar waveforms and is likely the expression of stress release on 
the same structure. Here they are AE multiplets and we notice in the cyclic fatigue tests we have 
studied on pure Aluminum that they appear several hundred cycles before the final failure. 
In addition, Figure 4a shows a slight tendency for the values of the waveform maximum amplitude 
to increase with the stress at which they occurred -the amplitude increases roughly of 0.06V (or 
about 3dB) per Mpa-. 
In Figure 4b we compare waveforms taken randomly in the same time window: the colored crosses, 
the grey orange green circles and the black square of Figure 3. We notice this time that they do not 
match, thus confirming the special nature of the aforementioned multiplets. 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-5- 
 

 
Figure 4 a) Waveforms corresponding to the colored dots of figure 3 (AE signals occurring every cycle at 
∼ -24 MPa during more than 30 cycles). Inset: maximum of amplitude as a function of the stress where the 

AE signal occured. b) Ten waveforms corresponding to the selection of AE signals of figure 3 (colored 
crosses at random stresses, grey orange green circles at ∼ -17 MPa and the black square at ∼ -24 MPa). 

Colors of waveforms correspond to colors of markers. 
 
Figure 5a exhibits two other groups of AE events occurring at a given level of stress in the last stage 
of the test: colored crosses around -17 MPa and colored stars around -15 MPa. Figure 5b shows the 
location along the gauge length of the specimen and the waveforms of those AE events. We notice 
that the AE signals appearing at the same stress level are located at about the same site on the 
specimen and have a same type of waveform (Figure 5b).  
 

 
Figure 5 a) Groups of AE events occurring at a same level of stress in the last stage of a fatigue test on 

aluminum (Δε=0.95%). b) Linear location of AE events along the gauge length of the specimen and 
corresponding waveforms, continuous lines for the crosses and dashed lines for stars. 

 
Each line of AE signals would come from the same source, being activated again when 
approximately the same level of stress is reached. Therefore, we hypothesize that such multiplets, 
shown for the first time in acoustic emission, are the signature of the propagation, cycle after cycle, 
of a fatigue crack whose trace may be seen post-mortem with the fatigue striations on a fracture 
surface (Figure 6). 
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Figure 6 SEM observation of fatigue striations on a fracture surface of pure aluminum after 

 3024 cycles of a fatigue test at Δε=0.95%. Inset: picture of a specimen just before final failure. 
 
3. Conclusion 
 
Although preliminary, these results give insights into the presence of multiplets in acoustic 
emission being the signature of the propagation, cycle after cycle, of a fatigue crack. These acoustic 
signals, with identical waveforms, could therefore be considered as fracture precursors as they 
appear several hundred cycles before the final failure of the material.  
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Abstract:  More than 80% of France’s electricity needs are met via nuclear power plants. Due to France’s 

nuclear power program it maintains a high level of energy independence and one of the lowest costs of 

electricity in the world. Furthermore, with today’s worry about global warming, it also lays claim to an 

extremely low level of CO2 emissions per capita. However a big disadvantage to nuclear energy is the long 

term storage of the nuclear waste. The high-level wastes are stored in a complex borosilicate glass matrix to 

protect the environment from radioactivity for hundreds to thousands of years. But glass is a brittle material 

which the life time can be limited by micro cracks generated during the fabrication. This glass must also 

resist to leaching by groundwater. It’s why it is important to understand the mechanisms of crack propagation 

in a corrosive environment. The aim of this study is the comprehension of how the toughness is affected by 

the structural changes on simplified borosilicate glasses under irradiation and variation of the chemical 

composition of the glasses. 

Simplified borosilicate glasses are irradiated to simulate alpha and beta decays using He
2+

 ions and electrons. 

The subcritical stress corrosion fracture properties of glasses are studied using DCDC samples which permit 

fracture growth in this regime. The experimental measurements of the crack propagation velocities as a 

function of the applied stress intensity factor is presented as a v=f(KI) curves. To understand how structural 

modifications are linked to failure mechanisms RAMAN, NMR and EPR spectra are investigated. 

Keywords:  Fracture, stress corrosion, irradiation 

 

1. Introduction 
 Originally spent fuel was supposed to remain in spent fuel pools for 10-15 years. However many 

countries have left the fuel in for more than 20 years, and there is no end in sight.  Spent fuel contains 

Uranium (~95%), Plutonium (~1%), Minor Actinides (~0.1%; Neptunium, Americium, and Curium), and 

Fission Products (~4%), and it poses a significant security risk as seen during Fukushima. France has chosen 

to close the fuel cycle by reprocessing spent fuel. Uranium (~95%), Plutonium (~1%) are reprocessed into 

MOX fuel, and the minor actinides and fission products are imbedded into nuclear glass packages (NGP, a 

complex Borosilicate Glass matrix frequently called R7T7 in France).  These systems are subject to 

self-irradiation stresses which arise due to α disintegrations and β/γ decay processes of minor actinides 

(
237

Np, 
241

Am, and 
244

Cm to name a few) and fission products in NGP. Piecewise studies concerning the 

structural modifications and how they affect the material properties have been conducted; however the origin 

and the extent to which these modifications affect the glass are not fully understood [1, 3, 5, 8, 9, 13, 16, 

18, 19].   

Numerous studies carried out investigate the impact of alpha and beta irradiation at macroscopic and 

microscopic scales[6, 15, 17, 18]. Variations in mechanical properties include: (1) up to 30% decrease of 

the hardness depending on irradiation doses and (2) about 60% increase in the toughness before stabilization. 
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Some authors concluded these evolutions are due to variations of the glassy molecular structure.   

Over the past century multiple methods have been discovered and implemented and moreover today are 

widely used to study structural variations.  Two techniques which will be implemented herein are Electron 

Paramagnetic Resonance (EPR) which is a very sensitive tool for the analysis of paramagnetic defects in 

glasses and Raman spectra usually employed in the examination of vibrational, rotational and other low 

frequency modes in complex sodium borosilicate glasses. From these spectra, scientists are able to extract 

information on the electronic defects, and some structural characteristics about local entities, local angles, 

local coordinations [7][5]…. Moreover after heavy ions irradiation scientists have evidenced[9][8][14, 17]: 

(1) decreasing of Si-O-Si angle; (2) depolimerization of the borate network; (3) change in sodium’s role 

(network compensator/modificator)…. These structural evolutions are proposed to explain the modifications 

of the macroscopic properties. These recent conclusions contradict some older experiments that suggest these 

variations are due to electronic process[1].  

To better understand the source of the changes in the macroscopic properties, and in particular the 

hardness of nuclear glasses, simplified borosilicate glasses are subject to a controlled external irradiation.  

Herein we will report results on samples which undergo electron irradiation. Hardness results are acquired 

via Vickers indentation tests. An investigation is also underway concerning how the fracture behavior at 

macroscopic scale and the structure modification at microscopic scale are linked. 

 

2. Experimental methodology 
 

2.1)  Glass samples:  

Nuclear glass packages are complex systems which contain more than 30 different oxides and undergo 

self-irradiation. In order to understand the role of each oxide the composition has to be simplified. A 

reasonable simplification of the NGP is sodium borosilicate glasses (SiO2-B2O3-Na2O), or SBN glasses, as 

these are the three main components of the NGP system.  Herein we will concentrate on three compositions: 

SBN14, SBN35 and SBN55 (see table 1) which are defined by ROG ([Na2O]/[B2O3]) and KOG ([SiO2]/[B2O3]). 

It should be noted that due to the crucibles used in the glass fusion processes, a minimal amount of iron was 

found in all samples. Secondly as crucibles are recycled SBN35 and SBN55 also have a minimal amount of 

zirconium.  The amount of iron and zirconium has been quantified and it is less that .1% molar mass. 

To simulate electronic damage due to self-irradiations, the glasses are externally irradiated via electrons. 

Electron irradiations were conducted at LSI Sirius. Sirius is a 2.5 MeV Van de Graaff accelerator.  At 

2.5MeV electrons can penetrate the full our sample thickness (0.8mm thick).  Thus our samples are 

considered homogeneous irradiation. An integrated dose of 0.5, 1, 1.5 or 2 GGy irradiation dose was reached 

on each sample with a 12 µA beam. During irradiation the sample temperature was maintained at less than 

40°C.  

 

 

 

 

 

OG name SiO2 Na2O B2O3 ROG KOG 

SBN14 67.73 14.23 18.04 0.79 3.76 
SBN 55 55.3 29.99 14.71 2.04 3.76 
SBN 35 43.95 35.42 20.63 1.72 2.12 

Table 1: Composition of glasses (% of molecular oxides) 
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2.2) Marco-hardness tests: 

Microscopic indentation tests were conducted using an Anton Paar MHT-10 Microhardness 

Tester. These tests were performed on glass specimens irradiated with electrons, and the load mass 

varied from 10g to 100g. The duration of each load was 15 seconds. The hardness values are 

determined as follows: 

𝐻𝑣 =
2∗𝐹∗sin(

𝜃

2
)

𝑑2
                                     (1) 

where F is the applied force in Newtons, 𝜃 corresponds to the angle of the indenter (136° 

herein), and d is the averaged diagonal length of the residual print in mm (figure1). Hardness values 

presented herein are the average of 10 tests with a load of 50g.   

 

 

 

 

 

 

 

 

 

 

 

 

2.3) Structural measurements 

Structural quantifications have been conducted via two techniques herein: RAMAN and EPR 

measurements.  These measurements provide us with some insight on local variations and defects creation. 

RAMAN measurements: 

Raman spectroscopy measures the vibration modes of a system; moreover, it depends on Raman 

(inelastic) scattering of visible light. The incident photon interacts with the electron cloud; the return to a 

lower level emits a photon shift if the final state is different from the initial state. The frequency shift is 

called the Stokes shift. To improve the weak Raman intensity why several techniques are invoked (filters, 

high power...).  Herein a Jobin Yvon HR 800 spectrometer was used to acquire RAMAN spectra. The 

wavelength of the laser on the instrument was 532 nm. Also the laser power was maintained at a low level to 

avoid heating of the sample. 

 

EPR measurement:  

Electron Paramagnetic Resonance (EPR) techniques permit a detailed identification of paramagnetic 

defects on the atomic scale in solids. Within the literature, there are several common defects which EPR 

spectroscopy can detect: oxygen hole center, E’ centers, hole centers associated with boron atoms, hole 

centers near alkaline ions, etc[4, 12]Hence, the aim of this work is to inspect the paramagnetic defects as a 

function of the irradiation dose, and secondly how the paramagnetic defects vary as a function of the 

chemical composition in SBN samples. Electron Paramagnetic Resonance (EPR) spectra were obtained to 

 

Figure 1 : Sketch of the Vickers diamond pyramid indenter 
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evaluate the paramagnetic defects due to electron irradiation.  EPR spectra are obtained using an X band 

(v~10GHz) ESP300 Bruker spectrometer. Multiple spectra were run at different powers (1µW, 1mW and 

10mW) to enhance or subdue defects. 

2.4) Stress corrosion cracking 

In moist environments, subcritical crack propagation, or stress-corrosion fracture, is feasible, i.e. K << 

Kc, due to the stress enhanced corrosive action of water molecules on the stretched molecules within the 

PZ[10]. The stress-corrosion cracking regime is of primary importance in the storage of nuclear waste since 

it can modify the storage quality over the long term. In this regime, the crack velocity can be very small, 

down to a few picometers per second. The global form of the curve v(K,T,H) in OG (where K, T, and H refer 

to stress intensity factor, temperature and humidity, respectively) has partially rationalized over these last 4 

decades[20][11] for a recent review]. It was shown to exhibits three regions:  

 Region I where the crack velocity is set by the rate of the stress enhanced chemical reaction between 

water molecules and stretched chemical bonds in the OGs. 

 Regime II where the crack velocity is limited by the transport of water molecules to the crack tip.  

 Regime III where the velocity raises sharply with K.  

The experimental set up which will be employed herein has been tested frequently over the past 10 year 

within the Complex systems and Fracture Group. These experiments are performed on DCDC (Double 

Cleavage Drilled Compression) specimens.  Samples will be placed between the jaws of a compressive 

Deben machine (Figure 2). The force will then be gradually increased up to the initiation of two cracks that 

propagate symmetrically on both sides of the hole. During the propagation of cracks, a CDC camera will be 

used to gather information on the velocity of the crack front.  Thus with this information we can plot the 

velocity versus the stress intensity factor (KI).   

 

 

 

 

 

Figure 2 : Experimental setup used to fracture glass sample at low velocity in stress 

corrosion. 
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3. Experimental results 
 

In SBN samples presented herein electrons should uniformly irradiate the system; hence leaving 

homogenous samples to be examined.  This is contrary to light and heavy ion irradiation (not 

presented herein) which only penetrate the samples by a few m. SBN55 and SBN35 irradiated 

from until 0 to 2GGy were found to have little to no variation on the hardness.  On the contrary the 

SBN14 composition presents another behavior: the hardness decreases by about 20 % at 1 GGy 

(figure 3). 

 

 

 

 

 

 

 

 

 

 

 

 

 

In order to quantify and qualify some of the smallest variations, i.e. variations in the 

paramagnetic defects of the glasses, we will study the EPR spectra.  In all cases non-irradiated 

glasses revealed defects due to contamination during elaboration (Zr
3+ 

and Fe
3+

)[2].  SBN14 

irradiated glasses (figure 4a)) did expose E’ centers, Oxygen hole centers, hole centers near alkaline 

ions [4]…. A dependence on the irradiation dose is revealed.  Moreover we find an evolution in 

paramagnetic defects versus the chemical composition (figure 4a et 4b) right). 

 

 
Figure 4 : EPR spectra for a) SBN 14 and b) SBN 35 at 1µW. 
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Figure 3 : Hardness variation (MPa) versus electronic irradiations doses for SBN 14 

glass 
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Figure 6 depicts the RAMAN spectra for SBN35 at irradiation doses 0, 0.5, 1, 1.5 and 2GGy,. 

Herein minute dependencies are found on the dose for SBN35 samples.  

 
Figure 5 : RAMAN spectra for SBN 35 at different doses: 0, 0.5, 1.5 and 2GGy 

4. Discussion and conclusion 
 

Electronic damages induced in glass vary with composition. No influence until 2 GGy have 

been observed for two borosilicate glasses SBN35 and SBN55. The SBN 14 presents a marked 

behavior.  

The variations affect the macroscopic scale with a decrease of the hardness value and an 

increase of the toughness which can be explained by the variation at microscopic scale. To 

understand the relation between electronic damages and glass compositions other studied are 

needed.  Finally let us add that stress corrosion fracture studies are still underway and will be 

presented at the conference. 
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Abstract.  The inherent scatter of fracture toughness of ferritic steels in the brittle-to-ductile 
transition regime require statistical methods to be applied for testing and evaluation. However, for 
engineering purposes lower bounds of KIc such as the ASME-reference curve are often preferred 
since they allow deterministic worst-case predictions to be made. So the question is how to derive 
lower bounds of a quantity that is governed by weakest-link-statistics. Actually, neither the 
MC-approach nor the empirical ASME-reference curve deliver well-founded lower bounds for 
components of relatively small thicknesses. A theoretical model is suggested to fill this gap. The 
key element of the approach is the hypothesis that the weakest-link-effect is saturated at a certain 
thickness. The corresponding upper limit of size-dependence turned out to be close to the minimum 
thickness required for plane-strain conditions at the crack-front. The derived mathematical relations 
enables KIc to be calculated from KJc as measured on a smaller specimen. In reverse, from a 
lower-bound KIc as provided by the ASME-code a thickness-dependent lower bound of KJc can be 
obtained. The proposed model is shown to yield predictions that are consistent with experimental 
data as well as with the ASME-lower bound.  
 
 
Keywords Ductile to brittle transition, reference temperature, ferritic steel, lower bound, fracture toughness, 
plane strain.  
 
 
1. Introduction 
 
For physical reasons fracture toughness of ferritic steels in the brittle-to-ductile transition regime is 
affected by a pronounced scatter, which requires statistical methods to evaluate test data as well as 
to predict the load-bearing capacity of a structural component that contains a crack. Since initiation 
of cleavage is governed by weakest-link-statistics, fracture toughness is associated with a certain 
probability of failure and dependent on the size of the tests specimen or structural component. 
According to the Mastercurve- (MC-) approach [1, 2] fracture toughness KJc of ferritic steel 
exhibited by a 1T-specimen (i.e. thickness of B1T=1inch=25.4 mm) can be expressed in terms of the 
cumulative probability of failure (pf) as  
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where Kmin=20 MPa·m0.5. The reference-temperature T0 is a characteristic material property that has 
to be determined experimentally as prescribed in [2]. If the thickness B deviates from B1T=0.0254 m, 
then KJc shall be size-adjusted by  
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where B is the arbitrary thickness of a component and BT is the thickness of the test specimen, for 
example BT =0.0254 m for standard 1T-specimens [2].  
 
In an engineering safety analysis usually fracture toughness corresponding to very low values of pf 
and relatively large thicknesses are required. It is plain to see that (1) and (2) do not exhibit the 
correct asymptotical behaviour of KJc for pf→0 and for B →∞, since both of them predict KJc to 
approach Kmin=20 MPa·m0.5, which is a auxiliary number that serves well to evaluate test-data, but 
not to predict fracture toughness values for low pf and high B. Instead, for physical reasons a 
lower-bound of fracture toughness that depends on temperature and yield strength is expected to 
exist [3, 4, 5]. In fact, there is strong experimental evidence that KJc(B) does not follow (2) for 
about pf < 0.025 but approaches for pf→0 a well-defined lower bound value KJc(LB) [6].  
 
Concerning the effect of thickness on fracture toughness, the classical concept of linear-elastic 
fracture mechanics presumes that fracture toughness reaches a minimum denoted as KIc if 
plane-strain-conditions prevail in the plastic zone. According to current KIc-testing standards [7, 8, 9] 
this is guaranteed if the specimen thickness BT fulfills the condition 
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with α=2.5 and Rp denoting the yield stress. However, like KJc, KIc in the ductile-to-brittle transition 
regime of ferritic steels is affected by an inherent scatter. For this reason in engineering safety 
analysis it is common to use lower bound fracture toughness values. For reactor pressure vessel 
(RPV-) steels, the ASME-code [10] provides the following lower bound of KIc: 
 
 [ ])(036.0exp8.225.36)()( NDTASMEIc RTTTK −⋅⋅+=   (4) 
 
RTNDT is the so-called nil-ductility temperature that originally had to be determined by Charpy- and 
drop- weight-tear-tests [10]. Both eqs. (1) and (4) contain just one material parameter, i.e. T0 and 
RTNDT, respectively, so a relation between them is expected to exist. In fact, experimental data of 
RPV-steels revealed the following empirical correlation [11, 12]:  
 
 KTRTNDT 4.190 +=   (5) 
 
Despite of this relationship, concerning the thickness-effect there is a fundamental inconsistency 
between the MC-approach and the classical concept of linear-elastic fracture mechanics, where 
plane strain fracture toughness is regarded as the asymptotical minimum value of KJc. In the 
framework of the ASTM-standards this conflict is resolved simply by excluding ferritic steels from 
KIc-testing according to E399 [7], which is not quite satisfying from a scientific point of view. 
Inspired by a similar task by Merkle et al. in [13], in the present paper an attempt is made to bridge 
the gap between the above mentioned approaches by imposing an upper limit on the range of 
validity of Weibull-statistics as far as the thickness is concerned, and by introducing a temperature- 
and size-dependent lower bound of the corresponding fracture toughness as far as the failure 
probability is concerned. In reverse, the present approach leads in a straightforward way to an 
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effective thickness-dependent lower bound of fracture toughness for structural components that are 
too thin to fulfill criterion (3) for plane strain. These are cases where eq. (4) tends to predict too low 
fracture toughness values, which can lead to an over-conservative assessment of the safety of the 
corresponding structure.  
 
 
2. Saturation of statistical thickness-effect 
 
According to Weibull-statistics, the cumulative probability of failure, pf, is a function of the 
fracture-controlling volume Vc next to the crack-front, where the stresses are high enough for 
cleavage to be initiated. Whether or not an unstable crack extension is triggered depends on the 
presence of a weak spot such as a local defect or a brittle particle. The in-plane dimensions of Vc are 
known to be in the order of the crack-tip opening displacement (CTOD) [3], which is proportional 
to KI

2, so Vc is proportional to KJc
4(B)·B for a component of thickness B. For a 2-parameter 

Weibull-distribution this leads to the following dependence of KJc on the component thickness B: 
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Obviously, the asymptotical behaviour of (6) for B→∞ is not correct. However, instead of using a 
3-papameter approach with a threshold Kmin as in eq. (2), we postulate that the validity of (6) is 
restricted to the range Bpσ<B<Bsat. Its lower limit, Bpσ, is imposed by the transition to plane stress 
conditions, which can be considered as a cut-off at upper-shelf toughness KJ(US). The upper limit, 
Bsat, reflects the hypothetical assumption that the thickness-effect (6) saturates at a certain thickness 
Bsat, so KJc for B>Bsat is no longer decreasing, but remains constant at the level Ksat, as sketched in 
Fig. 1.  
 
The postulated saturation of the thickness effect for B>Bsat is attributed to the extreme slenderness 
of the fracture-controlling volume Vc along the crack front. Vc has a width of B and in-plane 
dimensions in the order of magnitude of CTOD, which is in the order of KJc

2/(E·Rp), thus two or 
three orders of magnitude smaller than B. Physically, the postulated saturation can be explained by 
the unlikeliness that under a given load a cleavage fracture can be obtained by a further increase of 
B, if the latter is already two or three orders of magnitudes larger than the in-plane dimensions of Vc. 
Unstable crack extension is much more likely to be obtained, if CTOD is increased, since in this 
case not only Vc but also the global energy release rate are increased. Thus, the saturation is likely 
to occur if the ratio B/CTOD reaches a certain value. Therefore the parameter  
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is introduced to quantify the slenderness of Vc. The postulated saturation of the thickness effect is 
assumed to be reached for 
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The corresponding curve KJc(B, pf) shown in Fig. 1 can be written as  
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Bsat is obtained as the intersection of (6) with  
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that follows from (8). Equalizing (10) and (6) delivers  
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By inserting (11) in (10) one obtains 
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Eq. (12) enables Ksat to be predicted from KJc measured by a specimen with relatively small 
thickness BT, provided βsat is known. The latter is determined in Section 4.  
 

 
B Bsat 0 

Ksat 

eq. (9) 

eq. (10) 

KJ(US) 

Bpσ 

KJc 

 
Fig. 1: Dependence of KJc(pf) on the thickness B according to the proposed model 

 
 
 
3. Lower bound KJc(B) 
 
Ksat as given in eq. (12) represents a lower limit of KJc only with respect to the effect of thickness, 
but not with respect to pf. However, as discussed in the introduction, a certain minimum KI is 
required for unstable cleavage to occur for energetic reasons. Thus, there must be a lower bound of 
the scatter band of Ksat. It is likely that KIc(ASME)(T) according to eq.(4), which was determined 
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empirically as the lower envelope to a large number of valid KIc-data, represents a good 
approximation of the physical lower bound of Ksat. This means formally 
 
  )()0,( )( TKpTK ASMEIcfsat ==   (13) 
 
Since eq. (12) holds for any value of pf, it also does for the hypothetical case “pf=0” that represents 
a lower bound. Correspondingly, as shown graphically in Fig. 2, KIc(T, pf=0) is associated with a 
lower bound curve KJc(LB) for B<Bsat. This curve is obtained by equalizing Ksat given in (12) with 
KIc(ASME) given in (4), which results in 
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β   for B<Bsat(LB) (14a) 

 
and 
 
  [ ])4.19(036.0exp8.225.36 0)( KTTK LBJc −−⋅⋅+=   for B>Bsat(LB) (14b) 
 
where 
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B

p
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⋅
=

2
)(

)(

β
 (14c) 

 
As shown in the next section, an appropriate value of βsat turned out to be 1150. 

 

 
B Bsat 0 

Ksat 

KJc(LB) eq. (10) 
KJ(US) 

KJc 

Ksat(LB) 

Bsat(LB) 

KJc(pf) 

 
Fig. 2: Dependence of the lower bound of KJc on the thickness B according to the proposed model 
 

Table 1: T0-values according to [2] determined from the data shown in Fig. 3 for the individual 
specimen sizes. 

  
(*) not enough specimens available to determine a valid T0 according to [2] 
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4. Experimental Confirmation  
 
Eqs. (14) represent a lower bound of KJc(B) analogously to KIc(ASME) as given in eq. (4), but for 
thicknesses B<Bsat(LB). In the following, the predicted lower bound is compared with experimental 
data. Since (14a, c) contain the open parameter βsat, this comparison offers the possibility to 
determine βsat experimentally. As a representative test material RPV-steel 22NiMoCr 3-7 was 
chosen, which is similar to steel A508. Standard 1T-CT-specimens (B=25.4 mm) and 3-point 
bending specimens (SEB) of square cross sections and different sizes were used (from B=W=10 
mm (denoted as 0.4T) up to B=W=80 mm (3.2T)). The multi-temperature option of [2] was applied 
to evaluate T0 for each specimen type and size. The test procedure and the results are documented in 
detail in [14]. The obtained T0 are given in Table 1. Note that T0 from the 0.4T-SEB-specimens are 
significantly lower than T0 from CT-specimens, which corresponds to a well-known bias of T0 [15]. 
In the following comparisons, T0 corresponding to 1T-CT-specimens (i.e. T0 =-71°C) is taken as the 
reference value. 
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Fig. 3: KJc-data of different specimens in comparison with the lower bound KIc(ASME)(T) 

0

50

100

150

200

250

300

350

400

450

500

-130 -110 -90 -70 -50 -30 -10 10

Temperature [°C]

K
Jc

-1
T 

[M
P

am
^.

5]

3.2T-SEB
1T-CT
1.6T-SEB
0.8T-SEB
0.4T SEB 
0.4T-SEB-0.3
Eq. (14) Beta = 1150
KIc(ASME)

 
Fig. 4: Experimental data normalized to BT=0.254m in comparison with eq. 14 with βsat=1150 
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Fig. 3 shows the experimental KJc-data, in comparison with the lower bound eqs. (4)/(5). Obviously, 
the latter envelopes the experimental data with a rather large margin of safety, particularly in the 
upper transition range. In order to compare the experimental data with the lower bound predicted by 
eqs. (14) the KJc-values shown in Fig. 3 are normalized in Fig. 4 to the thickness of standard 
1T-specimens (i.e. B=0.0254 m) by means of eq. (2). The parameter βsat was chosen such that eqs. 
(14) forms the close lower envelope shown in Fig. 4, which is the case for 
 
  βsat=1150 (14d) 
 
In Fig. 5 the experimental data of the individual specimen sizes are compared with the lower 
bounds predicted by eqs. (14) with βsat according to eq. (14d). Note that the predicted 
size-dependent lower bounds envelope not only the valid data, but also those beyond the validity 
limit of E1921. Actually, eqs. (14) seem to hold approximately up to the transition to upper-shelf 
behaviour, which takes place at about KI=350MPa for the present steel. As expected and also shown 
in Fig. 5, KIc(ASME)(T) is significantly too low if applied to relatively small specimens or 
components. In all cases eqs. (14) represents more realistic lower bounds. Furthermore, as shown by 
the example of pf=2.5% in Fig. 5, one can see that tolerance bounds based on the MC-approach (eqs. 
(1) and (2)) match even worse with the experimental data, particularly for the larger specimens.  
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Fig. 5: KJc-data obtained from SEB-specimens of different sizes and 1T-CT-specimens, in 

comparison with possible lower bounds as discussed in the text. 
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5. Discussion 
 
The lower-bound of KIc reflects a threshold that is imposed by physical requirements for unstable 
cleavage [4]. KJc(LB) as given by eqs. (14) is different. It has to be regarded as an “effective” 
lower-bound, which is caused mainly by effects of weakest-link-statistics. However, as shown by 
comparison with experimental data, it still represents a reliable lower bound of KIc. It can serve as a 
basis for failure assessment of relatively small components, where the ASME-lower-bound tends to 
over-conservative predictions. Since it is governed by weakest-link statistics, it also is applicable to 
surface cracks, where B has to be replaced by the length of the crack-front. 
 
In the derivation of the size-dependent lower bound use is made of the lower-bound of KIc 
according to ASME [10]. Thus, formally, eqs. (14) underlie the same restrictions as eqs. (4) and (5) 
as far as the material is concerned. However, according to the MC-concept, fracture toughness of all 
ferritic or bainitic steels with yield strengths lower than 800 MPa is characterized just by T0. 
Correspondingly, lower bounds are expected to depend on just one parameter as well. This means 
that the applicability of eqs. (14) corresponds to the one of [2], thus to ferritic or bainitic steels with 
Rp < 800 MPa. Since Rp appears in eq. (14) only in the power of ¼, a rough estimation of Rp(T) at 
the actual temperature is sufficient. Detailed knowledge of Rp(T) is not required. 
 
The presented model is similar as the one proposed by Merkle et al. in [13]. However, besides some 
minor differences in the mathematical derivations, there is a fundamental difference in the 
assumptions concerning the saturation of the thickness-effect: Based mainly on intuition, in [13] 
saturation was assumed to occur at B=Bpε, which means that α as defined in eq. (3) was chosen to 
be 2.5, whereas in the present model this effect is attributed for physical reasons to the slenderness 
of the fracture controlling volume in the vicinity of the crack front. The corresponding thickness of 
saturation was considered as unknown by introducing an open constant βsat that was determined by 
comparison with experimental data. A comparison of (3) and (7) reveals that βsat is related to α by 
 

 
p

sat R
E⋅

=
αβ  (15) 

 
From eq. (15) one can see that βsat=1150 as found above (eq. (14d)) is nearly equivalent wit α=2.5 
for medium strength steel (with Rp being about 450 MPa). This confirms the assumption in [13] and 
means that Ksat evaluated by eq. (12) represents a “valid” plane strain fracture toughness value KIc. 
Inserting (15) with α=2.5 in eq. (12) leads to the simple equation 
 
  ),(858.0)( 3/26/13/1

fTJcTpfIc pBKBRpK ⋅⋅⋅=    for BT < Bpε (16) 
 
which enables “valid” KIc to be estimated from a KJc–value measured on a smaller specimen of 
thickness BT. Quantitatively, the resulting KIc is nearly the same as the one from the mathematically 
more complex relation provided in [13]. Note that the obtained KIc is associated with the same 
probability of failure pf as the original KJc-value. If applied to an empirical lower envelope to 
experimental date, such as the curve shown in Fig. 4, eq. (16) enables a lower-bound curve for KIc 
to be predicted. In this way, one could have obtained from the presented experimental data a lower 
bound that is in very good agreement with the ASME lower bound, eqs. (4) and (5), confirming 
these empirical relations semi-analytically.  
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Using (15) with α=2.5 leads to the following approximation of eq. (14a) and (14(c): 
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BLB
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K
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6. Conclusions 
 
An engineering model is presented by which the fundamental conflict between the weakest-link 
statistics and the classical concept of lower-bound plane strain fracture toughness can be resolved. It 
is based on the hypothesis that the statistical thickness-effect saturates at a certain thickness. The 
latter turned out to be roughly the same as the one required for plane strain fracture toughness 
testing, confirming a similar hypothesis made by Merkle et al. in [13]. The model enables “valid” 
KIc-values to be calculated from KJc measured on relatively small specimens and – in reverse – 
lower bounds of KJc for relatively small components (or crack-front lengths, respectively) to be 
predicted from lower-bound KIc–values. These lower bound curves are less conservative than the 
ASME lower bound for smaller thicknesses. They are shown to be much closer to the experimental 
data than the original ASME-lower bound curve, which means that a safety assessment based them 
results in less conservative – i.e. more realistic - predictions.  
 
The present investigation confirms independently the model of Merkle et al. [13] and its underlying 
assumptions. Furthermore, the ASME lower bound, which was determined empirically as the lower 
envelope of a large number of valid KIc-tests, could be obtained semi-empirically from relatively 
few KJc-data. This good agreement confirms mutually the presented theory as well as the empirical 
ASME-curve. Note that for eq. (5) to be valid T0 as obtained from 1T-CT-specimens should be used; 
T0 from 0.4T-SEB-specimens can lead to non-conservative predictions.  
 
Tolerance bounds based on the statistical MC-relations are shown to be less suitable as lower 
bounds, particularly if applied to relatively large components. Therefore and because of their formal 
restriction to T<T0+50K, it is recommended that the MC-approach is used just for the evaluation of 
T0 from test data, but not to predict KJc for larger components at the low failure probabilities 
required in an engineering failure analysis.  
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Abstract  In the present investigation experimental verification of optimal strain gage locations and 
their importance in accurate determination of mode I stress intensity factors (SIFs) using Dally and 
Sanford’s single strain gage technique (DS technique) has been carried out. The results of the 
present experimental study are also used to substantiate the efficacy of the methodology for 
determination of maximum permissible strain gage radial location proposed earlier by the same 
authors for locating the optimal strain gage locations. Experiments have been conducted using an 
edge cracked plate made of Polymethylmethacrylate. Results clearly demonstrate that very accurate 
values of mode I SIFs can be determined if the strain gages are placed at the optimal locations. On 
the other hand, the experimental results also show that the mode I SIFs obtained using strain gages 
placed at non-optimal locations contain significant and unacceptable errors. The results of the 
present investigation clearly confirm the importance of knowing the maximum permissible strain 
gage radial location corresponding to an experimental specimen before conducting experiment for 
determination of mode I SIF using the DS strain gage technique. 
 
Keywords  Stress intensity factor, Strain gage, Gage location, Optimal 
 

1. Introduction 
 
Stress intensity factor is an important parameter in linear elastic fracture mechanics. Strain gage 
based experimental techniques for the determination of stress intensity factors (SIFs) are equally 
powerful in experimental fracture mechanics as other methods such as photoelasticity, caustics and 
moiré interferometry etc. [1]. For many years, local yielding, high strain gradients, strain gradient 
effects due to finite size of gages and three dimensional effects near the crack tip were the major 
problems associated with the application of strain gage techniques for accurate determination of 
SIFs. 
 
Dally and Sanford [2] was the first to propose a practically feasible single strain gage technique to 
overcome most of the above mentioned difficulties. Their technique (DS technique) is theoretically 

well supported and is proposed for determination of mode I SIF, IK  of two dimensional single 

ended cracked configurations made of isotropic materials. Many different strain gage techniques for 
determination of SIFs under different situations have been proposed subsequently by various 

researchers [3-6]. Among the available strain gage techniques for the determination of IK , DS 

technique [2] has been more widely employed [7-11] in different contexts. 
 
Referring to Fig. 1, it is evident that in order to obtain accurate values of the SIFs, it is very 
important to decide strain gage angular location and orientation (defined by θ  and α ) with 
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respect to the crack axis and radial location ( r ) from the crack tip to the center of the gage. The 
most difficult and challenging problem is in deciding the appropriate radial distance ( r ) for each of 

the selected number of strain gages for the measurement of IK . The radial location of strain gages 

r  is restricted by plasticity effects, three dimensional (3D) effects, strain gradients and the 
analytical strain series used. To avoid plasticity, strain gradient and 3D effects strain gages should 
not be placed very close to the crack-tip [2, 6]. On the other hand, strain gages placed at a large 
distance from the crack-tip may not be represented by the selected strain series. Thus, the radial 
location of a strain gage from the crack-tip is one of the most important parameters required to be 
known apriori for accurate determination of the SIFs using strain gage techniques. 
 

 

Figure 1. Location of a strain gage from the crack tip 

 

Literature review on strain gage techniques [2-11] show that until recently, no recommendation, or 
no methodology, or no solution in any form is available for selection of appropriate radial locations 
( r ) for the strain gage in the DS technique despite its popularity. As a consequence, the issue of 
valid strain gage locations for determination of SIFs using the DS technique remained as an open 
problem for long time [1]. 
 
Recently, Sarangi et al. [12, 13] proposed an approach for determination of optimal or valid radial 
locations for single strain gage in the DS technique. A methodology based on the finite element 
analysis (FEA) supported by theoretical foundations has been presented by them [12, 13] for the 

first time for obtaining the optimal radial gage locations. They defined a parameter maxr  which is 

the upper bound on the radial location for the strain gage which in turn can be used for locating the 

optimal or valid radial locations for strain gages. Further details on maxr  can be found in Refs. [12, 

13].  
 
No experimental investigation is reported till date to demonstrate the existence of optimal radial 
locations for strain gages and their usefulness in accurate determination of mode I SIFs using the 
DS technique. Thus, the objectives of the present investigation are (a) experimental verification of 
the optimal strain gage locations obtained using the approach proposed by Sarangi et al. [12, 13], (b) 
to show the usefulness of these locations in obtaining accurate mode I SIFs of cracked 
configurations using the DS technique and (c) to substantiate the usefulness of methodology for 
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determination of maximum permissible strain gage radial location maxr  proposed by Sarangi et al. 

[12, 13] for locating the optimal strain gage locations. 
 

2. Theoretical Background 
 
A very brief theoretical background on the DS technique [2] and determination of optimal strain 
gage locations for this technique proposed by Sarangi et al. [12, 13] is presented in this section. It 

can be shown that the strain aaε  (Fig. 1) at a point P (defined by r  and θ ) in the direction of  

an arbitrary angle α   (with respect to the crack axis) for plane stress conditions is given by [2, 12, 
13] 

  

( )

1/2
0

1/2 2
1 0

1 3 1 3
2 cos sin sin cos 2 sin cos sin 2

2 2 2 2 2

1
cos sin cos 2 sin sin 2 cos 2

2 2 2

aaG A r

A r B

θ θ θε κ θ α θ α

θ θκ α θ α κ α

− ⎡ ⎤= − +⎢ ⎥⎣ ⎦
⎡ ⎤+ + − + +⎢ ⎥⎣ ⎦

 (1) 

where (1 ) /(1 )κ ν ν= − +  and 0A , 1A  and 0B  are unknown coefficients. Eq. (1) is obtained 

using the three parameter representation of the strain field (in terms of coefficients 0A , 1A  and 0B ) 

around the crack tip. Using the definition of IK  it can be shown that the singular coefficient 0A  

is related to the mode I SIF IK  as 

  02IK A= π  (2) 

The coefficient of 0B  term in Eq. (1) can also be eliminated by selecting the angle α  such that 

  cos2α κ= −  
1

1

ν
ν

−
= −

+
 (3) 

Similarly coefficient of 1A  can also be made zero if the angle θ  is selected as 

  tan cot 2
2

θ α= −  (4) 

With α  and θ  as defined by Eqs. (3) and (4), the simplified form of Eq. (1) is given by 

  
1 3 1 3

2 cos sin sin cos 2 sin cos sin 2
2 2 2 2 22

aa
KG

r
θ θ θε κ θ α θ αΙ ⎡ ⎤= − +⎢ ⎥π ⎣ ⎦

 (5) 

Thus, by placing a single strain gage (Fig. 1) with α  and θ  as defined by Eqs. (3) and (4) the 

strain aaε  can be measured and IK  can be determined using Eq. (5). 
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Using numerical and experimental studies [14, 15] it has been established that the 3D effects prevail 
up to a radial distance equal to half the thickness of the plate from the crack tip. Therefore, the 

minimum radial distance minr  for strain measurements on the free surface should be greater than 

half the thickness of the plate [2]. As a consequence, the optimal or valid radial location r  for a 
strain gage in DS technique can now be given as 

 minr  (=
thickness of plate

2
 ) ≤  r  ≤  maxr  (6) 

where the unknown parameter maxr  is defined as the maximum permissible radial distance for the 

strain gage or the extent of validity of Eq. (5)  from the crack tip. It is clear that Eq. (5) can 

accurately describe the strain field in the given direction θ  only up to a  radial distance maxr  

from the crack tip and beyond this radial distance more number of coefficients other than 0A , 1A  

and 0B  are needed to represent the strain field. Clearly, with this definition of maxr , any radial 

distance of strain gage satisfying the Eq. (6) is an optimal radial location. According to Sarangi et al. 
[12, 13], for a given configuration, applied load, Young’s modulus E  and Poisson’s ratio ν  Eq. 
(5) can be simplified as, 

  aa
C
r

ε =  (7) 

where C  is a constant. Taking logarithm on both sides of Eq. (7) 

  ( ) ( )1
ln ( ) ln ln

2aa r Cε = − +  (8) 

Clearly Eq. (8) is valid along the line given by Eq. (4) for maxr r≤ . Thus a plot of Eq. (7) on 

log-log axes ( ln( )aaε  versus ln( ))r depicts a straight line of slope equals to – 0.5, with an intercept 

of ( )ln C . Theoretically, the straight line property will break beyond maxr r>  as more than three 

parameters are needed in Eq. (1) to estimate the aaε  . Using the straight line property exhibited by 

Eq. (8), the value of maxr  can be accurately estimated from the log-log plots of aaε  and r . Other 

details on computation of maxr  can be found in Refs.[12, 13]. 

 
3. Experimental Verification 
 
Present section describes experimental verification of optimal radial locations of strain gages 
obtained using the approach described in the previous section and their use in determination of 
accurate mode I SIFs. The following equations are employed for determination of normalized SIF 

IK   

 I
I

KF
aσ π

=  (9) 
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where σ  is the nominal stress and a  is the crack length and the % relative error in IF  is 

calculated as 

 % Relative error 100
reference solution experimental

I I
reference solution

I

F F
F

⎛ ⎞−
= ×⎜ ⎟
⎝ ⎠

 (10) 

 
3.1 Details of experimental specimen 
 
In the present experimental investigation, commercially available Polymethylmethacrylate (PMMA) 
has been used as the material for the test specimen. It is well known that PMMA is a homogeneous, 
isotropic and brittle material at room temperature [16]. The test specimen considered in the present 
investigation is straight edge cracked plate subjected to tensile loading as shown schematically in 
Fig. 2(a). The details of geometry and that of pre-crack are also shown in Fig. 2(a). Experiments 
have been conducted using an edge cracked plate having /a b  ratio 0.493. The geometric and 
other details of the experimental specimen have been presented in Table 1. Fig. 2(b) shows actual 
specimen with strain gages mounted on the surface. Dimensions and loading conditions in the test 
specimen have been chosen so as to ensure plane stress conditions during the experiments. The 
elastic properties of PMMA sheet obtained from tensile tests have also been presented in Table 1. 
 

 

 

(a) (b) 
Figure 2. (a) schematic of edge cracked specimen (b) actual specimen 

 

3.2 Determination of  maxr  and normalized mode I SIF of the experimental specimen 

 
Material properties from the tensile tests (Table 1) for the PMMA have been used to evaluate the 

maxr  values for the selected mode I edge cracked experimental specimen (Table 1 and Fig. 2). 
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Following the numerical approach proposed by Sarangi et al. [12, 13] the maxr  of the experimental 

edge cracked specimen is found to be 37.0 mm which is indicated in Table 1. Further, using the 

same FE meshes (that are used for determination of maxr ) mode I SIF IK  has been computed. 

Result of computed normalized SIF, IF  (Eq. 9) for the selected experimental specimen is also 

presented in Table 1. All these finite element analyses have been carried using commercial software 
ANSYSTM. 
 

Table 1 Details of different parameters of the edge cracked experimental specimen 

Parameters Values 

/a b  0.493 

Crack length a  74 mm 

Width b  150 mm 

Height h  114.3 mm 

Thickness t  5.6 mm 

Young’s modulus E  2916.91 MPa 

Poisson’s ratio ν  0.382 

maxr  37 mm 

Normalized mode I SIF IF  2.777738 

 
3.3 Details of experiment 
 
The selected edge cracked specimen has been loaded in a closed loop servo hydraulic INSTRON 
8801 machine with 100 kN capacity under displacement control with an actuator speed 0.1 mm/min. 
Clevis grips have been used for transferring the tensile load from the machine to the specimen. 
Strain measurements on the loaded specimens have been carried out using the electrical resistance 
strain gages of type FLA-1-11-3LT (gage length of 1 mm) and make: TML Japan. The measured 
strains have been acquired, digitized and processed using NI data acquisition system comprising of 
cDAQ9178 chassis. Strain measurements have been carried out using NI 9237 (4 channels 24 Bit, 
half-full bridge analog input module). Experiments have been repeated three times to ensure the 
repeatability of the results. 
 
4. Results and Discussion 
 
Here mode I SIFs have been determined using the DS technique (single strain gage technique) in 
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order to verify the optimal strain gage locations in mode I specimen and validation of methodology 

for determination of maxr  (which is useful in deciding optimal locations) proposed by Sarangi et al. 

[12, 13]. Fig. 2(b) shows the photograph of the edge cracked specimen with / 0.493a b =  and 
made of PMMA which has been used in the present experiments. Corresponding to Poisson’s ratio 

ν  = 0.382 of the specimen material (Table 1), the orientation of the gage line  θ  is 053.13  (Eq. 
4) and the orientation of the gage  α  is 058.28 . (Eq. 3). 
 
According to Sarangi et al. [12, 13], the optimal locations for the strain gages should be in the range 

max2t r r≤ ≤  in order to obtain the accurate value of SIF. Strain gages located beyond the maxr  

will result in inaccurate values of SIF IK  and thus are non-optimal locations. Based on these 

observations, strain gage locations have been decided in the present experiments as shown in Table 
2.  

Table 2 Selected radial locations for strain gages 

maxr  (mm) Radial locations 

 
1r  (mm) 

(Optimal) 

2r  (mm) 

(Optimal) 

3r  (mm) 

(Non-optimal) 

37.0 17.5 35 50 

 

Fig. 3 show the raw data of measured strain aaε  (circled data points) by the strain gages at 1r  = 

17.5 mm, 2r  = 35 mm and at 3r  = 50 mm, respectively in a typical test versus the applied load. 

Fig. 3 also shows best-fit straight lines (solid lines) to the raw data with the corresponding slopes 

and the correlation coefficients 2R . As anticipated, at all the strain gage locations, the measured 
strains are linearly proportional to the applied load as shown by very good values of 2R . Similar 
trends with identical values of slopes of best-fit lines and correlation coefficients 2R  have been 
obtained at all the locations of strain gages in all the three repeated tests. 
 

 

Figure 3. Measured strain versus load (a) at 1r  = 17.5 mm (b) at 2r  = 35 mm and (c) at 3r  = 50 mm 
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Table 3 shows the experimental values of IF  obtained at all three gage locations 1 2,r r  and 3r  for 

each of the three repeated experiments for /a b  = 0.493 and their average values. It could be 

observed that in all the three tests at a given location IF  values are very close to each other 

showing the good repeatability of the results. 
 

Table 4 Experimental values of IF  obtained in all three repeated tests 

IF  
Test  

1 17.5mmr =  2 30mmr =  3 50mmr =  

1 2.68641731 2.51751109 2.29249573 

2 2.81463225 2.60103297 2.38073057 

3 2.84759092 2.66946702 2.53659065 

Average 2.78288016 2.59600369 2.40327232 

 

Table 5 shows the comparison of experimentally determined averaged IF  values (Table 4) 

obtained at the optimal and non-optimal locations of strain gages ( 1r , 2r  and 3r ) with the 

reference solution obtained using ANSYS (Table 1) in terms of the % relative error. The percent 

relative error in IF  is determined using Eq. (10). 

Table 5 Experimental values of FI at different gage locations 
max

( 37 mm)r =  

IF  
Location  

Reference solution
(Table 1) 

Experimental value

% Relative error

Optimal 

1 max( 17.5mm < )r r=  
2.78288016 0.19 

Optimal 

2 max( 35mm < )r r=  
2.59600369 6.54 

Non optimal 

3 max( 50mm )r r= >  

2.777738 

2.40327232 13.48 
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It is interesting to observe from Table 5 that the % relative error in IF  is only 0.19% for the strain 

gage located at the optimal location i.e., at 1 17.5mmr =  ( maxr< ) while IF  determined based on 

the strain gage readings at the non-optimal location 3 50mmr =  max( )r>  is as high as 13.5%. 

Since the other optimal strain gage location 2 35mmr =  which is very close to maxr , slightly more 

error can be noticed at this location as compared to the gage location at 1r . However, this error is 

still within the acceptable limits. These experimental observations clearly verify the existence of 
optimal gage locations and their use in determination of accurate values of mode I SIFs. It should be 
noted that these optimal and non-optimal gage locations have been decided based on the Eq. (6) for 

which maxr  is required for a configuration. Thus, the experimental results in Table 5 also 

substantiate the efficacy of methodology proposed by Sarangi et al. [12, 13] for determination maxr  

and its importance in deciding the optimal strain gage locations for accurate determination of mode 

I SIF. Moreover, the results in Table 5 clearly show the importance of maxr  for selection of optimal 

strain gage locations. 
 
5. Conclusions 
 
The present investigation examines the experimental verification of optimal strain gage locations 
and their importance in accurate determination of mode I SIFs. This examination also validates the 

methodology for determination of maximum permissible strain gage radial location maxr  proposed 

by Sarangi et al. [12, 13] and its use in locating the optimal strain gage locations for accurate 
determination of SIFs using the DS technique. The results of the present investigation clearly 
demonstrate that very accurate mode I SIFs can be determined using the DS technique if the strain 

gages are placed within the maxr  value i.e., optimal locations. The results also show that the 

experimentally obtained SIFs using the strain gages placed at non-optimal locations (i.e., beyond 

maxr  value of a specimen) contain significant errors. 
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Abstract  The ship size has been rapidly increased in recent years. Consequently, many aspects of ship 
structural safety have been concerned, i.e. fatigue strength. Since fatigue cracks are found in the early stage 
of a ship’s service life, it might be that the classical cumulative fatigue rule is insufficient to consider the 
effects of many uncertain factors, such as variable wave environment loads. The wave load history hinges on 
the short-sea history. It means that the accuracy of fatigue assessment is affected by the used wave model. 
There are several established wave models, which could be used to simulate wave load history as in the real 
ocean conditions. In this paper, wave load histories of a 2800TEU container ship are generated by two 
different wave models. It is used for crack propagation analysis in the changing routes and trades. The result 
in the simulated crack propagation lives is examined and discussed.  
 
Keywords  fatigue crack propagation, fatigue damage sensor, hindcast data, ship structures  
 

1. Introduction 
 
Fatigue is an important issue for maritime industry. Large ship designers must consider the fatigue 
strength of ship structures. The traditional ship fatigue assessment is conducted by using a 
simplified method, in which Palmgren-Miner linear cumulative law and S-N curves are used. In this 
method, all parameters are provided by classification societies' rules. A comparative study shows 
that this method gives wide scatter of fatigue life predictions [1]. Thus, fatigue cracks are observed 
much earlier than expected, challenge the safety of structural integrity and final failure in shipping. 
This is caused by many uncertain factors, e.g. chosen S-N parameters, load spectrum range, fatigue 
assessment method, etc.  
 
The solving alternately starts from how to get the structural stress history for various sea-states. A 
sea-state is characterized by its energy spectra, which is a function of significant wave height (Hw) 
and mean wave period (Tw). The transfer function of structural stress response, also known as 
RAOs, is obtained from a direct calculation by considering wave loads for all loading conditions, 
ship speeds, and heading angles. It can be combined with the wave energy spectrum of a sea state to 
compute the stress spectrum. The fatigue crack propagation theory is capable to predict fatigue 
crack propagation length in a real service voyage [1][2].  
 
The accuracy of fatigue propagation analysis hinges on the load sequence's reproducibility of the 
actual sea-state history. Ship owners' concern about fatigue damage is growing, and the ship 
operation / route is changed constantly according to the weather condition. The load sequence 
obtained from the wave scatter diagram in classification society rules may be different from that of 
the actual load [3]. This may affect the accuracy of the crack propagation analysis. 
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Recently, many sources of wave data, i.e. hindcast, satellite measurement, and onboard 
measurement can be utilized for load history simulation. In this study, the effect of the wave 
environments encountered by a 2800TEU container ship in North Atlantic Ocean on the fatigue 
crack propagation life is discussed. The crack propagation analyses are conducted by using stress 
histories simulated from the ship's encountered sea-state history. In these simulations, two 
stochastic wave models are utilized, and the difference in the simulated crack propagation lives is 
examined. 
 
2. The two established wave models 
 
This section explains the capability and reliability of two wave models in load sequence and fatigue 
damage estimation. These wave models are developed based on statistical analysis of ocean wave 
measurements. The first model is the 'Spatio-temporal wave model' developed by using satellite 
wave data [5]. The other model is the '3G-storm model' developed by using the hindcast data [7]. 
The target ship is a 2800TEU container ship. The sea-states were measured onboard on this ship, 
and the onboard data are used as a reference. The ship sailed on the North Atlantics routes in the 
first half-year of 2008 as shown in Fig. 1. Details of this target ship are described in [4]. 

 
Figure 1. Voyage from EU to USA of 2800TEU container ship along first semester of 2008 

(the arrival date of each voyage is indicated in the legend) [3]. 
 
2.1 The spatio temporal wave model 
 
The significant wave height Hw at position p and time t is accurately modeled by means of 
lognormal cumulative distribution function (cdf). Let X(p,t) = ln(Hw(p,t)) denote a field of 
logarithms of significant wave height that evolves in time. For a fixed t, the local field X(p,t) is 
assumed to be homogeneous Gaussian with covariance changes for the location p. The Gaussian 
field X(p,t) is assumed to have a mean that varies annually due to the periodicity of the climate. In 
the model, the mean value of the Gaussian field is assumed as: 

       0 1 2, cos cost E p t t t t               (1) 

where 2
365.2

   is chosen to give an annual cycle for time in days. The parameters in Eq. (1) 
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can be computed from the satellite measurements. 
 
Suppose t0 be the starting date of a voyage, and the position on the planned route is given as p(t) = 
(x(t), y(t)), for the time period [t0, t1], and the ship's velocity as v(t) = (vx(t), vy(t)). For a given route 
let z(t) = X(p(t),t) be the encountered logarithms of Hw. (The encountered significant wave height is 
Hw(t) = exp(z(t)).) Obviously it will be different for p close to the coast and for p in the middle of 
the ocean. Hence, the encountered process z(t) will be Gaussian but non-stationary.  
 
In principle, the mean value and variance of the Gaussian field are needed in order to compute the 
distribution of Hw along the route. The covariance structure should also be provided if the variance 
of fatigue damages is required. In general, the data from both satellites and buoys are necessary to 
get the parameters of the covariance structure in the model. The median value of Hw in February 
and August in the spatio-temporal model is shown in Fig. 2. Further description of the model can be 
referred to [5]. 

 

Figure 2. The median value of Hw (meters) in February (left) and in August (right). 

 
2.2 The 3G-storm model 
 
In order to simulate load sequences in the real oceans, Tomita [6] proposed the storm model. It was 
assumed that ocean conditions could be classified into either calm-sea or storm. Calm-seas are 
modeled as time-independent random waveforms, while storms are modeled as individual wave 
sequences with crescendo de-crescendo amplitude waveforms. Tomita's storm model was modified  
by Prasetyo and Osawa [7] so that the correlation between Hw and Tw and the variance of storm 
duration can be taken into account. This modified model is called '3G-storm model'. Storm profiles 
are determined by assuming that the long-term probability distribution of Hw obeys Weibull 
distribution [6]. The detail and procedure to determine storm profile parameters is described in [7]. 
Once Hw is determined, Tw is determined by using a wave scatter diagram (a joint probability 
distribution of Hw and Tw, P(Hw,Tw)). 
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2.3 Comparison of the two wave models 
 
Figure 3 shows the comparison of probability density function (pdf) of Hw simulated by using the 
spatio-temporal wave model and the 3G-storm model along the North Atlantic voyages of Fig. 1. In 
this figure the pdf of Hw from the onboard measurement and that provided in DNV recommendation 
[8] are also presented. This figure shows that both wave models give more frequent mid-range 
waves (2m < Hw < 4m) than the onboard measurement and the DNV recommendation. The fatigue 
damage accumulated during 7 voyages of Fig. 1 is compared and presented in Table 1. Two wave 
models give about 25% overestimation comparing with the total rainflow damages which is 
computed using the recorded stress signals. Generally speaking, for each voyage, the difference of 
fatigue damage is negligible except the voyage 2008-06-03. It means that the two wave models 
could be used for the design purpose to generate Hw history and fatigue damage estimation. 

  
Figure 3. Probability density function (PDF) of Hw. 

 
Table 1. Calculated Fatigue damage by using Hw, that generate from  

both wave models and rain-flow damage of observed voyage. 
Voyage Observed voyage Spatio-temporal model 3G-storm model 

Voy. 2008-01-06 0.0080 0.0077 0.0078 
Voy. 2008-01-29 0.0057 0.0075 0.0073 
Voy. 2008-02-18 0.0045 0.0067 0.0063 
Voy. 2008-03-12 0.0014 0.0032 0.0028 
Voy. 2008-04-01 0.0032 0.0041 0.0030 
Voy. 2008-04-24 0.0027 0.0019 0.0029 
Voy. 2008-06-03 0.0007 0.0010 0.0026 

Sum: 0.0262 0.0321 0.0325 
 
3. Fatigue crack propagation analysis 
 
3.1 Comparison of stress history 
 
Sea-state histories (Hw, Tw) can be simulated by the 3G-storm model. Once a sea-state is simulated, 
the stress history can be generated by using the wave spectrums and the transfer function of ship 
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structural stress, known as RAO. Once (Hw, Tw) are given, the power spectral densities of wave, 
S(ω), is determined. Ocean wave spectrums such as JONSWAP spectrum, modified 
Pierson-Moskowitz (ISSC) spectrum [9] are utilized in this analysis. In the stress calculation, the 

history of the ship's heading angle to the wave, , is needed because the RAO depends on not only 
Hw and Tw but also . Once Hw, Tw and  are given, the power spectral densities of stress is 
determined as the cross spectrum, then the individual stress waveform is generated by assuming that 
the stress amplitude follows Rayleigh distribution whose parameter are determined from the cross 
spectrum. 
 
The cdf of Hw is estimated by the spatio-temporal wave model at a given time and point. Once the 
probability distribution of Hw is given, the energy spectrums of wave and stress response can be 
computed by using ocean wave spectrums and RAOs for stress response. It is known that for fatigue 
assessment, the ship structural stresses can be assumed to Gaussian distributed. For one stationary 
sea-state, the Gaussian stresses are fully defined by its spectral density and the mean value. Hence, 
one could also simulate the stress signal from the obtained stress spectral density for each sea-state; 
see Fig. 4 for an example. 

 
Figure 4. Examples of simulated stress histories of the 2800TEU container ship for different voyages from 

EU to USA using the 3G-storm model' in a certain cycle. 
 

In the following discussion, the stress history generated by 3G-storm model is called 'model 1', and 
that generated by the spatio-temporal wave model is called 'model 2'. In order to make the 
maximum stress amplitude of two histories to be of almost equal level, the simulated stresses are 
normalized by a correction factor. Figure 5 shows the relation between the stress amplitude Sa and 
the occurrence frequency. The Sa threshold of crack propagation for the given initial crack size, 
Sa,th=49.5MPa, is presented in this figure. It is shown that the occurrence frequency of Sa derived 
from Spatio temporal model is larger than that of 3G-stom model for cases where Sa > Sa,th.  
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Figure 5. The relation between the stress amplitude Sa and the occurrence frequency of  

stress histories generated by the 3G-storm and spatio-temporal wave models. 

 
3.2 Fatigue crack propagation model and analyses 
 
Fatigue crack propagation analysis might concern some uncertainty factors on its computation [1]. 
Analyses results depend on crack growth formula and the accuracy of stress intensity factor (SIF) 
calculation. In this study, crack propagation is computed by FASTRAN II [12], which is based on 
cohesive yield model and crack closure concept. The software was developed using crack closure 
concept [11][12]. Details of the background theory of this code are described by Newman [11][12]. 
In this study, the crack propagation of a surface crack in a weld of ship structural member is 
analyzed. SIF range ΔK is calculated by using the modified Newman-Raju formula [10], given as: 
 

    . . . , , . , ,s k m m b bK K M F c a t F c a t a        (2) 

 
where, Ks is the stress concentration factor of structural detail, and it can be calculated by FE  
direct calculation or by using the engineering formula provided by classification society rules. Mk 
Fb and Fm are correction factor for weld bead and finite plate size, and they are presented in [10]. 
The parameters a and c are the depth and surface length of a semi elliptical surface crack defined in  
Fig. 6 and t is the thickness of the main plate. 

 

Figure 6. Typical semi-elliptical surface crack on weld toe of fillet weld joint. 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-7- 
 

The crack growth rate is calculated by modified Paris-Elber law (Eq.3): 
 

      mm

eff eff th

da
C K K

dN
     (3) 

where C and m are the material parameters. ΔKeff and  eff th
K  are the effective SIF range and its 

threshold. 
 
3.3 Results: fatigue propagation analyses 
 
The crack propagation analysis of two stress histories (model 1 and model 2) is conducted. The 
initial surface crack length is 0.2 mm, and the initial aspect ratio is 1/2. The propagation analyses 
are continued until the crack depth exceeds 8 mm or the surface length exceeds 10 mm. Crack 
growth is computed by using Eq. (3). The material parameters, C and m are 1.45e-11m/cycle and 
2.75, respectively. Let Sath be the threshold of stress range so that the initial crack can growth. The 

threshold of the stress intensity  eff th
K  is equal to 2.45MPa.m1/2 and Sath is about 49.5MPa. The 

stress history is simulated 15 trials in order to provide statistical data of crack propagation analysis 
and the mean stress is chosen to be 98.0MPa. 
 
The statistics of propagation lives analyzed is presented in Table 2. Figure 7 shows the comparison 
of the relationship between the growth rate and SIF range for the cases with the shortest propagation 
life as listed in Table 2. In this table, it is shown that the model 1 leads to longer lives than those of 
model 2 in most voyages while fatigue damages derived from these two models are almost equal 
(see Table 1). The model 2 leads to rapid crack growth rate for the cases with same SIF range (i.e. 
14MPa.m1/2 ≤ SIF ≤ 17MPa.m1/2) than the model 1 as seen in Fig. 7. 
It is supposed that the retardation of crack growth rate for the cases of model 1 is caused by the 
excessive load of the generated storm state in Hw history. This shows that the loading sequence of 
the excessive load affects to crack propagation behavior. 
 

Table 2. Calculated crack propagation life of stress history that it is computed   
using the 3G-storm model and the spatio-temporal model. 

Voyage Model 1 
Crack propagation life (1e6 cycles)

Model 2 
Crack propagation life (1e6 cycles)

No Arrival Date Mean Max. Min. Std.Dev Mean Max. Min. Std.Dev 
1 20080106 2590 8034 782 1694 568 1768 137 498
2 20080129 1019 2244 305 506 1805 18807 99 4794
3 20080218 1181 3030 386 675 679 1856 209 542
4 20080312 11658 37885 2269 8431 2033 13120 71 4429
5 20080401 8320 17411 1285 4776 438 1494 146 385
6 20080424 11537 30086 2769 9188 8218 56415 264 14740
7 20080603 7901 30192 1848 7447 18215 54144 170 19633
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a) 3G-storm model                        b) Spatio-temporal wave model 

Figure 7. Computed crack growth related with stress intensity factor by using the 3G-storm model and the 

Spatio-temporal wave model for the cases with the shortest propagation life as listed in Table 2. 

 

4. Conclusions 
 
Wave environment loads could be simulated based on different wave models for the fatigue strength 
assessment. In this study, two different wave models (the spatio-temporal wave model and the  
3G-storm model) are compared with the onboard measurement of a 2800TEU containership. The 
comparison shows that the two wave models give the same probability density function of Hw 
along these measured routes. Subsequently, the generated stress history could be obtained for 
different routes, but there is some difference in occurrence frequency of stress amplitude computing 
from stress spectra. 
 
Retardation and acceleration of crack growth is shown by optimizing different routes with 
simulated load sequence of two wave models. The crack propagation analysis can be utilized in ship 
design to be more realistic. 
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Abstract  Based on a literature review, the weight function for an axial through-wall crack in a cylinder has 
not been reported in the open literature.  A weight function for an axial through-wall crack in a cylinder that 
is applicable to the pressure tube burst test specimens has been developed and is described in this paper.  
Three-dimensional finite element analyses were performed to calculate the stress intensity factors 
corresponding to line loads on the crack face. The calculated stress intensity factors were used to develop a 
weight function for the pressure tube burst test specimens based on regression analysis and engineering 
judgment. 
 
Keywords  Weight function, Stress intensity factor, Axial through-wall crack, Pressure tube, Burst test 
 

1. Introduction 
 
In CANDU nuclear reactors, the primary containment for the uranium dioxide fuel is provided by 
thin-walled Zr-2.5Nb pressure tubes, which are nominally 6.3 m long, 103 mm in diameter, and 4.2 
mm thick [1, 2]. During operation, the pressure tubes undergo corrosion with the heavy water 
coolant, D2O. A portion of the deuterium (D) released by the corrosion reaction is absorbed by the 
pressure tube and its accumulation over time represents a primary integrity concern. Technical 
requirements for in-service evaluation of Zr-2.5Nb pressure tubes in CANDU reactors are provided 
in the CSA Standard N285.8 [3], including evaluation of service conditions for protection against 
fracture of operating pressure tubes, as well as defense-in-depth demonstration of leak-before-break. 
Evaluation procedures for protection again fracture and demonstration of leak-before-break are 
based on use of the fracture toughness versus temperature relationship. Fracture toughness 
measurements from pressure tube burst tests have shown that hydrides associated with high levels 
of hydrogen equivalent concentrations can have a significant effect on reducing the fracture 
toughness at reactor operating temperature during reactor warm-up and cool-down [4]. To support 
safe operation of pressure tubes at late life where the projected hydrogen equivalent concentrations 
are of high levels, there has been an initiative in CANDU industry in Canada to gain mechanistic 
understanding of the effect of levels of hydrogen equivalent concentrations on fracture toughness. A 
cohesive-zone based engineering fracture toughness model is being developed to assess the effect of 
zirconium hydrides on the fracture toughness of Zr-2.5 Nb pressure tubes. The knowledge of weight 
function is required in the calculation of crack opening displacement in the cohesive-zone modeling. 
Based on a literature review, the weight function for an axial through-wall crack in a cylinder has 
not been reported in the open literature. A weight function for an axial through-wall crack in a 
cylinder that is applicable to the Zr-2.5Nb pressure tube burst test specimens have been developed 
and is described in this paper.      
 
2. Considerations for Development of Weight Function for Burst Test Specimens 
 
A schematic illustration of the pressure tube burst test specimen is given in Figure 1. 
Three-dimensional finite element analyses were performed to calculate the stress intensity factors 
corresponding to line loads on the crack face. The calculated stress intensity factors were used to 
develop a weight function for the burst test specimens based on regression analysis and engineering 
                                                 
 CANDU is a registered trademark of Atomic Energy of Canada Ltd. 
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judgment. The following considerations for the development of a weight function for the burst test 
specimens were identified. 

 
Figure 1. Illustration of pressure tube burst test specimen 

 
 (1) Consideration was given to ranges of dimensions for the burst test specimens.  Variations in 

inner radius Ri and wall thickness w of pressure tube burst test specimens are insignificant.  
The dimension ranges for pressure tube inner radius and wall thickness were not considered.  
A representative inner radius Ri = 52 mm and wall thickness w = 4.0 mm were used in the 
weight function development. The initial crack length of a burst test specimen, 2c, is typically 
55 mm. An axial through-wall crack with length 2a of 50 to 75 mm was considered in the 
weight function development. 

(2) Consideration was given to the crack model as one dimensional.  The axial through-wall 
crack was treated as one dimensional, and the crack geometry was characterized by the crack 
length. The treatment of a one-dimensional crack in the axial direction of the pressure tube is 
considered to be reasonable since the ratios of pressure tube radius to wall thickness of burst 
test specimens exceed ten. The overall behavior of a pressure tube burst test specimen is 
expected to be representative of a plane stress state. This assumption was verified through 
finite element calculations as described in Section 3.  

(3) Consideration was given to characterization of the crack-tip singularity. It was assumed that a 
through-wall axial crack in a pressure tube and a through-wall crack in a flat plate have the 
same type of singularity. This assumption forms the basis for the proposed format for the 
weight function for the burst test specimens. Using the notation as illustrated in Figure 2, one 
format of the weight function for a through-wall crack in an infinite flat plate, m0(x,a), is 
given by Eq. 1 [5]. 

 
0 2

2 1
( , )

1

m x a
a x

a




   
 

 (1) 

  where x is x-coordinate relative to the crack center in an infinite plate. 
(4) Consideration was given to the format of the weight function for the burst test specimens.  

Further to the consideration in (3), it was assumed that the weight function for an axial 
through-wall crack in a pressure tube, m(x,a), can be written in terms of the weight function 
for a through-wall crack in an infinite flat plate with a modification coefficient. It is assumed 
that the modification coefficient is a function of the location parameter x/a, and the geometry 
parameter a/Rmw, as expressed in Eq. 2. This assumption is based on engineering judgment.  
As discussed later in Sections 4 and 5, finite element calculation results provided support for 
this assumption. 
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Figure 2. Weight function notation for a central through-wall crack 

in a flat plate or an axial crack in a pressure tube 
 
3. Confirmation of Thickness Averaged Behavior of Plane Stress State 
 
Three-dimensional elastic finite element analyses were performed to calculate the stress intensity 
factors for an axial through-wall crack in an internally pressurized long cylinder. The geometry of a 
representative burst test specimens was used. The inner radius of the cylinder was Ri = 52 mm and 
wall thickness was w = 4.0 mm. Two cases of crack length were considered, 2a = 50 mm and 2a = 
75 mm. The length of the cylinder was set to 50 times crack length in the finite element model.  
Crack face pressure loading was included. Only one quarter of the cylinder was modeled and 
analyzed due to the symmetry consideration. The fracture mechanics specific three-dimensional 
finite element mesh generation tool FEACrack was used [6]. The generated three-dimensional finite 
element mesh for a 50 mm long axial through-wall crack is shown in Figure 3. The mesh contains 
107,246 nodes and 24,360 20-node brick elements. Twenty one elements were used across the wall 
thickness near the crack-tips. The spider-web mesh design was used with concentric rings of 
elements focused towards the crack tips. The element edge length for the first ring elements was 5 
m. The mid-side nodes at the crack-tips were move to the one-quarter points.  The crack-tip 
nodes were tied together. A similar mesh was used for the case of a 75 mm long crack. The mesh for 
the 75 mm long crack contains 119,446 nodes and 26,985 20-node brick elements. Elements around 
the crack-tips were essentially the same as in the case of 50 mm long crack. 
 

                  
Figure 3. Three-dimensional finite element mesh of one quarter of a pressure tube burst test specimen 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-4- 
 

Two cases of Poisson’s ratio were considered,  = 0.3 and  = 0.4. Finite element analyses were 
performed using ANSYS [7]. Stress and strain data obtained from ANSYS were read to FEACrack 
for calculation of the J integral. The path independence of J integral results was confirmed.  
Forty-three values of the J integral were obtained along the wall thickness for each case of crack 
depth and Poisson’s ratio. Each value of J was converted to a stress intensity factor, KI, using either 
plane stress or plane strain conditions. An internal pressure of p = 100 MPa was used in the 
calculation, with inclusion of crack face pressure. Since the calculations are based on linear elastic 
material behavior, the level of internal pressure is arbitrary in the context of development of weight 
functions. The thickness averaged KI results for crack length 2a of 50 and 75 mm for plane stress 
and plane strain conditions, when Poisson’s ratio  = 0.3 was used in the finite element calculations, 
are listed in Table 1. The mid-thickness KI results are also listed for comparison. In addition, the KI 
results calculated based on the commonly used bulging factor are listed in Table 1 [3]. The bulging 
factor is based on the shallow shell theory and calculated KI results correspond to plane-stress 
conditions [8, 9, 10].  It is seen that the thickness averaged KI results for plane stress conditions are 
in reasonable agreement with the KI results calculated based on the bulging factor. The 
mid-thickness KI results also generally agree with KI results calculated based on the bulging factor, 
but the agreement is not as good as the thickness averaged KI results. Similarly, the thickness 
averaged KI results and the mid-thickness KI results when Poisson’s ratio  = 0.4 was used in the 
finite element calculations are listed in Table 2. The KI results calculated based on the bulging factor 
are also listed in Table 2. Again, it is seen that the thickness averaged KI results for plane-stress 
conditions are in reasonable agreement with the KI results calculated based on the bulging factor. 
 
The above observations from Tables 1 and 2 confirm that the thickness averaged behavior of the 
pressure tube is of a plane stress state. This average over the wall thickness approach was 
subsequently used to extract stress intensity factor results from three-dimensional finite element 
results for the development of the weight function for the burst test specimens as described in 
Sections 4 and 5. 
 
Another observation from Tables 1 and 2 is that the effect of Poisson’s ratio on the thickness 
averaged KI results for plane-stress conditions is insignificant. In Table 1 with  = 0.3, the thickness 
averaged KI are 854 and 1406 MPam for crack lengths 2a = 50 and 75 mm, respectively.  In 
Table 2 with  = 0.4, the corresponding KI are 849 and 1398 MPam for crack lengths 2a = 50 and 
75 mm, respectively. This observation provides additional support for using the wall thickness 
averaged result when extracting three-dimensional finite element results for the development of the 
weight function for burst test specimens. 
 

Table 1. Stress intensity factors for an axial through-wall crack in a pressure tube with internal pressure of 
100 MPa, Poisson’s ratio of 0.3 used in finite element calculation 

METHOD TO CALCULATE STRESS INTENSITY 

FACTOR 

STRESS INTENSITY FACTOR, KI 

(MPa√m) 

2a = 50 mm 2a = 75 mm 

Averaged result over thickness 

based on 3-D FE results 

Plane stress 854 MPam 1406 MPam 

Plane strain 895 MPam 1474 MPam 

Mid-thickness result 

based on 3-D FE results 

Plane stress 874 MPam 1441 MPam 

Plane strain 917 MPam 1511 MPam 

Result based on the bulging factor [3] 834 MPam 1409 MPam 
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Table 2. Stress intensity factors for an axial through-wall crack in a pressure tube with internal pressure of 
100 MPa, Poisson’s ratio of 0.4 used in finite element calculation 

METHOD TO CALCULATE STRESS INTENSITY 

FACTOR 

STRESS INTENSITY FACTOR, KI 

(MPa√m) 

2a = 50 mm 2a = 75 mm 

Averaged result over thickness 

based on 3-D FE results 

Plane stress 849 MPam 1398 MPam 

Plane strain 927 MPam 1526 MPam 

Mid-thickness result 

based on 3-D FE results 

Plane stress 882 MPam 1455 MPam 

Plane strain 962 MPam 1587 MPam 

Result based on the bulging factor [3] 834 MPam 1409 MPam 

 
4. Finite Element Calculation of Weight Function for Burst Test Specimens 
 
A one-dimensional weight function can be interpreted as the stress intensity factor for a pair of 
opposing unit line loads acting on the crack faces of a three-dimensional cracked body.  
Three-dimensional finite element analyses were performed to calculate the stress intensity factors 
for a line load on the crack faces, or discrete values of the weight function, for pressure tube burst 
test specimens. 
 
As discussed in Considerations (3) and (4) in Section 2, it was assumed that the normalized weight 
function for the pressure tube burst test specimen, m(x,a)/m0(x,a), does not contain any singularity, 
where m0(x, a) is the weight function for a through-wall crack in an infinite flat plate. It was also 
assumed that the normalized weight function m(x,a)/m0(x,a) is a function of the location parameter 

x/a and the geometry parameter a/Rmw. 
 

Table 3. Finite element calculation matrix for development of weight function for burst test specimen 

CALCULATION SET CRACK LENGTH, 2a (mm) LOAD LOCATION, x/a 

I 12 values distributed between [2, 100] 0 

II 50 10 values distributed between [0, 1) 

III 75 10 values distributed between [0, 1) 

 
The finite element calculation matrix for the development of a weight function for the burst test 
specimens is listed in Table 3. The pressure tube inner radius Ri of 52 mm and wall thickness w of 

4.0 mm were used in all cases. Poisson’s ratio  = 0.3 was used. Based on the discussion in Section 
3, the effect of Poisson’s ratio on the wall thickness averaged KI values for plane-stress conditions 
has been confirmed to be insignificant. Three sets of finite element calculations in Table 3 were 
chosen based on parameter combinations of load location and crack length. In calculation Set-I, the 
load was always applied on the crack center line, i.e. x/a = 0. Discrete values of the weight function 
from calculation Set-I were used to characterize the trend of the weight function with the geometry 

parameter a/Rmw. In calculation Set-II, the crack length was fixed to 2a = 50 mm, and pressure 
load was applied to lines located at ten different locations between crack centers and crack-tips.  
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Calculation Set-III is similar to Set-II, except that the crack length was 2a = 75 mm. The finite 
element mesh design was the same as described in Section 3. An example of a crack-tip zoomed-in 
view of the three-dimensional finite element mesh of one quarter of a burst test specimen with line 
load of pressure applied on the crack face is given in Figure 4. 
 

 
Figure 4. Crack-tip zoomed-in view of three-dimensional finite element mesh of one quarter of a pressure 

tube burst test specimen with inner radius of 52 mm, wall thickness of 4 mm, and 50 mm long axial 

through-wall crack, line load of pressure applied on crack face (denoted by red arrows) 

 
The wall thickness averaged KI results for plane-stress conditions, or the discrete values of weight 
function m(x, a), were extracted from the three-dimensional finite element results. The normalized 
weight functions m(x,a)/m0(x,a) were obtained for the calculation Sets-I, II and III, respectively. 
 
5. Regression Fit and Proposed Weight Function 
 
The wall thickness averaged finite element results of normalized weight function obtained in 
Section 4 were fitted to an engineering equation using TableCurve2D [11], in conjunction with 
engineering judgment. 
 
The discrete values of normalized weight function at the crack center for the calculation Set-I in 
Table 3 were found to fit well with the following simple equation. 
 

 
2

0

(0, )
1 3.696

(0, ) m

m a a
m a R w

   (3) 

 
The R2 coefficient of variation was 0.999, the fit standard error was 0.0612, and F-statistic was 
11570. The comparison of finite element data and the fitted equation is plotted in Fig. 5. The 
maximum fitting error was 2.1%. 
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Figure 5. Finite element results and fitted equation of normalized weight function for the calculation Set-I for 

an axial through-wall crack in a pressure tube 

 
The trend of normalized weight function with the location parameter x/a was investigated using the 
finite element data for the calculation Set-II and Set-III in Table 3. The discrete values of 
normalized weight function m(x,a)/m0(x,a) for a crack length of 2a = 50 mm for the calculation 
Set-II were fitted as a function of x/a. A separate fit was performed for the data for the calculation 
Set-III for a crack length of 2a = 75 mm. It was found that the equation format of Eq. (4) fits well to 
the data for both calculation sets. For the case of the 50 mm long crack, the fit standard error was 
0.0371, and the F-statistic was 3635.  For the case of the 75 mm long crack, the fit standard error 
was 0.0478, and the F-statistic was 6160. 
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1 2
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where C1 and C2 are fitting coefficients. 
 
The fitting of C1 and C2 in Eq. (4) were used to determine the appropriate functional form of 
m(x,a)/m0(x,a), and were not used in the final form of the weight function. In the absence of using a 
three-dimensional fitting tool and with limited finite element data, engineering judgment was 
applied to establish an engineering equation using equation formats of Eqs. (3) and (4). The 
engineering equation is written as  
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The comparison of finite element data for the calculation Set-II and Sec-III and the engineering 
equations of Eqs. (5) and (6) is plotted in Figure 6. The maximum fitting error was 4.2% for the 
data for the calculation Set-II, and 6.7% for the data for the calculation Set-III. These fitting errors 
were considered to be acceptable. An improved equation fit might be obtained if a proper 
three-dimensional fitting tool was used in the fitting process. Generating additional finite element 
data for crack lengths other than 2a = 50 and 75 mm may be necessary for improvement in the 
equation fit. 

 
Figure 6. Finite element results and fitted equation of normalized weight function for calculation Set-II and 

Set-III for an axial through-wall crack in a pressure tube 

 
The proposed weight function for the burst test specimen is given by 
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where the parameter M is given by Eq. (6). 
 
It is reasonable to expect that, when loading on the crack face is uniform, the stress intensity factor 
calculated using the developed weight function is consistent with the conventional calculation 
approach based on the bulging factor for an axial through-wall crack. This consistence was checked.  
When the internal pressure is p, the stress intensity factor for the burst test specimen using the 
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bulging factor Mb, KI(Mb), is written as Eqs. (8) and (9). 

 ( ) i
I b b

RK M p M a
w

  (8) 

with 
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m m
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With the use of the weight function approach, the stress intensity factor for the burst test specimens, 
KI(m), is written as 
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Substitution of Eq. (7) into Eq. (10) results in 
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 (11) 

The numerical values of KI(Mb) and KI(m) were compared for four cases of crack length, 2a = 50, 
60, 75 and 100 mm. The percentage differences between KI(Mb) and KI(m) are within 5%. 
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Abstract  Three kinds of welding and heat treatment procedures are commonly used to make mooring 
chains for offshore structure in this paper. In order to determine the toughness, several specimens extracted 
from the welded joints and base metals are subjected to mechanical testing by means of Crack Tip Opening 
Displacement (CTOD) tests. Considering the data obtained, it can be recommended that the materials are 
safe enough in toughness to construct engineering structures (higher than the acceptable value specification 
by DNV).M2 tempered with 640  (for 60 minutes) presents the highest CTOD and yield strength, followed ℃
by M3 tempered with 650 . M1 tempered with 60℃ 0  presents the lowest CTOD and yield strength. That ℃
means tempering at 640  can obtain best toughness together with yield strength. The fracture surface and ℃
microstructure of the samples are characterized using scanning electron microscopy. Quantitative 
examinations including grain size analysis and carbide content measurements are carried out. The fracture 
parameter CTOD is correlated with the fracture surface and microstructures. The carbide contents of M2 and 
M3 are greater than those of M1 and the greater the carbide content is, the higher the CTOD value will be. 
And the grain size has the same trend. 
Keywords  Offshore,Welded joint, Mooring chain, CTOD, Microstructure  
 
1. Introduction 
 
  As one of the most important components, mooring chain is playing a key role in the marine 
structure. When the operating depth becomes deeper, the higher demand is required especially when 
under the depth of 1000m. In the deep sea, the temperature of water is low and the environment is 
corrosive, so cracks easily occurs (especially for stud link chains).In the welding process, weld 
metal is heated to melt, and it experiences crystallization and solid transformation when it cools 
down; various parts of the weld joints are subjected to different thermal cycles which bring about 
the differentiation and heterogeneity. Toughness is the ability to resist crack initiation and 
propagation under external loads and the ability to absorb energy in deformation process. It is a 
comprehensive performance of the strength and plasticity. Compared with the materials with bad 
toughness, the good ones can prevent the procedure from micro-crack to macro-crack from 
happening therefore.  to avoid the disaster . Because of the bad toughness, the micro-cracks in the 
weld joint shown in Fig.1 [1] may easily turn into macro-cracks, and the whole structure may break 
down suddenly.  

 

 
Fig.1.Micro-cracks of weld joints 

  Crack Tip Opening Displacement (CTOD) test is widely used to evaluate the toughness of steel 
structures especially the marine steel. There have been some studies about the relationship between 
toughness and microstructure in the past years [2, 3]. This paper aims at a further study of this issue 
and seeks for some ways to improve the microstructure to make the toughness and strength better. 
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Then the cracks will not initiate and propagate. As is known that the strength and toughness are 
contradicted, when the toughness becomes higher, the strength normally goes down. There are three 
types of mooring chains in this study, the first one is weak in both toughness and strength but the 
last two have better performance. Some reasons can be found in the microstructure for this 
phenomenon.  
 
2. Tests procedure 
 
2.1. Material 
  There are three types of mooring chains in this study: M1 with the diameter of 160mm, M2 with 
124mm and M3 with 125mm. The mooring chains are provided by Foshan Marine Anchor Chain 
Ltd. and the flash butt welding is adopted. The production process is shown as follows: Cutting bars
→  Induction preheating→  Bending→  Flash butt welding→  Pressing→  Continuous heat 
treatment→ Mechanical tests. Table1 and Table2 have shown the Chemical composition of M1 
(with the specimens 62-66), M2 (with the specimens 11-13) and M3 (with the specimens 1-3). 

Table1. Chemical composition of M1（R3） 

 
Table2. Chemical composition of M2 and M3 (R3S) 

 
2.2. CTOD and Charpy impact test 
  Three-point bending CTOD test was performed in accordance with BS7448:part2 [4] and EN 
10225:2009[5] with WAW-1000kN tester controlled by computer, the testing temperature is -20 . ℃
The schematic illustrations of CTOD test set-up is shown in Fig.3. According to the DNV’s 
standard [6]: the specimen location is shown in Fig.2. The weld side specimen is named A specimen 
and the non-weld side one is named B specimen. 
 

   
     Fig.2. Location of CTOD test specimens   Fig.3. schematic illustrations of CTOD test set-up  
  The specimens are prepared perpendicular to the rolling direction and the weld bead. The facility 
to make fatigue pre-crack is JXG-200kN computer controlled high-frequency fatigue tester. The 
position of machining notch has been figured out in Fig.3. In order to reduce the effect of the weld 
residual stress on the fatigue pre-cracking, the fatigue pre-cracking is divided into two steps 
according to BS7448 Part 2 and each step uses different fatigue stress ratios (R). For the first step, 
the stress ratio R=0.1 is used until the fatigue pre-crack has grown to a length of about 2.5 mm .In 
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the second step, R is 0.7 and the fatigue pre-crack grown to 0.5mm. All the specimens are pretreated 
by local compression before pre-cracking. According to FV curve and other obtained data, CTOD 
value δ can be calculated referring with Eq. 1. 

2 2
00

3/2
0 0

( )(1 )( )
2 ( )

p
e p p

s p

r W aaFS f V
BW W E r W a a z

μδ δ δ
σ

−−⎡ ⎤= + = ⋅ + ⋅⎢ ⎥ − + +⎣ ⎦
                   Eq. 1 

  Charpy impact was carried out according to DNV’s standard, the testing temperature is -20 . ℃
The samples were extracted through thickness notches, transverse to the weld bead and notched at 
the weld position. The average value of the three test results meets the specified requirement，no 
individual value is below the minimum average value specified.  
 
2.3. Micro-analysis  
  The samples for metallographic and fracture analysis are extracted from the rupture specimens 
which have Conducted the CTOD fracture toughness tests. Positions to extract samples for 
microanalysis and sample geometry are presented in Fig.4. Samples A perform metallographic 
analysis. Other kinds of samples contain fracture surface and microstructure next to the 
cross-section are samples B. Samples B are along with the crack propagation direction and 
perpendicular to the crack surface. 
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   Fig.4. Position to extract samples for microanalysis     Fig.5.Tendency of CTOD values 
  The samples used to analyze microstructure should be grinded, polished and etched with 4% 
alcohol solution of nitric acid at first. Both the fracture surface and microstructure of samples were 
characterized using Scanning Electron Microscopy (SEM). 
 
3.Test Results and Discussions 
 
3.1. CTOD and Charpy impact test results 
  Through the CTOD test, Vp and a0 are measured, then referring to equation1, the δ is obtained 
and listed in Table5 and Table6. CTOD values of M1 specimens (with the number 62-66) are greater 
than those of M2 and M3 (with the number 1-3 and11-13). Fig.5 shows the tendency of CTOD 
values and table 7 gives the Charpy impact energy of different specimens. 

Table5. CTOD values of weld specimens 

 

Specimen W62 W63 W64 W65 W66 W11 W12 W13 W1 W2 W3 
δu(mm) 0.210 0.379 0.285 0.307 0.252 - - - - - - 
δm(mm) - - - - - 0.781 0.728 0.620 0.685 0.690 0.713

Specimen B62 B63 B64 B65 B66 B11 B12 B13 B1 B2 B3 
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Table6. CTOD values of base metal specimens 
  

Table7.Charpy impact energy of values of weld specimens 

  From Fig.6, some features can be found from the macro section: There are both stable and 
unstable cracks in the specimens of all; The crack propagation of M1（with the specimens 62-66）is 
unstable，large parts of the crack face of both base metal and weld. Lots of parts of the crack of base 
metal are grey and the bright parts are not straight, it experiences some plastic deformation with 
obvious signs of tearing; the cracks of weld specimens are bright without any obvious signs 
of tearing. 
 

 
Fig.6. fracture cross-section of different CTOD specimens 

 
  All of these phenomena conform to the tendency of CTOD values. Both the crack propagation of 
base metal and weld of M1 and M2 are unstable, the rupture areas of the base metal are smooth with 
obvious 45°shear lip. 
 
3.2. Microstructure Analysis Results 
  Through the micro test using SEM, something about the microstructure can be obtained. 
Metallographs of  the center of the weld and base metal of sample A in specimens (W62,W63,W66) 
of M1 are obtained. From the microstructure of base metal in W62A shown in Fig.7.a, ferrite and a 
small amount of martensite are presented. Fig.7.b shows the ferrite and cementite on the grain 
boundaries in the center of weld of W62A. The lath martensite, ferrite, sorbite and cementite on the 
grain boundaries are distinguished as is shown in Fig.7.c Carbide, sorbite and a little ferrite are 
found in Fig.7.d There are some ferrite, cementite and a little sorbite in Fig.7.e and Fig.7.f.  
 
 

δu(mm) 0.524  - 0.114  0.454 - - - - - - - 
δm(mm) - 0.701  - - 0.749 0.789 0.625 0.657 0.786 0.765 0.764

Specimen W62 W63 W64 W65 W66 W11 W12 W13 W1 W2 W3 
akv (J) 43 61 40.5 39.5 36.5 144 140 146 99 91 110 
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 Fig.7. Microstructure of sample W62A,W63A and W66A 

a.Base metal of W62A; b.Weld center of W62A; c.Base metal of W63A; 
d.Weld center of W63A; e.Base metal of W66A; f.Base metal of W66A 

 
  The micro-morphology near the crack face is listed in Fig.8. Fig.8.a shows the 

microstructure near the crack of W62B: the grains have distinct directivity caused by plastic 
deformation and the elongated direction parallel to the crack face; Fig.8.b shows the secondary 
cracks, large inclusions, Carbide and ferrite near the fracture edge: The crack is caused by mixed 
influence of stress and inclusion; Fig.8.c shows the microstructure of W63B: there are lath 
martensite and sorbite without any deformation; Fig.8.d shows some inclusions but no secondary 
crack; Grains in Fig.8.e have obvious directivity and elongated direction perpendicular to the crack 
face. Secondary crack in Fig.8.f is classic facing a 45 ° angle with the main crack and the 
microstructure is ferrite and fine carbide. 
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Fig.8. Microstructure of sample W62B,W63B and W66B 

a.Near crack edge in W62B; b.Secondary crack of W62B; c.Near crack edge in W63 
b.d.Inclusion in W63B; e. Near crack edge in W66B; f.Secondary crack of W66B 

 
 Fig.9. Microstructure of sample W3A and W13A 

a.Base metal of W3A; b.Weld center of W3A; c.Base metal of W13A；d.Weld center of W13A 
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Fig.10. Microstructure of sample W3B and W13B 
a.Near crack edge in W3B; b.Secondary crack of W3B; 

c.Near crack edge in W13B; d.Cavity near crack edge in W13B 
 

  Fig.9 and Fig.10 show the microstructure of W3 and W13 coming from M2 and M3 respectively. 
Fig.9.a shows some lath martensite and ferrite; Fig.9.b shows ferrite and sorbite; the grains in the 
microstructure of base metal in W13A shown in Fig.9.c are so fine and disorganized. There are 
sorbite and ferrite in Fig.9.d; Fig.10.a shows some sorbite, a small amount of martensite and a small 
amount of carbide precipitation on the edge of fracture face in W3B; Fig.10.b shows the secondary 
cracks caused by small holes near the fracture edge of W3B and the crack is smaller than that in 
Fig.8.b and Fig.8.f. The crack direction is approximately perpendicular to the cross-section. There 
are martensite and sorbite in Fig.10.c and ferrite and sorbite in Fig.10.d.   
 
3.3. Discussions about the results 

   
      Fig.11.CTOD-tempering temperature          Fig.12. σs-tempering temperature 
  Some studies have shown that the large inclusions and the secondary cracks caused by them are 
bad for the toughness [7]. Compared with the W13 and W3, there are more secondary cracks and 
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inclusions in the microstructure and micro-fracture photographs of W62, W63 and W66 while the 
CTOD values conform to the rule. The sharp crack tips of the secondary crack in W62B, W63B and 
W66B indicate that it is relatively easy to expand compared with that of W3B and W13B. At the 
same time, the toughness conforms to this phenomenon. Grains of martensite and sorbite near the 
fracture face with small deformations may be caused by the content of carbide. There are mainly 
martensite in the base metal and sorbite in the weld center. The content of carbide particle between 
the spaces of α-phase in the weld and base metal of M1 is more than that of M2 and M3.  
  The relationship between tempering temperature and CTOD values and between tempering 
temperature and yield strength are shown in Fig.11 and Fig.12. The specimens tempered with 
640 (for 60 m℃ inutes) show the highest CTOD values and yield strength from the figures. That 
means tempering at 640  can obtain good toughness together with yield strength. This result is ℃

different with related reference [8,9]: increasing of tempering temperature (at 600-650 ) will makes ℃

the toughness worse.   
   

 
Fig.13. Variations in CTOD values and carbide content 

  According to the law of Dreiser, the quantitative measurements of content of carbide and grain 
size grade of weld center and the base metal in W62A, W63A, W66A, W3A, and W13A have been 
presented through using computer image processing system on scanning electron microscope 
images. Distribution of the content of carbide and the relationship with the CTOD are shown in 
Fig.13.The distribution of grain size grade and relationship with CTOD are shown in Fig.14.  
 

    
  Fig.14. Variations in CTOD values and Grain size grade 
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Fig.13 shows that the carbide contents of M2 and M3 are greater than those of M1 and the 
greater the carbide content is, the higher the CTOD value will be. This situation conforms to the 
reference [10]. The grain size grades vary with the positions of the samples: weld center, base metal 
or near the edge of fracture face. The higher the grain sizes grade are， the lower the CTOD values 
will become, which is contrary to the common law. The specific reasons can be summarized as 
follows: 1. The CTOD values of M2 and M3 are all very large (all greater than 0.6 mm) and all the 
CTOD values are highly discrete. All the CTOD values are higher than the acceptable value 0.15 
specified by DNV. That means the materials are safe enough in toughness for constructing 
engineering structures. However, the CTOD（toughness）is a macro concept and reflects the 
mechanical properties of the macro-structure. Samples for microscopic analysis are only taken from 
a small part of the macro-structure and the microscopic image is just a small part of the sample. 
Because of the existence of one-sidedness, it cannot reflect the overall situation of the organization. 
2. The analysis of the forms of the grains (for the lath martensite in base metal, the strength is 
determined by the carbon content, but substructure plays an important role in toughness. It can be 
organized as follows: The compositions of microstructure in the weld center are mainly sorbite, 
ferrite and cementite mixture. Carbides are mainly distributed in the ferrite in the weld of M1, but 
those of M2 and M3 are fine and distributed on the grain boundaries. This is the reason why the 
specimens have better toughness and higher strength in M2 and M3. 3. From the contrast of alloy 
elements in Table 2 and Table 3, the contents of Cr and Mo in M2 and M3 are higher than those of 
M1. According to reference [10], the high content of Cr and Mo is good for strength but bad for 
toughness when the Mn content is near 1.6%. 

 
4.Conclusions and Further studies 
 
Through the results and discussions，some conclusions can be drawn as follows: 
  1. M2 tempered with 640℃ (for 60 minutes) presents the highest CTOD and yield strength, 
followed by M3 tempered with 650℃. M1 tempered with 600℃ presents the lowest CTOD and 
yield strength. That means tempering at 640℃ can obtain good toughness together with yield 
strength. 
    2. The fracture parameter CTOD is correlated with the microstructures. The carbide contents of 
M2 and M3 are greater than those of M1 and the greater the carbide content is, the higher the 
CTOD value will be. The grain size has the same trend .  
 In the discussions of this paper， limitations and one-sidedness also have been put forward in the 
study of the relationship between CTOD toughness and microstructure. More experimental and 
theoretical analysis is needed in the further studies.   
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Abstract  An analytical fracture mechanics model for predicting the finite life fatigue strength of 

components is presented which combines a number of well established and newly developed approaches such 

as Murakami’s and McEvily’s approach for describing the transient behaviour of crack closure of short cracks, 

the analytical (long) crack closure function of Newman, the R6 procedure modified by a method for 

improving the ligament yielding correction proposed by the authors and other elements. Basic assumption is 

the preexistence of initial flaws such that the crack initiation or nucleation stage is small and can be neglected. 

The application of the model is demonstrated for small tension plates of aluminium Al 5380 H321 with 

artificial initial defects generated by FIB technology, the size of which was fixed on the basis of fractographic 

investigations on broken, smooth specimens. 
 

Keywords  fatigue strength, S-N curve, fracture mechanics, crack propagation, short cracks 
 

 

1. Introduction 
 

The lifetime of a cyclically loaded component can be roughly subdivided into three stages: crack 

initiation, fatigue crack propagation and fracture. Frequently the crack initiation stage is defined 

such that it covers nucleation and early crack propagation until the crack reaches some tenth of a 

millimetre at surface. However, a closer look reveals that this phase can be subdivided in a number 

of sub-stages (e.g. [1]): 
 

(a) The crack initiation sub-stage in a narrower sense which is characterised by the accumulation of 

microscopic plastic deformation sometimes occurs at the smooth surface but more frequently it 

happens at scratches, pores, inclusions and similar defects which act as micro-notches and/or due to 

strain concentration zones caused by different stiffness properties of defect and matrix material. In 

the case of very high cycle fatigue (fracture after 10
8
 loading cycles or more) initiation takes place 

subsurface but also at material defects [2].  
 

(b) Subsequent to crack initiation the crack size is in the range of micro-structural features such as 

the grain size. Its propagation is characterised by a irregular crack front and alternating phases of 

acceleration and retardation or even crack arrest. The arrest of the largest of a number of initially 

growing cracks is associated with the fatigue limit phenomenon [3]. 
 

(c) With the increasing crack size the effect of the microstructure on local fatigue crack propagation 

diminishes and the propagation rate becomes rather steady. When the crack size reaches the order of 

mechanical discontinuities such as the plastic zone size or a notch stress field the crack is 

designated as mechanically short. Its propagation, in principle, can be described by classical 

fracture mechanics, however not by the linear elastic K concept. As the micro-structurally short 

crack also the mechanically short one can be arrested under constant applied loading due to the 

gradual build-up of the plasticity-induced crack closure phenomenon. 

http://dict.leo.org/ende?lp=ende&p=Ci4HO3kMAA&search=finite&trestr=0x801
http://dict.leo.org/ende?lp=ende&p=Ci4HO3kMAA&search=life&trestr=0x801
http://dict.leo.org/ende?lp=ende&p=Ci4HO3kMAA&search=fatigue&trestr=0x801
http://dict.leo.org/ende?lp=ende&p=Ci4HO3kMAA&search=strength&trestr=0x801
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(d) Long cracks propagate above a crack-size independent long-crack threshold Kth. Their growth 

can be described by the da/dN- K curve concept when the crack closure phenomenon is taken into 

account. The long crack propagation is terminated by the fracture of the component. 
 

The crack initiation sub-stage in the narrower sense frequently is very limited for many engineering 

materials. Instead of a detailed discussion a statement of Polak in Elsevier’s“Comprehensive 

Structural Integrity” shall be cited here: “Numerous studies have shown that in the majority of 

materials and under normal loading conditions, the period of crack initiation in smooth specimens 

without defects amounts to less than 5-20% of the fatigue life. In materials containing defects, the 

fraction of life spent in crack initiation is even lower. The major part of the life is spent in the growth 

of cracks, namely in the growth of short cracks.” [1]. This fact allows to model metallurgical defects 

as initial cracks without yielding over-conservative lifetime predictions.  

 

2. Model Proposed for Predicting Finite-life Fatigue Strength and Lifetime 
 

The observation that the essential part of fatigue lifetime of many engineering materials is covered 

by short crack growth requires a fracture mechanics model which is able to describe this stage in an 

adequate manner. The authors proposed such a model in [4] where the reader can also find a more 

detailed description as it is possible here due to limited space. The model, for a number of partial 

aspects, uses and combines otherwise established approaches because of which there exist 

similarities with alternative models (e.g. [5-8]) which also cannot be discussed here in any detail. 

Instead, the reader is referred to [4]. Fig. 1 summarises the input and model parameters and the 

analysis steps of the present procedure. In the following the analysis steps shall be exemplarily 

explained for tension plates of aluminium alloy Al 5083 H 321. This will then be added by 

validation exercises on two more aluminium alloys the data of which were taken from the literature.  

 

2.1 Initial crack size 
 

For the present study fracture surfaces of cyclically tension loaded flat plates were fractographically 

analysed. A fracture surface containing an initial defect is shown along with a micrograph section 

and statistics of the defect sizes found on all specimens in Fig. 2. In Fig. 2(d), following a proposal 

of Murakami (e.g. [2]), the initial crack size is given as the square root of its area, area , with the 

index “i” standing for “initiation”. The statistical upper bound of the initial defect depth was found 

to be in the order of 50 m which is quite typical for aluminium alloys [9].  

 

2.2 Material properties 
 

The material properties needed as input parameters of the proposed model comprise the da/dN- K 

curve for the stress ratio R = Kmin/Kmax of interest (in the present case R = 0.2), the long crack 

fatigue threshold Kth for the same R, the intrinsic threshold (no plasticity-induced crack closure) 

and the stabilised cyclic stress-strain curve. The Paris range of the da/dN- K curve was 

experimenttally determined for R = 0.2 on four specimens. The average value of C was C = 
124.05 10  ( K in MPa mm ; da/dN in mm/loading cycle) for an n assumed as n = 3. The threshold 

values for R = 0,2 und R  1 (intrinsic value) were 1.5 MPa m  and 0.925 MPa m  respectively.  

http://dict.leo.org/ende?lp=ende&p=ziiQA&search=finite&trestr=0x801
http://dict.leo.org/ende?lp=ende&p=ziiQA&search=life&trestr=0x801
http://dict.leo.org/ende?lp=ende&p=ziiQA&search=fatigue&trestr=0x801
http://dict.leo.org/ende?lp=ende&p=ziiQA&search=strength&trestr=0x801
http://dict.leo.org/ende?lp=ende&p=ziiQA&search=micrograph&trestr=0x801
http://dict.leo.org/ende?lp=ende&p=ziiQA&search=section&trestr=0x801
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Fig. 1: Input and model parameters and steps of the fracture mechanics model presented here.  

 

2.3 Model parameters 
 

The model parameters of the analysis are the linear elastic stress intensity factor K for the deepest 

and the surface points at the crack front which were obtained by the solution of Raju and Newman 

[10] and confirmed by finite elements. 
 

Following a proposal of the authors in [11] the reference load F0 replaces the limit load in 

assessment procedures such as R6 [12] or SINTAP [13]. It is defined as that load at which the 

ligament plastification Lr = F/F0 = 1. This may be different for different positions at the crack front.  
 

A local constraint parameter  was determined instead of the global value according to Newman 

[14] the latter being given by Eqn. (1): 

   
M

yy

g m

m 1T 0 m

1
A

A
              (1) 
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(Am = projected area of a yielded element m on the uncracked ligament, 
yy 0

 = normalized 

crack opening stress for the element m, AT = total projected area of all elements (M) which have 

yielded) 
 

 
 

Fig. 2: Initial defects in the material AL5380 H321, fractographic and metallographic investigations: 

(a) and (b) example for an initial defect; (c) a cluster of inclusions with increased concentration of 

manganese, iron and nickel; (d) statistical distribution of the initial crack depth.  

 

The parameter has been obtained by finite elements as a local parameter separately for the deepest 

and surface points of the semi-elliptical surface crack by modifying Eqn. (1) such that the total area 

of the plastic zone ahead of the crack, AT, is replaced by local areas around the two points of 

interest. A more detailed description of the concrete realisation is found in [15].  

 

2.4 Crack driving force of mechanically short cracks 
 

The considerations in this paper mainly focus on short crack propagation (see Section 1). This is no 

problem insofar as the maximum initial defect sizes found at the fracture surfaces (see Fig. 2d) were 

sufficiently large not to be micro-structurally short cracks any more. It has already been mentioned 

that mechanically short cracks cannot adequately been described by the K concept since the size 

of the plastic zone ahead of the crack is in the same order as the crack length. In order to address the 

local yielding effect K is replaced by a K
J
 which is formally obtained as 
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J

2

K J E

E                    plane stress  
          E

E 1       plane strain

         (2) 

 

With respect to a discussion of the cyclic J integral, J, the reader is referred to [4]. Within this 

paper a (slightly modified) approach of McClung [16,17] is applied by which J is determined by 
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K
J f L
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             (3) 

 

with    ref
r

Y Y

F
L
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.              (4) 

 

and    
r 0L F F .                (5) 

 

2.5 Modelling the plasticity-induced crack closure pheneomenon 

 

With respect to modelling the crack closure effect it has to be distinguished between long cracks 

(the effect is completely build-up) and short cracks (the effect is still gradually developing). Crack 

closure is described by a parameter U (U1 – short crack; U2 – long crack). For the long crack the 

so-called NASGRO equation is used which is based on results obtained by applying the modified 

strip yield model of Newman [18]: 
 

    eff
2

K 1 f
U

K 1 R
              (6) 

 

    with 

2 3
open 0 1 2 3

max 0 1

A A R A R A R for R 0     
f

A A R                     for -2<R 0
     (7) 

 

The coefficients Ai are given by  

    

g1

2 max
0 g g

0

2
A 0.825 0.34 0.05 cos        (8) 

    max
1 g

0

A 0.415 0.071                     (9) 

    2 0 1 3A 1 A A A                        (10)  

    3 0 1A 2A A 1
                        (11) 

 

For the present model Eqs. (8) to (11) have been modified in several aspects: 
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(a) The K parameter is replaced by K
J
. The determination of the parameter is as described above. 

The complete modified crack propagation equation is then: 
 

    
eff

n
J

n 1 iJ

n
J

2 i

U K a a ada
C K C

dN U K a a     

               (12) 

(b) Originally the f function in Eqn. (7) has been obtained for centre-cracked plates subjected to 

uniform tension. The question arises whether it can also be applied to other configurations, for 

example bending geometries. McClung at al. [19] (see also [17]) carried out extended finite element 

investigations on M(T) center-cracked plates in tension, SE(T) single-edge-cracked plates in tension, 

SE(B) single-edge-cracked plates in bending and pure bending geometries and concluded that the 

f-function and, as a consequence, the crack opening stress σopen (or Kop) are more accurately 

correlated by the Kmax/K0 ratio than by σmax/σ0 in Eqs. (8) and (9). They proposed to substitute the 

latter by Kmax/K0: 
 

    max max

0 0

K Y a

K a
                       (13) 

Other authors [20,21] have also found Kmax/K0 to be a superior parameter. Therefore, it is adopted in 

the present study too.   
 

(c) The constraint parameter  in Eqs. (8) and (9) is not used as a fixed parameter as in the 

NASGRO approach but determined by finite element analyses based on Eqn. (1), but determined as 

local parameter for points A and C of the crack. 
 

(d) The reference stress 0 in Eqs. (8), (9) and (13) is not chosen as the average of the quasi-static 

yield and tensile strength as in NASGRO but as the cyclic yield strength. 
 

With respect to the gradual build-up of the plasticity-induced crack closure effect for the short crack 

stage the model assumes that the latter is mirrored in the development of the short crack fatigue 

threshold (as e.g. in [6]). The parameter U1 can then be determined by 
 

    2
1

th th,lc

U
U

K a K
                     (14) 

with the index „lc“ designating the long crack. The Kth-crack depth function is described by an 

approach of McEvily et al. [22]  
 

0k a a

th op th,eff op,max th,effK K K 1 e K K                   (15) 

but modified by replacing the crack depth a by an equivalent crack depth area as introduced above. 

In Eqn. (15) k is a fit parameter which describes how the crack closure effect develops as a function 

of a-a0 or 
0area area  respectively. Since Eqn. (15) includes two fit parameters, k and a0 
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or
0area , a minimum of two conditional equations is necessary. The first one is Kth = 0 für 

area = 0; the second on is given by 
1 3

thK area for an arbitrary crack size. For steels, 

according to [2], this can be realised by an estimate 
 

    
1 3

3

thK 3,3 10 HV 120 area                 (16) 

with HV being the Vickers hardness. However, for the aluminium alloy investigated in this study no 

similar solution exists. Therefore, an alternative solution had to be found which will be described in 

Section 3.  
 

As assumed in [22] the threshold Kth is subdivided into an intrinsic value, Kth,eff, and an 

additional amount due to the crack closure effect, Kth,op. The intrinsic term is a lower bound which 

exists even if no crack closure effect occurs (therefore the designation “eff”). It can, e.g., be 

determined by experiments at different R ratios and extrapolation for R  1 as realised in the 

present paper. Because the state of the initial defect is characterised by both, the intrinsic threshold 

Kth,eff and the initial crack area (respective its square root 
i

area  the curve according to Eqn. 

(15) has to be shifted to pass through this point such as shown in Figure 3. The prediction of the 

Kth versus crack size curve in the component is then provided by the un-dotted dark line. The 

transition between short and long crack propagation occurs at
 

area , where the Kth according to 

the (shifted) Eqn. (15) curve intersects the long crack threshold value. 
 

 
 

Fig. 3: Proposed method for determining the Kth-crack size correlation for short cracks in the 

present model. 

 

3. Validation on AL5380 H321 specimens 
 

The validation of the model was performed with specimens prepared with artificial initial defects. 

Using the FIB (Focus Ion Beam) technology notches with a notch width of 6 m, a depth of a = 

37.4 m and a length at surface 2c = 101.25 m were generated.
1)

  

 
1)

 The authors wish to thank Dr. Erica Lilleodden, HZG Geesthacht, who prepared the FIB cracks. 
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The notch dimensions were identical for all validation specimens. With an area of 3230 m
2
 or 

i
area 57 m  the size of these artificial defects referred to the upper tail of the statistical 

distribution of the natural defects found on the fracture surfaces as shown in Fig. 2(d). The prepared 

specimens were then used to generate an S-N curve.  The tests were interrupted when cracks of 

about 2c = 3 mm were visible at the specimen surfaces. The stress-strain data of the material were: 

cyclic proof strength Rp0.2,cyc = 341 MPa and cyclic modulus of elasticity Ecyc = 68.4 GPa.  
 

It has already been mentioned in Section 2.5 that Eqn. (16) was not applicable to the aluminium 

alloy investigated. Therefore, an alternative second conditional equation had to be used. This is 

given by a general form  
 

    
1 3

3

th 0K 3.3 10 C area             (17) 

with
i

area  referring to the size of the artificial initial defect and C0 being a material constant 

which, according to Murakami [2], correlates with the fatigue limit e (in the present case the fatigue 

strength at 10
7
 loading cycles) by 

 

    
1 6

0 e

1
C area

1.43
.             (18) 

with e = 80 MPa and 
i

area  =  56.85  the parameters in Eqn. (15) have finally been 

determined as 
0

area = 20.86 m, k  = 0.0652 m
-1

 and area * = 140 m. As mentioned above 

Eqn. (15) curve had to be shifted such that it passed through the point (
i

area , th,effK ). This is 

realised in Fig. 4. 

 
 

Fig. 4: Application of the model of Figure 3 to the present example. 
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As the final result the fatigue strength for finite life was predicted as shown in Fig. 5. The analyses 

were performed for each individual specimen. In addition the predicted and experimental values of 

the crack size, a and 2c, at test end, are compared in Fig. 5. It shows up that all experimental data 

were predicted with satisfying accuracy.  
 

 
 

Fig. 5: S-N curve obtained for the tensile plates with artificial (FIB) cracks. Comparison between 

the experiments and the predictions with the present model. 

 

4. Validation on further aluminium alloys (literature data) 
 

Further validation of the model has been conducted using short crack propagation data from the 

literature which are available for aluminum alloys commonly used in the aerospace field. In 

particular, two different alloys have been considered: Al 2024-T3 and Al 7075-T6. An extensive 

collection of data for these materials is provided in [23] and [24]. Figure 6 shows the S-N lines used 

for validation. In case of the Al 2024-T3, experimental test data were available for two different 

load ratios (R = 0, -1) whereas the Al 7075-T6 has been tested at R = 0 only. The specimens did 

show almost no stress concentration which allowed the use the stress intensity factor and reference 

load equations already applied to the validation example of section 3. Since no finite element 

calculations have been conducted for the constraint factor , such as above, Schijve’s equation [25]  
 

     
2U 0.55 0.33 R 0.12 R             (19) 

 

has been used to determine the effective stress intensity factor range for long cracks. 
 

The analytical simulation for the Al 2024-T3 has been performed for a suggested initial crack size 

of ai = 20 m, which resulted from an approximation of the experimental S-N data for both R = 0 

and -1. In case of the Al 7075-T6, two different crack sizes have been employed in order to show 

the impact of a different starting crack size on the calculated number of cycles to failure. Figure 6b 

shows slightly conservative results ai = 20 m which were, however, improved when fractographic 

data of ai = 6 m were used. All simulations have been stopped when the crack reached a final 

depth of 80% the plate thickness. 
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Fig. 6: S-N curves obtained for the tensile plates of two aluminium alloys compared with 

predictions based on the present model. S-N data taken from [23,24].   

 

5. Summary and Outlook 
 

An analytical fracture mechanics model for predicting the finite life fatigue strength range of the S-N 

curve was developed. Its application was demonstrated for tension loaded small plates made of 

different aluminium alloys. The results were promising.  
 

The model is based on a number of assumptions: 
 

(a) In engineering materials fatigue crack propagation initiates at pre-existing material defects such 

as welding flaws, pores, inclusions etc. 
 

(b) The crack initiation sub-stage in a narrower sense during which a crack develops from the 

pre-existent defect is typically rather limited. Therefore, a fracture mechanics based lifetime 

prediction (which per definition is a residual lifetime prediction) yields conservative but not 

over-pessimistic lifetimes. Note, however, that this has not to be the case for any material.  
 

(c) The initial crack size has been determined by fractographic investigation of fracture surfaces of 

cyclically loaded specimens. 
 

(d) Since the major part of lifetime belongs to short crack propagation specific issues such as the 

transient behaviour of crack closure of short cracks and local ligament plasticity effects had to be 

taken into account.  
 

(e) The presented model is limited to the propagation of mechanically short cracks and not 

applicable to micro-structurally short ones. 
 

(f) Fracture mechanics based determination of fatigue strength provided significant potential as 

compared to and in addition to classical fatigue strength concepts because it takes parameters such 

as weld geometry, residual stresses etc. explicitly into account.  

http://dict.leo.org/ende?lp=ende&p=Ci4HO3kMAA&search=finite&trestr=0x801
http://dict.leo.org/ende?lp=ende&p=Ci4HO3kMAA&search=life&trestr=0x801
http://dict.leo.org/ende?lp=ende&p=Ci4HO3kMAA&search=fatigue&trestr=0x801
http://dict.leo.org/ende?lp=ende&p=Ci4HO3kMAA&search=strength&trestr=0x801
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Abstract  Strain gage based methods for experimental determination of stress intensity factors (SIFs) are 
equally powerful as compared to the other methods such as photoelasticity and caustics. However, a major 
problem with the strain gage methods is the lack of practical recommendations for appropriate radial 
locations for strain gages for accurate measurement of SIFs. Determination of valid gage locations is thus an 
open problem. In order to obviate this important problem, a finite element based approach has been 
suggested in the present investigation for determination of valid or optimal strain gage locations for 
determination of the mode I SIFs. The proposed approaches are strongly supported by the theory. The present 
work attempts to estimate the maximum permissible radial distance maxr  for strain gages (from the crack tip) 

using the proposed finite element based approaches. This maxr  of a configuration in turn can be used to 
obtain the valid locations for strain gages for accurate determination of mode I SIFs. The results of the 
present investigation show that very accurate values of maxr  can be obtained using the proposed approach. 

Dependence of maxr  on crack length to width ratio has also been investigated in the present work. 

 
Keywords  Strain gage, Stress intensity factor, Radial location, Fracture 
 

1. Introduction 
 
The most important parameter in linear elastic fracture mechanics (LEFM) is the stress intensity 
factor (SIF) as its limiting value decides whether an existing crack in a component grows or not. It 
is a measure of severity of the crack tip and is frequently used in control of fracture and in life 
prediction estimations. Accurate values of SIFs are necessary for correct application of LEFM 
principles in predicting and preventing fracture of the engineering components. Three approaches 
are currently used to estimate stress intensity factors viz., analytical, numerical and experimental 
methods. Analytical methods are generally restricted to the simple configurations and collection of 
such solutions of SIFs can be found in various handbooks [1, 2]. Numerical and experimental 
techniques are widely used in relatively complex situations [3]. 
 
Most widely used experimental techniques for the measurement of SIFs are caustics [4, 5], 
compliance method [6, 7], photoelasticity [8, 9] and strain gage techniques [10-14]. Among the 
experimental techniques, strain gage techniques are relatively simple and easy for the determination 
of SIFs due to direct measurement of strains near the crack tip. Irwin [15] first suggested the use of 
strain gages for the determination of SIF. However, factors such as the local yielding, high strain 
gradients, three dimensional state of stress at the crack tips and finite size of the gages strongly 
affected against the development of strain gage techniques. 
 
To eliminate the above difficulties, Dally and Sanford [10] developed a practically feasible strain 

gage technique (DS technique) for measuring the static mode I SIF  )( IK  in two dimensional 
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isotropic single ended cracked bodies. A truncated strain series (based on the generalized 
Westergaard approach [16]) consisting of three unknown coefficients for the representation of the 
strains has been employed in their technique. A major advantage of their approach is that, only a 
single strain gage is sufficient to determine mode I SIF and it can be located at a distance 
sufficiently away from the crack tip. However, no suggestions were made by them on the valid gage 
locations. 
 
Wei and Zhao [11] proposed a different strain gage method based on the two parameter strain 
equation which requires two strain gages for measuring the mode I SIF. However, the suggested 
radial locations of gages necessitate a priori knowledge about the plastic zone size which depends 
on the unknown SIF. 
 
Kuang and Chen [12] employed the asymptotic strain expressions for the measurement of mode I 
SIF. They suggested that gages could be placed at distances greater than half the thickness of the 
specimen from the crack tip in spite of the fact that at large distances the measured strains could not 
be accurately represented by asymptotic equations alone. 
 
It could be seen from the literature that DS technique has been more widely used as compared to 
other strain gage techniques. While there are some recommendations available for radial locations 
of strain gage techniques developed by Wei and Zhao [11] and Kuang and Chen [12], no method 
has been presented until recently for determination of appropriate radial location of strain gages 
corresponding to the DS technique in experimental determination of the mode I SIFs. Due to 
uncertainty over the radial location of strain gage in DS technique, very limited amount of work has 
been published using this technique for corroborating the analytical or numerical SIFs [14]. 
Determination of valid gage locations for DS technique is thus an open problem.  
 
The present paper aims at development of an efficient finite element based approach for accurate 

and consistent evaluation of the maximum permissible radial distance maxr  for strain gages (from 

the crack tip) for accurate measurement of mode I SIFs in configurations with single ended cracks. 

This maxr  of a configuration in turn can be used to obtain the valid locations for strain gages for 

accurate determination of mode I SIFs. Another objective of the present work is to study the 

dependence of maxr  on crack length to width ratio of a given configuration. The proposed 

numerical methodology is well supported with theory.  
 
2. Theoretical Background 
 
This section describes the background theory for the estimation of maxr  value for accurate 

measurement of mode I SIF using Dally and Sanford [10] single strain gage technique. According to 
this technique the region around a crack tip is divided into three zones viz. zone I, zone II and zone 
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III as shown in Fig. 1. Zone I is close to the crack tip and first term of the strain series (singular 
term) is sufficient to represent the strains within this zone. However, it is not a valid zone for 
accurate measurement of strains as the stress state in this region is three dimensional [10, 17] and 
the measured strains will be severely affected by plasticity effects. 
 
Zone III is again not suitable for measurement of strain data because, very large number of terms in 
the strain series is required to yield accurate results. Therefore, the intermediate region or zone II is 
favorable and optimum zone for accurate measurement of the surface strains. This is defined as a 
zone in which a singular term and a small number of higher order terms will accurately describe the 
strain field. 
 

 
Figure 1. Different zones at the crack tip 

 
The generalized Westergaard approach can be employed to obtain the expressions of different strain 
components within the zone II. The modified Airy stress function in this approach is given by [16] 

  Re ( ) Im ( ) Im ( )Z z y Z z y Y zφ = + +  (1) 

where 

  , ,
d Z d ZZ Z
dz dz

= = and  
dY Y
dz

=  (2) 

and the complex analytic functions ( )Z z  and ( )Y z  are defined as 

  
1 1
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= =
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  0

0 1
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2
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Y z B z B zσ∞ ∞

= =

= = +∑ ∑  (4) 

which are series type functions (in terms of complex variable z x iy= + ) containing infinite number 

of coefficients ( 1 2 1 2, ,..., ; , ,...,A A A B B B∞ ∞ ). The strain field in the zone II can be sufficiently 

represented by the three parameter series with unknown coefficients 0A , 1A  and 0B  [10] which 

depend on boundary conditions. Assuming plane stress conditions, the three term representation of 
strain field in this zone is therefore, 
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 (5) 

where (1 ) /(1 )κ ν ν= − +  and 0A , 1A  and 0B  are unknown coefficients which can be 

determined using geometry of the specimen and loading conditions. Using the definition of IK  it 

can be shown that 

  02IK A= π  (6) 

The strain component aaε at the point P located by r  and θ  (Fig. 2) is given by 
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 (7) 

 

 
Figure 2. Strain gage orientation and location 

 

The coefficient of 0B  term in Eq. (7) can be eliminated by selecting the angle α  such that 

  cos2α κ= −  
1

1

ν
ν

−
= −

+
 (8) 

Similarly coefficient of 1A  can also be made zero if the angle θ  is selected as 

  tan cot 2
2

θ α= −  (9) 

Thus by placing a single strain gage (Fig. 2) with α  and θ  as defined by Eqs. (8) and (9)  the 
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strain aaε  can be measured which in turn is related to IK  by 

  
1 3 1 3

2 cos sin sin cos 2 sin cos sin 2
2 2 2 2 22

aa
KG

r
θ θ θε κ θ α θ αΙ ⎡ ⎤= − +⎢ ⎥π ⎣ ⎦

 (10) 

It should be noted that the above equation accurately determines aaε  upto a radial distance say 

maxr  and it can be written as 

  
1 1 3 1 3

cos sin sin cos 2 sin cos sin 2
2 2 2 2 2aa

K
r G

θ θ θε κ θ α θ αΙ⎡ ⎤⎛ ⎞= − +⎜ ⎟⎢ ⎥8π ⎝ ⎠⎣ ⎦
 (11) 

 
For a given configuration, applied load, Young’s modulus E  and Poisson’s ratio ν  the 
expression within the square bracket on the right hand side of Eq. (11) is a constant. Therefore, 

  aa
C
r

ε =  (12) 

where C  is a constant. Taking logarithm on both sides of Eq. (12) 

  ( ) ( )1
ln ( ) ln ln

2aa r Cε =− +  (13) 

Eq. (13) is valid along the line given by Eq. (9) for maxr r≤ . Thus a plot of Eq. (12) on log-log axes 

depicts a straight line of slope equals to – 0.5, with an intercept of ( )ln C . Theoretically, the 

straight line property will break beyond maxr r>  as more than three parameters are needed in Eq. (7) 

to estimate the aaε  . Using the straight line property exhibited by Eq. (13), the value of maxr  can 

be accurately estimated from the log-log plots of aaε  and r . 

 
Several experimental and numerical studies have established that 3D effects prevailed up to a radial 
distance equal to half the thickness of the plate from the crack tip [17]. It was reported that the state 
of stress is neither plane stress or plane strain within this distance [10, 17]. Therefore, the minimum 

radial distance minr  for strain measurements on the free surface should be grater than half the 

thickness of the plate. As a consequence, the optimal or valid radial location r  for strain gage in 
DS technique can now be given as  

  min max

1
( thickness of plate)

2
r r r= ≤ ≤  (14) 
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3. Results and Discussion 
 

In this section, maxr  is determined for a single-ended cracked plate using the theoretical 

formulation described in Section 2. For this purpose, edge cracked plates (Fig. 3(a)) with 
/ 0.1 0.8a b= −  (in steps 0.1) and subjected to uniform tensile stress are considered in this study. 

Due to symmetry only half of the domain as shown in Fig. 3(b) is employed for FEA. Width 
1200mmb =  and / 3.0h b =  are considered for this example. Poisson’s ratio 1/ 3ν = , and 

Young’s modulus 200GPaE =  have been assumed. The applied stress σ  is set to 100 MPa.  

Plane stress conditions have been assumed.  

 
Figure 3. (a) A typical edge cracked plate (b) solution domain for edge cracked plate 

 

To determine the maxr  value of the above configurations, a typical finite element mesh for one half of 

the plate is shown in Fig. 4 (a). The mesh (Fig. 4(a)) is so designed that nodes of several elements are 
made to lie along the gage line which makes an angle of  θ  with the axis of crack (Eq. 9). In all the 

meshes, this line (gage line) begins at the crack tip and terminates at the outer boundaries of the 
cracked plate. According to DS technique, a single strain gage is required to be placed at an 
appropriate location on the gage line in the direction of α  (Eq. 8) in order to measure the linear 

strain aaε . The strains calculated in global coordinate along the gage line are then transformed into 

linear strain aaε  in the direction α . The radial distances ( )r  of each of the nodes on the gage line 

from the crack tip are then computed. 
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Figure 4. (a) Typical mesh used for edge cracked plate (b) enlarged view at the crack tip corresponding mesh 

 

Following the procedure described in section 2, plot of ( )ln aaε  versus ( )ln r  for all values of 

/a b  is shown in Fig. 5. Crack tip point is not plotted as the radius of this point is zero. It is 
interesting to notice from Fig. 5 that, each plot consists of distinguishable linear portion followed by 
nonlinear portion (in logarithmic scale) as predicted by theory (section 2). The linear trend 
distinctly exists up to a certain radial distance and thereafter gradually turns to the nonlinear portion. 
This can be observed in plots for all values of /a b  of edge cracked plate. 
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Figure 5. Variation of ln( )aaε  with ( )ln r  along the gage line for the edge cracked plates 
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As discussed earlier, the initial linear part is due to the dominance of the three parameters and 
nonlinear part is due to the presence of more than three parameters in the expression in equation for 

aaε  (Eq. 7). The end point of the linear portion of the plots in Fig. 5 clearly indicates the extent of 

the three parameter strain series which is the upper bound for strain gage locations i.e. maxr  

according to the proposed theory.  
 

For determination of max ,r  straight lines having slope of -0.5 are superposed onto the all plots of 

ln( )aaε  versus ln( )r  in Fig. 5. It is interesting to notice from Fig. 5 that both the initial straight 

line portion of the plots and superposed lines are congruent to each other up to a certain radial 
distance for all /a b  values and the numerical results deviate from the superposed line thereafter 

due to the dominance of coefficients other than 0, 1A A  and 0B  in Eq. (7). The estimated values of 

maximum permissible radial distance maxr  or the extent of validity of the three parameter zone are 

marked in Fig. 5 as per the procedure described in [18]. The corresponding numerical values of the 

maxr  are presented in Table 1. A plot of variation of  maxr  with /a b  is also presented in Fig. 6. 

  
It can be seen from the results of Table 1 and Fig. 6 that as the crack length is increased, the value 

of maxr  increases initially until it reaches a maximum value around / 0.5a b =  ( maxr  = 505.34 mm) 

and thereafter it decreases with the increase of the crack length. 
 

Table 1 Variation of the maxr  with crack length /a b  

/a b  a  

(mm) max /r b  

0.1 120 0.021 
0.2 240 0.043 
0.3 360 0.077 
0.4 480 0.174 
0.5 600 0.290 
0.6 720 0.101 
0.7 840 0.040 
0.8 960 0.015 
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 Figure 6. Graph of the maxr  as a function of /a b  (0.1-0.8) for the edge cracked plate. 

 
4. Conclusions 
 
In this paper, a finite element based approach is presented for determination of the valid or optimal 
radial location of strain gages corresponding to DS technique. The proposed approach is based on 

efficient computation of the maximum permissible radial distance maxr  of a strain gage. The 

existence and determination of the maxr  is shown theoretically. To demonstrate the proposed 

approach single ended cracked configurations have been analyzed. Variation of the computed 
strains in the direction of strain gage along the gage line is as per the theoretical predictions. The 

results of present investigation show that the maximum permissible radial distance ( maxr ) increases 

initially with the increase in /a b  and decreases with further increase in /a b  values. The present 
method will be extremely useful in placing strain gages for accurate experimental determination of 
the SIF using DS technique. 
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Abstract 
The factor of safety against rupture of castings subject to high-strength loads, such as transport and 
pressure vessels as well as windmill components, is assessed taking into account fracture 
mechanical characteristic values for the static, cyclic and dynamic load condition. The experimental 
investigation of dynamic crack initiation values with regard to cast iron-specific aspects was the 
subject of a contribution at the 12th ICF in Ottawa. 
 
Continuing the examination, the contribution on hand describes the effect of the microstructure on 
the mechanical and fracture-mechanic properties of ferritic and ferrite-pearlite cast iron materials at 
low temperatures. The strength and sensibility to brittle fracture are conventionally evaluated by 
applying the characteristic values of the tensile test or the notched bar impact test. During the 
recording of the notched bar impact work-temperature curves in the temperature range of 180 °C to 
-60 °C, the transition temperature curves are defined by comparing various criteria. The dynamic 
crack initiation values at -40 °C are determined via the recording of cracking resistance curves (J 
integral concept). In addition, via the determination of the crack arrest toughness KIa at 50 mm thick 
CCA samples, the crack arrest behaviour is controlled in the temperature range of -40 °C to -80 °C. 

Keywords Cast iron, perlite content, crack resistance behavior, dynamic loading 
 

1 Introduction 

Resulting from various solidification and cooling conditions, microstructures may develop 
distinguishing themselves clearly with regard to the graphite morphology and pearlite content. 
Using the example of ferritic or ferrite-pearlite ferritic cast iron materials, the contribution on hand 
describes their effect on the mechanical and fracture-mechanic properties at low temperatures. 

2 Materials 
The examinations were performed on ductile ferritic cast iron materials with various pearlite 
content (Fig. 1), designated in the following GJS (4) and GJS (29). 
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Microstructure parameters: 
 
Diameter of the graphite particles: 63 µm 
Ferrite grain size: 62 µm 
Particle separation: 88 µm 
Form factor: 0.71 
Number of particles: 47 mm-2 

 
Pearlite content: 4 % 

 

Microstructure parameters: 
 
Diameter of the graphite particles: 69 µm 
Ferrite grain size: 62 µm 
Particle separation: 102 µm 
Form factor: 0.74 
Number of particles: 32 mm-2 

 

Pearlite content: 29 % 

Figure 1: Microstructure and microstructure parameters a) GJS (4), b) GJS (29) 
 

3 Mechanical characteristic values 
The characteristic values of the tensile test were always determined on three tensile tests according 
to DIN EN 10 002 at RT and taking into account the special application at -40 °C (Tab. 1).  

 
Table 1: Mechanical characteristic values and hardness values 

Material Temperature 

°C 

Rp0.2 

MPa 

Rm 

MPa 

A 

% 

Z 

% 

E 

GPa 

ν HBW  

2.5/187.5 

GJS(4) 
RT 245 367 12 13 172 0.28 137 

-40 273 393 10 11    

GJS(29) 
RT 284 424 11 12 174 0.28 163 

-40 315 427 5 5    

 
The notched bar impact test according to DIN EN 10 045-1 was performed with ISO-V samples 
(10x10x55 mm) using a 300 J pendulum striking mechanism in a temperature range of 180 °C to 
-60 °C, whereby at each temperature three samples were tested. Following the determination of the 
notched bar impact work used KV and the lateral expansion LE the approximation of the KV-T or 
LE-T-curves is performed according to Eq. 1 

a)

b)
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KV ,LE = X +Y tanh T −T0
Z

 

 
 

(1) 

The transition temperature Tt was determined by calculating the KV-T or LE-T curves at 0.5 
(KVmax + KVmin) or 0.5 (LEmax + LEmin), Tab. 2. 
 

Table 2: Characteristic values of the notched bar impact test 

 Parameter equation (1) 
KV (RT) KV (-40 °C) Tt

KV 

Material T0 X Y Z 

°C - - - J J °C 
GJS (4) -2.2 10.54 6.14 28.30 17 5 -2 

GJS (29) 66.6 12.44 8.24 42.56 7 5 67 

Material 
T0 X Y Z LE (RT) LE (-40 °C) Tt

LE 
°C - - - mm mm °C 

GJS (4) 3.3 0.27 0.25 38.03 0.43 0,10 3 
GJS (29) 66.6 0.32 0.27 55.54 0.18 0,07 67 

 
The differently determined transition temperatures show a good correlation. 
 

4 Fracture mechanical characteristic values 

The static fracture mechanical characteristic values of the J integral concept at -40 °C (Tab. 3) were 
determined at 20% side grooved SENB-samples (10x20x120 mm) according to ESIS P2-92 
applying the compliance method, and the JR curves approximated with the extended power 
approach, Eq. 2 

J = A ∆a+ B ! (1) 

The physical crack initiation values Ji/BL are determined with the JR curve at the point of intersection 
of the blunting line according to Eq. 3 

𝐽 = 3.75 ∙ 𝑅! ∙ ∆𝑎 (2) 

The technical crack initiation values J0.2 are determined at Δa = 0.2 mm (Fig. 2). The conversion of 
the J values into the respective characteristic values of the K concept is performed via the elastic 
constants according Eq. 4 to. 

𝐾 𝐽 =
𝐽 ∙ 𝐸
1− 𝜈!

!/!

 (4) 

Apart from the determination of the crack initiation values, the increase in the cracking resistance 
curve distinguishes the material resistance against a constant crack propagation, which can be 
defined as T module (tearing modulus) according to Eq. 5 

𝑇! =
𝑑𝐽
𝑑𝑎 ∙

𝐸

𝑅!!.!
! (3) 
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Here, the TJ module is quantified during the applied nonlinear curve adjustment according to the 
Eq. 5 via the increase of the secant in the range of Δa = 0.2 mm to Δa = 1 mm. 
 

 
Figure 1: Static JR curves at -40 °C 

 
Table 3: Static fracture toughness characteristic values of the J integral concept at -40 °C 

Material 
A B C Ji/BL J0.2 K (Ji/BL) TJ 

- - - kJ/m2 kJ/m2 MPa√m  

GJS (4) 113 0.03 0.45 28 59 73 162 

GJS (29) 46 0.14 0.52 16 26 55 50 

 
The experimental investigation of the dynamic cracking resistance curves of the J-integral-concept 
(JdR-curves) was carried out on 20 % side-grooved SENB samples (10x10x55 mm) with fatigue 
cracking according to the "low-blow"-technique using an instrumented pendulum. Thereby, six to 
eight samples in the range 2.8·104 MPa√m/s ≤ 𝐾 ≤ 5.7·104 MPa√m/s were stressed, the Jd values 
were determined via the calculated dynamic force-distance diagrams and the Δa values were 
determined on the fracture surfaces of the samples. Testing procedure and evaluation were 
performed in adaptation to ESIS P2-92. Contrary to the static load, the stable ductile crack 
propagation for the dynamic load is replaced with a stable cleavage-faced crack propagation. The 
resulting material-specific aspects with regard to recording, evaluation and definition of the 
dynamic crack initiation values have been described in [1] and [2]. The determined JdR-curves or the 
characteristic values derived from these are shown in Fig. 3 and Tab. 4. Occurring "pop-in"-effects 
can be attributed to pearlite islands or graphite degenerations. For GJS (29) no experimental 
determination of a Jd-Δa-curve was possible at -40 °C, since only "pop-in" effects occurred. They 
are to be attributed to the increased pearlite content and are shown in Table 4 as Jdc values. The 
range of the Jdc values corresponds with the size and/or the number of the pearlite islands in front of 
the crack tip. 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-5- 
 

 
Fig. 2: Dynamic JdR curve of the GJS(4) at -40 °C 

 
Table 4: Dynamic fracture toughness characteristic values of the J integral concept at -40 °C 

Material 
Jdi/Δa=0 Jd0.2 K(Jdi/Δa=0) J

dT  Jdc
 K(Jdc) 

kJ/m2 kJ/m2 MPa√m  kJ/m2 MPa√m 

GJS (4) 17 31 56 64 221) 64 

GJS (29) - - - - 102) 34 
 1)…Mean value of 6 samples with Jdc

min = 16 kJ/m2 and Jdc
max = 27 kJ/m2  

2)…Mean value of 10 samples with Jdc
min = 6 kJ/m2 and Jdc

max = 14 kJ/m2 

  
While the dynamic fracture toughness distinguishes the material resistance against instable crack 
propagation for impact load, the crack arrest toughness KIa evaluates the ability of the material to 
trap a crack propagating at high speed. A crack arrest presents a special case of an instable crack 
propagation aiming to secure components with high requirement on the safety against fracture on 
the material and / or load side so that instably propagating cracks as a result of overstress and / or 
embrittlement on the material side are trapped again before a catastrophic failure occurs. The crack 
arrest toughness KIa is determined according to ASTM E 1221-06 on 50 mm thick CCA-samples in 
the temperature range of -40 °C to -80 °C. 
A temperature equalisation is possible via the cooling system of the base plate, on which the 
CCA-sample rests. After setting the test temperature, the sample is loaded with 5 to 10 mm/min via 
a wedge firmly connected to the crosshead of the testing machine. Thus, this is pressed into the 
divided jaws located in the bore, and the sample is loaded until, starting at the notched welding 
bead, instable crack propagation occurs (Fig. 4). 
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Fig. 3: Test set-up and transversal wedge load of the CCA-samples according to ASTM E 1221-06 
(A: brittle build-up welding with notch) 

 
During the test, the force and the notch opening (COD clip) are registered. An abrupt notch opening 
with a simultaneous reduction of force indicates an instable crack propagation. Details on the test 
evaluation are specified in ASTM E 1221-06. To this end, with regard to the validity criteria 
concerning the minimum and maximum crack length as well as the verification of the required 
minimum sample thickness B implementing the level elongation state according to 
 

𝐵 ≥ 2.5
𝐾!"
𝑅!"!.!

!

 (6) 

 
It must be taken into account that this requires knowledge of the dynamic yield strength Rdp0.2. The 
determination of Rdp0.2 for ferritic cast iron materials is possible via the Arrhenius equation (Eq. 7) 
describing the dependence of the dynamic yield strength of the elongation rate 𝜀  and the 
temperature according to 
 

𝑅!"!.! = 𝜎! + 𝜎!∗ 1−
𝑘 ∙ 𝑇 ∙ 𝑙𝑛 𝜀! 𝜀

Δ𝐺!

!

 (7) 

 
The parameters of the Arrhenius equation (𝜀!  = 8.68·108/s, 𝜎!= 212 MPa, 𝜎!∗= 621 MPa, 
ΔG0 = 2.210-19 J, m = 3.43) determined within extensive examinations [3] of 15 batches at 
T = -80 °C and 𝜀 = 1/s result in a value for Rdp0.2 = 422 MPa. The specified elongation rate 
corresponds with 𝐾 =   𝑑𝐾 𝑑𝑡 values between 104 MPa√m/s and 105 MPa√m/s existing during 
impact bending tests determining dynamic KId values. For ferrite-pearlite cast iron materials, the 
value Rdp0.2 = 385 MPa determined in [4] for 𝜀 = 1/s and -40 °C can be used. The crack-arrest tests 
performed on 50 mm thick CCA-samples in the temperature range of -40 °C to -80 °C show that 
due to the failure to achieve the "minimum crack length" required by the standard, at -40 °C 

CCA-sample Wedge

COD-clip

Wedge

Jaws

Bottom plate

CCA-sample
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and -60 °C no valid KIa values can be determined. The cause is the still available high crack 
initiation toughness. This also applies to the ferritic as well as the ferrite-pearlite cast iron. The 
conditions for the check of the level elongation state are only met at -80 °C, and valid KIa values 
can be determined, which are in the range 44 MPa√m ≤ KIa ≤ 61 MPa√m. The crack propagation 
occurs at -80 °C, also within the fracture surface area of the crack-arrest, exclusively 
cleavage-faced, whereby crack trapping can be attributed material-specific to the energy-dissipative 
effect of the graphite particles. 
 

5 Summary 
A summarising evaluation of the effect of the pearlite content on the mechanical and fracture 
mechanical characteristic values is performed based on a graphical representation of the 
characteristic values determined (Fig. 5 to Fig. 7). In addition to the expected work-hardening with 
declining temperature and higher pearlite content, only with higher pearlite content and -40 °C a 
significant decrease of the plasticity occurs, i.e. a more than 50 % decrease of the fracture 
elongation A or the percentage reduction of fracture Z (Fig. 5).  
 

 
Figure 5: Mechanical characteristic values of the tensile test 

 
 
With a sudden load, the increased pearlite content leads to a significant decrease in toughness, as 
resulting from the course of the KV-T curves (Fig. 6a) and the notched bar impact work used KV at 
RT as well as the transition temperature Tt (Fig. 6b). At -40 °C, both materials are located in the 
lower position of the KV-T-curve. 
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a)  KV-T curves b) KV values (RT and -40 °C) 

Figure 4: Mechanical characteristic values of the notched bar impact test 

 
It results from the comparison of static fracture-toughness values at -40 °C that the increased 
pearlite content leads to a significant reduction of the material resistance against crack initiation 
(Ji/BL, J0.2) and ductile stable crack propagation (TJ). As the dynamic fracture-toughness values of 
the GJS (4) show, a shock load at this temperature leads, due to the cleavage-faced stable crack 
propagation, to a significant decrease of the crack resistance behaviour (Fig. 7). With these loading 
conditions, the effect of the pearlite becomes also apparent with the occurrence of "pop-in"-effects, 
occasionally with GJS (4) and exclusively with GJS (29). 
 
 

 
Fig. 5: Fracture mechanical characteristic values for static and dynamic load (-40 °C) 

 
 
The KIa values determined at -80 °C are evaluated via the allocation to the reference curve on hand 
(lower-bound curves) to the temperature-dependent course of the KIa values (Fig. 8). There only 
tends to be an effect noticeable with regard to the increased pearlite content. 
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Figure 6: KIa-values for ferritic cast iron as a function of the temperature 

 
According to [5], the determination of valid KIa values at ferritic cast iron in the temperature range 
of -40 °C to 20 °C is only possible by means of a duplex-arrest sample, to which a hardened steel 
(AISI 4340) as the crack starter is connected via a work intensive heat-treated electron-beam 
welded connection with the GJS-400 test specimen. In this combination, the crack does not start in a 
brittle build-up welding according to (Fig 4), but inside the hardened steel and runs into the cast 
iron at high speed. Thus, the determination of the KIa values can be implemented even at the higher 
temperatures specified in Fig. 7. The temperature-dependent course of the KIa values integrates the 
values listed in [6] as well as the KIa values determined here at -80 °C. Based on the 
temperature-dependent course of the KIa values, an estimation of the crack-arrest capacity after the 
crack initiation is possible with the knowledge of the stress intensity factor KI dependent on the 
component geometry and fault type or size.  
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Abstract   
Fracture mechanics has been widely used for mechanical integrity assessment in industrial applications. 
Different approaches in the fracture mechanics assessment have been developed to achieve more accurate 
prediction of component lifetime. This paper describes fracture mechanics assessments by applying the 2D 
and 3D crack growth analyses of a real mechanical component under cyclic load as an example from the 
power industry. In 2D crack growth analysis, both an appropriate equivalent geometry as well as the original 
geometry with an explicit crack model are investigated. A limitation of 2D crack growth analysis in the 
example is to consider load redistribution, which follows from the local stiffness change attributed to the 
cyclic crack growth. This can be overcome by 3D crack growth analysis with an explicit crack model. 
Comparison between 2D and 3D assessment results are given. The concept of local limit load and failure 
assessment diagram (FAD) are reviewed and studied by using finite element (FE) analysis. 
 
Keywords  fracture mechanics, crack growth, load redistribution, limit load 
 
1. Introduction 
 
Industries have been challenged to come up with better and less costly products within shorter 
development cycles. Thus, product development processes have also needed to be improved. This 
has lead to a tremendous challenge for engineers, to continuously develop improved approaches 
including fatigue life time assessment of a component. In the lifetime assessment it is important to 
consider both crack initiation and crack propagation. Fatigue failure is caused by microscopic 
damage in the material that after continued cycling develops into a crack that may finally lead to a 
component failure. Generally the design should avoid the initiation of fatigue cracks during the 
design life time. However one has to assume the existence of initial flaws in the raw material, e.g. 
forgings. In order to determine criteria for the non-destructive testing of forgings, appropriate 
investigations of crack propagation are required. This paper focuses on these numerical crack 
propagation investigations. 
 
In this paper, the application of fracture mechanics for mechanical integrity assessment is shown in 
industrial applications. Different approaches in the fracture mechanics assessment have been 
developed to achieve more accurate prediction of component lifetime. This paper describes fracture 
mechanics assessments by applying the 2D and 3D crack growth analyses of a real mechanical 
component under cyclic load as an example from the power industry. Some limitations in the 
application of crack growth simulation in 3D analysis and the potential use of a failure assessment 
diagram (FAD) are discussed. 
 
2. Mechanical model 
 
In the shaft trains of large steam turbine generator sets, the mechanical integrity of each component 
of the shaft train has to be verified. The rotating parts such as generator and steam turbine rotor 
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have to be particularly verified with accurate lifetime assessment methods. In this work, a generator 
rotor is taken as an example for fracture mechanics assessment. Figure 1 shows the FE-model of a 
generator rotor and one example of analysis results by using ANSYS [8]. A generator rotor has 
complicated geometries and components such as insulation, conductors and wedges. The 
calculation of a complete 3D rotor model is very time consuming. Therefore, a 2D model can be 
used to reduce the computational efforts. In 2D crack growth analysis, a stress analysis should be 
performed beforehand. A 2D model of generator rotor is depicted in Fig. 2. The corresponding 2D 
elements in ANSYS are applied in the mesh generation. 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 1. FE model (a) and displacement results (b) of a complete 3D generator rotor 

 
The dominating load in a generator rotor is due to centrifugal forces, i.e. the main contribution for 
cyclic rotor loading is related to the start/stop cycles of the shaft train. The number of design 
start/stop cycles is specified in IEC 60034-3. Thus, the centrifugal load at rated speed is considered 
for stress analysis. For 3D crack growth analysis, a simplified 3D model is created as shown in 
Fig. 3, where a rotor tooth is modeled. The influence of conductors and wedges is replaced with 
equivalent pressure applied at the rotor tooth flank. 

Wedge

Rotor tooth

Rotor body

 
Figure 2. 2D FE model of generator rotor 

(a) (b) 
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Tooth flank

 
Figure 3. Simplified 3D FE-model for calculation and crack growth analysis 

 
3. Crack growth analysis 
 
3.1. 2D crack growth calculation 
 
To calculate 2D crack growth the program AFGROW [1] is used in this example. AFGROW is an 
analytical fatigue crack growth prediction program initially developed in AFRL for airframe 
applications and based on the principles of Linear Elastic Fracture Mechanics (LEFM) [1]. 
AFGROW calculates fatigue crack growth by considering known stress intensity solutions for a 
particular geometry, under an applied stress field. A stress intensity solution has the following 
general form:  

 aK πβσ=  (1) 

in which ‘K’ is the stress intensity factor, ‘a’ is a characteristic crack length, ‘σ’ is the applied stress, 
‘β’ is the geometrical factor. As the stress intensity solutions are dependent on the geometry of the 
components, AFGROW provides certain standard predefined geometries (crack models) for 
predicting crack propagation. 
  
To create the initial crack, a surface crack model is selected as shown in Fig. 4. As input data, the 
corresponding model geometry and dimensions should be defined. The crack growth rates are 
expressed in the form of the Walker equation, which is simplified to a Paris equation. In AFGROW 
the stress gradient can be included in the analysis. The analytical solution for this crack model is 
described in [2], which is implemented in AFGROW. It is assumed that the first principal stress is 
always normal to the crack plane. The calculated first principal stress from the 2D finite element 
model described previously is shown in Fig. 5, where the stress path can be seen. Using the stress 
gradient along the stress path, the crack growth calculation is performed and the normalized results 
are depicted in Fig. 6. The crack size ‘a’ corresponds to the crack growth in the circumferential 
direction and crack size ‘c’ to the axial direction. 
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a c

 
Figure 4. Crack model in AFGROW and stress gradient (schematic) 

 
The application of the crack model has to satisfy a limit that the ratio of crack size ‘a’ and plate 
thickness ‘t’ must be less than or equal to 0.8 (a/t ≤ 0.8). The reason of this limitation is according to 
Glinka that the reference solutions used for the derivation of the weight function were valid for this 
range (see also [2]). Further investigation shows that the reference solution is related to the local 
limit load which causes local crack-ligament yielding somewhere along the crack front [5]. The 
local limit load will be further discussed in the next section. 
 
2D crack growth analysis is a straight-forward approach, where the FE results can be used directly 
in the crack growth calculation. Its numerical effort is also acceptable. However, 2D crack growth 
analysis is limited by the fact that for larger crack extension compared to the geometrical dimension 
of the analyzed component possible load redistribution cannot be considered. The load 
redistribution occurs as the local stiffness around the crack changes more significantly as the crack 
becomes larger. Moreover, the assumption that the 1st principal stress is always normal to the crack 
plane may lead to a conservative result. The load redistribution may have a significant impact as 
demonstrated in the next section with the results of the 3D crack growth analysis of the same 
component.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5. 1st principal stress distribution of rotor due to centrifugal load 
 

3.2. 3D crack growth calculation 
 
A critical issue in 3D crack growth calculation is the mesh generation. In general cases, the use of a 

Considered stress pathConsidered stress path
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standard FE program faces time-consuming challenges such as: 
• Component geometries are complex and time consuming to model, where cracks can occur at 

geometrically difficult locations, e.g. chamfers, corners. 
• Initial cracks of the correct size and shape must be inserted in the component at the correct 

location.  
• After several load cycles and depending on the loading, initial planar crack may develop into 

a non-planar crack. 
 

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0.0 20.0 40.0 60.0 80.0 100.0

N
or
m
al
is
ed

 c
ra
ck
 si
ze

Normalised number of cycles [%]

Afgrow a

Afgrow c

F3D/NG a

F3D/NG c

 
 

Figure 6. 2D and 3D crack growth calculations and their comparison 
 
To alleviate the above challenges, there are several programs existing that allow users to 
generate/insert a crack into the FE model. In this work, the program FRANC3D/NG (short name 
F3D/NG) version 4.0 has been used. The methodology of F3D/NG has been documented in [3]. In 
F3D/NG the stress and displacement fields in the structure of interest are obtained from a Finite 
Element program such as ANSYS or ABAQUS [9].  
 
The results of the FE analysis as well as geometry are read directly into F3D/NG in a text format. 
The F3D/NG program uses the FE program as solver to obtain the stresses and displacements after 
growing the crack at a user defined step size. Hence, by updating the stresses and displacements for 
each crack growth step with the FEA method, the simulation can more closely represent the crack’s 
influence on the structure. The crack insertion and all re-meshing are carried out within F3D/NG in 
the submodel created before by using the FE program. The F3D/NG will produce a neutral format 
file that can be read back into the FEA code and re-analysed. 
 
In F3D/NG the stress intensity factors of Mode I, II and III are calculated by using M-Integral 
(interaction integral) for isotropic and anisotropic materials [3, 4]. F3D/NG can also compute stress 
intensity factors using a displacement correlation approach. In this approach, the calculated 
displacements for nodes on the crack faces are substituted into the theoretical expressions for the 
crack-front displacement fields as functions of the stress-intensity factors. The applied propagation 
direction criterion is based on the maximum stress criterion. In this method, depending upon user’s 
choice, the mode I and mode II with/without mode III values are combined to yield both magnitude 
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and direction of the propagation at the various discrete points along the crack front. 
 

 
Figure 7. Example showing the submodel with finer mesh and inserted crack 

 
Fig. 7 shows the global model and the submodel having finer mesh and inserted crack. The applied 
element type is an element with a quadratic shape function. The calculated equivalent stress field is 
shown in Fig. 8. By using the same parameter for the Paris equation as for 2D crack growth, 3D 
crack simulation with the same initial crack size is carried out. Small size steps and other meshing 
options are defined in order to get optimal results. The calculated crack sizes in both directions are 
presented in Fig. 6. It is clearly observed from Fig. 6 that there is a significant difference in the 
results from the 2D and 3D crack growth calculation yielding an overestimation of the cyclic crack 
growth with the 2D model. This demonstrates that the influence of load redistribution as well as the 
stress direction to the crack plane is significant for crack growth analysis.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 8. Stress field of model with a crack 
 
Conventional limit load analysis computes the global (net-section) limit load, at which 
displacements become unbounded. However, the global limit load might be taken conservatively for 
a part-through crack. Thus, local limit load is proposed and defined as the load needed to cause a 
local crack-ligament yielding somewhere along the crack front [5]. In the paper, the local limit load 
is derived by finite element analysis of a plate with surface crack. In order to check the local limit 
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load of the rotor, elastic-plastic analysis with ideal plastic material behavior is performed on the 
model with sequentially increased crack sizes. The result analysis shows that the local load limit is 
achieved at a/t=0.8. Strain distribution at ligament yields that the limitation of up to a/t=0.8 is also 
valid for the component assessment.  
3.3. Failure Assessment Diagram (FAD) 
 
The failure assessment diagram (FAD) method is the broadly accepted methodology for the analysis 
of components containing a crack-like flaw. The FAD method is described in the engineering code, 
for example API 579 and FKM guideline for fracture mechanics [6]. The FAD method uses brittle 
fracture ratio (Kr) and plastic collapse ratio (Lr). In a FAD the non-dimensional ratio Lr is on the 
horizontal-axis and Kr (brittle fracture ratio) on the vertical-axis. The plastic collapse ratio is a 
parameter measuring the proximity to plastic collapse. The brittle fracture ratio is a parameter 
comparing the stress intensity factor at the crack and the fracture toughness of the material. The 
FAD curve can be computed if the stress-strain curve exists. In this case, the plastic collapse ratio is 
determined by using the reference stress, which can be computed using the J-integral results from 
the elastic-plastic analysis. The brittle fracture ratio is computed from the crack front stress intensity, 
obtained by an elastic analysis. 
 
Fig. 9 shows a graph of FAD and the evaluation point for the example calculated in the previous 
section, where the ratio a/t is less than 0.5. In Fig. 9, the evaluation point inside the FAD curve 
indicates an acceptable crack. The evaluation point represents the quasi static condition of a 
crack/flaw at certain size and loading. The FAD curve is not created by using a specific structural 
component and a stress-strain curve. The FAD curve is derived from the following equations [6]: 
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in which λ and N are parameters given in [6], which depend on material yield strength as well as 
ultimate tensile strength. The above equations are based on basic level assessment, which is more 
conservative than the use of stress-strain curve in FAD. However, the computed FAD curve with 
stress-strain curve can provide a better representation of the particular material effect and the 
particular structural component geometry.  
 
If the evaluation point is above the FAD curve, the crack is unacceptable and this can indicate a 
predicted structural failure. The evaluation point can be updated as the crack grows to determine the 
end of life when the evaluation point reaches the FAD curve. Thus, an evaluation point on the FAD 
curve can be useful to determine predicted critical crack sizes.  
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4. Conclusions 
 
This paper demonstrates the application of fracture mechanics in industrial practice. 2D crack 
growth analysis provides significantly less computational effort but can yield over conservative 
results, since the load redistribution and the actual stress state are not taken into account. 
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Figure 9. Calculated FAD showing the acceptable evaluation point 

 
These weaknesses can be overcome by 3D crack growth analysis but it requires significant 
computational efforts. The use of submodelling in 3D crack growth analysis may reduce the 
computational time; however, from the practical point of view it is still a big challenge to use this 
method for fast development projects. Application of XFEM in the 3D crack growth calculation 
might offer an opportunity to extend the use of 3D crack growth analysis in lifetime assessment. 
However, the use of commercial XFEM code should be reviewed critically due to the result 
accuracy. Different strategies are currently developed for damage calculation to improve the 
accuracy and convergence rate of XFEM. Instead of re-meshing in the region of crack tip elements, 
a higher order element approach, different enrichment functions and integration rules can be applied 
(see e.g. [7]). Finally, the FAD assessment can be used to ensure that a component with a certain 
crack/flaw size is acceptable for the design load.  
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Abstract  The fatigue life of crane steel structure will inevitably decrease in the course of work, which 
directly affects the work of crane. So the correct safety assessment and fatigue life evaluation is necessary. 
According to the results of stress testing and non-destructive examination, a framework of assessing 
remaining fatigue life of crane metal structures is built in this paper based on crack propagation theory. 
Moreover, in order to descript the analysis process, an example about fatigue life estimation of a shipbuilding 
gantry crane whose maximum hoist 100 ton was shown. 

 
Keywords   Crane, steel structure, fatigue life, crack propagation 

1. Introduction 

Crane is one kind of mechanics which is of significant characteristics such as repetitive, cycle, 
frequent brake and large impact load etc. . Especially, there is about 70-80% metal failure accident 
which is associated with fatigue. So it is very necessary to research the fatigue life estimation of 
metal structure. When metal structure of a crane reaches its allowable safe life, it must be retired 
from service. One of the most important life prediction approaches is the stress-life approach [1-2]. 
As parts of the damage accumulation calculations, rain flow algorithm and Miner's rule were used. 
However, with no cracks, this could be the ultimate tensile strength or yield strength, depending 
upon the failure criteria chosen. As a crack forms and grows under cyclic loading, the residual 
strength decreases. This decrease as a function of crack size is dependent upon material, 
environment, component and crack configuration, location and mode of crack growth. Considering 
the crack, a new analysis method based fatigue crack growth is introduced. Compared to the 
conventional S-N fatigue analysis, crack detection methods, using several different nondestructive 
inspection techniques and standard procedures, have been developed [3-6]. This paper will present a 
framework of assessing remaining fatigue life of in-service crane. 

2. Principles of fatigue life analysis 

2.1. Conventional S-N fatigue analysis 

S-N fatigue analysis is a conventional approach which touches on the relationship between applied 
stress and expected life. And the relationship is characterized by means of the S-N curve so that 
fatigue life can be predicted (Fig. 1).  “S” stands for the cyclic stress range while “N” represents 
the number of cycles to failure. The core idea of this method is stress change is the main reason of 
fatigue failure of materials. Of course, the S-N curve is the inherent property and is derived from 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

- 2 - 

tests on samples of the material to be characterized (often called coupons) where a regular 
sinusoidal stress is applied by a testing machine which also counts the number of cycles to failure. 
The applied stress used to calculate fatigue life can be obtained by tested strain or stress analysis via 
finite element method.  

 

Figure 1. S-N fatigue curve 

 
It should be noted that there are several short comings of S-N fatigue data. First, the conditions of 
the test specimens do not always represent actual service conditions. For example, components with 
surface conditions, such as pitting from corrosion, which differs from the condition of the test 
specimens will have significantly different fatigue performance. Furthermore, there is often a 
considerable amount of scatter in fatigue data even when carefully machined standard specimens 
out of the same lot of material are used. Since there is a considerable scatter in the data, a reduction 
factor is often applied to the S-N curves to provide conservative values for the design of 
components. 

2.2. LEFM based fatigue crack growth analysis 

The greatest significance in fatigue crack growth analysis in comparison to the conventional method 
is the existence of a crack. Cracks can form due to fatigue, or they can exist as a consequence of 
manufacturing processes such as deep machining marks or voids in welds and metallurgical 
discontinuities such as foreign particle inclusions. In fatigue life estimation process of metal 
structure of crane, linear elastic fracture mechanics (LEFM) is introduced to describe and predict 
fatigue crack growth life and fracture under the basic assumption that material conditions are 
predominantly linear elastic during the fatigue process. For crack growth or fracture conditions that 
violate this basic assumption, elastic-plastic fracture mechanics approaches are used to describe the 
fatigue and fracture process. 

In order to perform the life estimation or prediction, several key items are needed: stress intensity 
factor, maximum and minimum stresses, fracture toughness (KIC), and initial crack size. Of course, 
environmental conditions, load history, statistical aspects, and safety factors must be incorporated in 
this methodology for remaining fatigue life assessment. 

During the fatigue life estimation process, load history can be finished by the survey of crane usage 
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and statistical analysis. Nondestructive technologies such as magnetic particle testing (MT), 
ultrasonic testing (UT), penetrate testing (PT) and so on are usually used to detect the size of crack 
or flaw on the surface of structure. At the same time, the fatigue crack growth behavior is also 
inspected by these technologies. After idealizing the detected defection, relevant stress intensity 
factor will be gained via calculation or fatigue handbook. And maximum and minimum stresses can 
be determinated by means of finite element stress analysis. Certainly, both of them can be tested 
after typical load test. Furthermore, material properties such as young modulus, tensile strength, 
yield strength and fracture tough and so on can be obtained via tests. The issued handbooks can also 
be utilized if common material used in assessing structure. Finally, fatigue analysis can be 
performed based on measured strains and calculated stresses via finite element method. Prediction 
of fatigue remaining life can be carried on using professional software. 

3. Interpreting methodology for remaining fatigue life assessment 

As discussed previously, LEFM is one of the methodologies for remaining fatigue life assessment 
of metal structure of crane based on fatigue crack growth analysis. The following example shows 
how the procedures work. 

In this example, we researched a shipbuilding gantry crane whose maximum hoist is 100 ton (Fig. 
2). Then actual load history data was extracted while referring to the crane usage record. Fig. 3 
shows the raw data about one week. Additionally, strains were measured at stress concentration 
positions, for example, cantilever and boom system. Fig. 4 shows one of the strain measure points 
at cantilever. All the data was used as the basic input during the estimating residual life process. 

  

Figure 2. The photo of aged crane Figure 3. Actual data of load history of 

crane in less than one week 

 

Finite Element stress analysis provided the primary stress concentration components of the crane. 
That is, cantilever and boom system. The results can be identified in Fig. 5.  
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Figure 4. Strain measurement point on 

cantilever 

Figure 5. Stress contours of model when 

lifting 95 ton weight 

 

Nondestructive inspection technology allows parts and materials to be inspected and measured 
without damaging them. Because LEFM is based on the fatigue crack growth analysis, the 
technology plays a critical role in inspecting crack or flaw of metalwork structure. During the 
nondestructive inspection procedure, several defections were found on the cantilever by ultrasonic 
phased arrays. Defections were inspected by ultrasonic phased arrays such as shown in Fig. 6. 
Subsequently, these defections were idealized as single edge crack of long atrip and input the 
fatigue analysis software. The calculation flow can be seen in Fig. 7. The remaining fatigue life of 
the crane was about 26 years in terms of present damage situation or structural integrity. 

Figure 6. Defection on cantilever via 

ultrasonic phased arrays 

Figure 7. Calculation flow of fatigue life. 

4. Conclusions 

Based on fatigue crack growth analysis, linear elastic fracture mechanics (LEFM) is introduced to 
describe and predict fatigue crack growth life and fracture in fatigue life estimation process of metal 
structure of crane. Especially, the methodology is more suitable for aged crane, which exists some 
crack or flaw positively. The following example also shows how the procedures work. 
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Abstract In this paper, fracture tests and microscopic observations were conducted on an Alloy52M 
dissimilar metal welded joint (DMWJ) between A508 ferritic steel and 316L stainless steel in nuclear power 
systems. The local fracture behavior in the DMWJ was investigated, and the significance of using local 
fracture resistance in integrity assessment of the DMWJ was analyzed. The results show that the local 
fracture resistance in the DMWJ is determined by the local fracture behavior, and which is mainly related to 
the microstructure and local strength mismatch of materials at the crack locations. The crack growth always 
deviates to the materials with lower strength, and the crack path deviations are mainly controlled by the local 
strength mismatch. If the local fracture resistance properties could not be obtained and used for cracks in 
heat affected zone (HAZ), interface and near interface zone, the use of the J-resistance curves of base metals 
or weld metals following present codes will unavoidably produce non-conservative (unsafe) or excessive 
conservative assessment results. In most cases, the assessment results will be potentially unsafe. Therefore, it 
is recommended to obtain and use local mechanical and fracture resistance properties in the integrity 
assessment of DMWJs. 
Keywords  Local fracture behavior, Dissimilar metal welded joint, Integrity assessment, Strength mismatch, 

Crack growth path 
 

1. Introduction 
 
In primary water systems of pressurized water reactors (PWRs)，low alloy ferritic steel is 
specifically selected to manufacture the nuclear pressure vessels for its high toughness and 
economical interest, while austenitic stainless steel is selected to make primary pipes for its proper 
strength and good corrosion resistance. In order to join the ferritic steel pipe-nozzles of the pressure 
vessels to the austenitic stainless steel pipes well, a transitional stainless steel safe-end pipe is 
usually introduced. A dissimilar metal welded joint (DMWJ) is usually utilized to join the pipe 
nozzle with the safe end pipe, as shown in Fig.1. Nevertheless, the welds were indicated to be 
vulnerable components from the international surveys, owing to their proneness to different types of 
flaws. Axial and circumferential defects within DMWJs caused by stress corrosion or fatigue have 
been found in the nuclear power plants (NPPs) in many countries [1-2]. In addition, serious leakage 
events on such DMWJs have also been reported [3-4]. Thus, maintaining integrity of such joints in 
case of defect presence and structure overloading is critical to ensure their safe service. To do this, 
an accurate structural integrity assessment for such DMWJ structure is very important.  
Understanding local fracture behavior on the critical regions of such welded joints is essential for 
conducting an accurate integrity assessment and design. However, due to highly inhomogeneous 
nature across the DMWJ in terms of microstructure, mechanical, thermal and fracture properties, it 
is difficult to conduct analytical or experimental fracture investigations on the DMWJs. Only there 
are limited studies on the fracture behavior of the DMWJs in the literature[5-8]. In addition, in the 
integrity assessment methods for weld joints in existing codes, such as R6[9], SINTAP and FITNET 
FFS [10], the weld joints are often simplified as a sandwich composite composed of base metal and 
weld metal, and the effects of the interface fusion regions between different materials and heat 
affected zones (HAZs) are usually ignored. In fact, defects in welded structures can occur anywhere, 
such as in the fusion zone, HAZ, weld, near weld, interface region, base metal, etc. The use of 
adequate and precise material input parameters (based on the experimental observation of the local 
damage and fracture process in the joint area) is particularly essential to describe and predict the 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-2- 
 

critical condition in welded structures [10]. Therefore, the local fracture behavior of the DMWJs 
should be investigated and understood.  
In this study, the local fracture behavior in a real Alloy52M dissimilar metal welded joint between 
A508 ferritic steel and 316L stainless steel in NPPs were investigated by using the single-edge 
notched bend (SENB) specimens. The significance of using the local fracture properties in integrity 
assessment of DMWJs was analyzed.  
 

 
Figure 1. The DMWJ structure for connecting the pipe-nozzle of a reactor pressure vessel to safe-end pipe 

 
2. Experimental procedures 

 
2.1 Materials and fabrication of the DMWJ  
 
A full scale mock up of the DMWJ was fabricated by Shanghai Company of Nuclear Power 
Equipment in China. The pipe-nozzle material is ferritic low-alloy steel (A508), and the safe end 
pipe material is austenitic stainless steel (316L). The weld was manufactured by applying a 
buttering technique and the buttering material as well as weld material is the same nickel-base alloy 
(Alloy52M), but their manufacture procedures were different. The buttering layer was deposited 
through an Alloy52M welding wire by automatic gas-tungsten arc welding (GTAW) on the ferritic 
nozzle face. Then a heat treatment was conducted on the buttering to relieve the residual stress. This 
buttering layer material is denoted as Alloy52Mb. After buttering, welding was carried out between 
the buttering layer and the austenitic safe-end pipe by using the GTAW, and the Alloy52M welding 
wire was also used. Here, this weld metal material is denoted as Alloy52Mw.  
 
2.2 Specimen geometry and crack locations 
 
The single-edge notched bend (SENB) specimen was used for measuring the local fracture 
properties and observing fracture mechanism in the DMWJ. The SENB specimens with different 
crack locations were extracted by electric discharge machining from the DMWJ. The initial crack 
locations and specimen orientation are shown in Fig.2. The cracks 1 and 13 are located in the base 
metal A508 and 316L, respectively. The cracks 5 and 9 are located in the center of the butter 
Alloy52Mb and weld Alloy52Mw, respectively. Other cracks are mainly located in the interface 
regions between materials with complex metallurgical microstructures and inhomogeneous 
mechanical properties. The interface region cracks include the HAZ cracks in base metals (cracks 2, 
6 and 12), interface cracks at fusion lines (cracks 3, 7 and 11), and the near interface zone (NIZ) 
cracks in weld metals (cracks 4, 8 and 10). The distance of the HAZ and NIZ cracks from the 
interfaces is 1.5mm. The SENB specimen geometry, size and loading method are typically shown in 
Fig.3 for the crack 4 specimen. 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-3- 
 

 
Figure 2. Schematic diagram showing initial crack positions and SENB specimen orientation in the DMWJ 

(C: circumferential, R: radial direction, A: axial direction) 

 
2.3 Experiments and observations  
 
The fracture tests of the SENB specimens were performed by an Instron screw-driven machine at 
room temperature. One specimen was tested for every crack location. The quasi-static loading was 
conducted by displacement controlled mode at a cross-head speed of 0.5mm/min. The load-load 
line displacement curves were automatically recorded by a computer aided control system of the 
testing machine. The single specimen method and the normalization technique conforming the 
ASTM E1820 procedure [11] were used to obtain the J-resistance curve for each specimen. After 
testing, the tested specimens with a certain crack growth length were sectioned at the mid-plane. 
One of the cut pieces was polished and etched to reveal damage and fracture patterns in 
microstructure ahead of the crack tip, which was observed by an optical microscope (OM) and a 
scanning electron microscope (SEM). Another piece was broken, and the initial crack length and the 
final crack growth length were measured and the fracture surfaces were observed with the SEM to 
understand the failure mechanism.  

 
Figure 3. The SENB specimen geometry, size and loading method typically shown by the crack 4 specimen 

 
3. Results and discussion 

  
3.1 Local fracture properties of the DMWJ 
 
The J-resistance curves of the SENB specimens with various crack positions are given in Fig.4. 
These J-resistance curves reflect local crack growth resistance of different material regions in the 
DMWJ. It can be seen that the three cracks (cracks 1-3) in A508 region and the two cracks (cracks 9 
and 10) in weld Alloy52Mw region have lower crack growth resistance, and which represents local 
weak zones for fracture in the DMWJ. The fracture resistance of crack 3 at A508/Alloy52Mb 
interface is lowest. The J-resistance curves of crack 5 in the center of buttering Alloy52Mb and 
crack 13 in the base metal 316L are highest, and they represents the highest fracture resistance 
zones in the joint. The J-resistance curves of other cracks (cracks 4, 6, 7, 8, 11 and 12) are located 
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between the lower crack growth resistance curves (cracks 1,2,3,9 and 10) and the highest crack 
growth resistance curves (cracks 5 and 10). The cracks 6, 7 and 12 have similar resistance curves. 
The resistance curves of cracks 4, 8 and 11 are also basically the same, but they are lower than 
those of the cracks 6, 7 and 12. The local crack growth resistance in the DMWJ is determined by 
fracture mechanism occurring ahead of the crack tip, and which is mainly related to the 
microstructure and local strength mismatch of materials at the crack location. This will be analyzed 
in the following sections. 
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Figure 4. J-resistance curves for the 13 cracks in the DMWJ 
 
3.2 Fracture behavior of typical cracks in the DMWJ 
 
Because of the microstructual and mechanical heterogeneities along the DMWJ, the cracks located 
in different regions in the DMWJ will have different fracture behavior and leads to different local 
fracture properties. This can be analyzed as follows. 
Fig.5 shows the fracture surface and crack growth path of the A508 HAZ crack 2. Fig.5(a) shows an 
overview of the fracture surface. In the area A marked in Fig.5(a) in front of initial fatigue precrack, 
the brittle flat fracture appearance can be seen, as shown by Fig.5(b). This indicates that local brittle 
fracture initiats and propagates from the the initial fatigue pre-crack tip. In the area B marked in 
Fig.5(a), a large amout of shollow dimples can be seen, as shown by Fig.5(c). This shows that local 
ductile fracture has occurred there. Because the area B is behind the area A, this implies that the 
fracture mode in the crack 2 specimen firstly is brittle fracture, and than changes into ductile 
fracture. This change in fracture mode also can be observed from the crack growth path shown in 
Fig.5(d). On the first crack growth length of about 1mm, edges of the crack path are flat, and this is 
a characteristic of brittle fracture. On the later crack growth path, irregular crack edges can be seen, 
and this is a characteristic of ductile fracture. This crack path deviation also can be seen by the 
change of fracture surface from flat (zone I) to rough (zone II) in Fig.5(a). Fig.5(d) also shows that 
the crack 2 has a deviation path towards A508 base metal (away from the A508/Alloy52Mb 
interface). The initial brittle fracture of crack 2 is related to the dominated martensite microstructure 
with higher strength in A508 HAZ. The high strength martensite microstructure generally has low 
fracture toughness, and the brittle fracture tends to occur under higher crack-tip opening stress. In 
addition, the A508 HAZ has steep strength gradient, as shown in Fig.6. The left side of crack 2 is 
near the A508 base metal, and has lower strength (Fig.6). The local higher plastic strain and stress 
triaxiality will occur at the left side of crack 2, which will induce the crack 2 to grow towards its left 
side [10]. This crack path deviation may promote the change of fracture mode from the brittle 
fracture to the ductile fracture. This comes from two factors. One factor is that the crack path 
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deviation makes the mode I crack change into mixed crack of mode I and II, and this reduces the 
driving stress for brittle fracture (crack-tip opening stress). Another factor is that the crack path 
deviates to the material with lower strength (may have higher toughness), and larger plastic 
deformation may relax local crack-tip opening stress, which can promote development of ductile 
fracture process. The mixed mechanism of brittle and ductile fracture in the crack 2 specimen leads 
to the lower fracture resistance curve (Fig.4). In this case, the resistance curve only reflects apparent 
fracture resistance of A508 HAZ due to the change of fracture mechanism and crack growth path 
deviation which is mainly related to the local strength mismatch. 
 

      
                        (a)                               (b) 

      
                            (c)                                (d) 
Figure 5. SEM images show fracture mechanism of the A508 HAZ crack 2. (a) overview of fracture surface, 

(b) higher magnification of area A in (a), (c) higher magnification of area B in (a), (d) crack growth path. 
 

Fig.7 shows the crack growth path and fracture surface of A508/52Mb interface crack 3. It can be 
observed from Fig.7 (a) that the crack path deviates to the side of 52Mb with lower strength (Fig.6). 
The fracture surface in Fig.7 (b) displays a large amount of brittle facets with some shallow dimples. 
This implies that the fracture mechanism of A508/52Mb interface crack 3 is mixed brittle and 
ductile fracture, but is dominated by brittle fracture. This predominantly brittle fracture may result 
from two factors. One factor is the local strength mismatch of materials at two sides of crack 3. The 
essence of the strength mismatch lies on the crack tip plasticity development and effect of the 
strength difference between different local regions on the deformation pattern ahead of the crack tip 
[10]. The strength mismatch affects the constraint conditions and stress levels near the crack tip, 
hence affects the fracture mechanism and crack growth path inevitably. For the A508/52Mb 
interface crack 3, the Alloy52Mb side has lower strength than the A508 side (Fig.6). During loading 
the crack 3 specimen, the plastic deformation will firstly appear in the Alloy52Mb material near the 
interface, and higher stress triaxiality, opening stress and plastic strain will be induced in the 
Alloy52Mb side with increasing applied load. This has been confirmed by the finite element 
analyses in the Ref. [13]. The higher stress triaxiality and opening stress will promote development 
of the brittle fracture with little ductility, and make the crack path deviate towards the Alloy52Mb 
side. Another factor for producing the predominantly brittle fracture is the predominant martensite 
microstructure with high strength and low toughness in the A508/52Mb interface region. It can be 
concluded that the predominantly brittle fracture mechanism causes the lowest J-resistance curve of 
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the A508/52Mb interface crack 3 (Fig.4). The A508/52Mb interface region is the weakest zone for 
failure in the DMWJ. 
Typical damage patterns ahead of crack tips for the cracks in Alloy52Mb and 52Mw are shown in 
Fig.8. It can be found that there are a lot of voids distributed on the grain boundarys of columnar 
crystals near crack, and some grain boundary cracks also have been formed by coalescence of voids. 
It is believed that the grain boundarys are weak zones for damage and fracture in the weld metals. 
The crack growth direction is approximately perpendicular to the transverse columnar crystals in 
buttering Alloy52Mb, but it is approximately parallel to the lognitudinal columnar crystals in weld 
Alloy52Mw. Fig.8(a) shows that the crack in Alloy52Mb propagtes across the transverse columnar 
crystal boundary, while Fig.8(b) shows that the crack in Alloy52Mw propgates along the 
lognitudinal columnar crystal boundary. The columnar crystal orientation relative to crack growth 
direction apparently affects fracture mechanism and crack growth resistance. For the cracks in 
buttering Alloy52Mb, the direcrion of the maximum crack-tip opening stress is parallel to columnar 
crystal boundaries, and the stress normal to the grain boundaries is too low to drive damage and 
fracture along weak grain boundaries. It needs much high driving force to propagate a crack across 
columnar crystals, thus the crack growth resistance is high. But for the cracks in weld Alloy52Mw, 
the direcrion of the maximum crack-tip opening stress is perpendicular to columnar crystal 
boundaries, and it is ease to drive damage and fracture developing along weak grain boundaries, 
thus the crack growth resistance is low.  
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Figure 6. The strength distributions [12] and crack positions across the DMWJ. 

 
 

        
(a)                                 (b) 

Figure 7. Crack growth path (a) and fracture surface (b) of A508/52Mb interface crack 3 
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(a)                                   (b) 

Figure 8. Typical damage patterns ahead of crack tips for the cracks in Alloy 52Mb (a) and 52Mw (b) 
 

3.3 Integrity assessment for the DMWJ structure  
 
Although there are many methodologies for structural integrity assessment, the failure assessment 
diagram (FAD) is extremely simplified and convenient which is in the realm of elastic-plastic 
fracture mechanics. However, the use of the FAD for the DMWJ structure in nuclear power plants is 
a challenge due to the highly heterogeneous microstructure, mechanical and fracture properties 
along the joint. When the initial cracks are located at different positions (such as base metal, 
buttering, weld, interfaces region, HAZ, NIZ, etc.), the crack-tip plastic deformation, damage and 
further crack growth can occur in any materials and even the crack growth path may change from 
one material to the other, as shown in Figs. 5(d) and 7(a). In these cases, the crack-tip fracture 
parameter and plastic deformation behavior of the structure is difficult to define due to the complex 
strength mismatch effect in the DMWJ, thus the general FADs in current codes cannot be directly 
and accurately used. It has been found that the strength mismatches in similar metal weld joints 
have significant effects on the crack driving force, limit load and failure assessment curve [14, 15]. 
At present, simplified engineering integrity assessment methods have been developed for treating 
the problem of weld joints, and the concept of equivalent material properties is utilized so that the 
integrity assessment method for single material can be used for the joints [16-18]. However, the 
effects of the crack locations and related local strength mismatches in the DMWJ on the local 
fracture resistance, crack growth paths, failure assessment curves and structural deformation 
behavior have not been completely understood and accurately taken into account in FADs, and no 
specific accurate methods exist for the integrity assessment of the complex DMWJ.  
In the integrity assessment methods for weld joints in existing codes, such as R6[9], SINTAP and 
FITNET FFS [10], the joints are often simplified as a sandwich composite composed of base metal 
and weld metal, and the effects of the interface region, HAZ and NIZ are ignored. In fact, defects in 
welded structures can occur anywhere, including in base, weld, near weld, HAZ, fusion zone, 
interface region, etc. The selection of strength and toughness values to be used in the integrity 
assessment of welded structures has significant implications on the outcome of the analysis. The use 
of adequate and precise input parameters (based on the experimental observation of the local 
damage and fracture process in the joint area) is particularly essential to describe and predict the 
critical condition in such structures [10]. According to the present codes, in the integrity analysis 
and assessment for the DMWJ structure, the DMWJ will be simplified as a composite composed of 
four materials (A508 steel, buttering Alloy52Mb, weld Alloy52Mw and 316L stainless steel). For 
the cracks located in various positions in the DMWJ, only the mechanical and fracture properties of 
the four materials are used.  For the HAZ, interface region and NIZ cracks, if only the mechanical 
and fracture properties of base metals (A508, 316L) or the weld metal (buttering Alloy52Mb, weld 
Alloy52Mw) are used, non-conservative (unsafe) or excessive conservative results will then be 
potentially produced. This can be analyzed as follows for the DMWJ.  
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To conduct the ductile tearing assessment and leak-before-break (LBB) analysis, a ductile crack 
growth instability evaluation based on elastic-plastic fracture mechanics should be performed under 
a maximum loading condition, and a ductile crack growth resistance curve of a material is needed. 
For the cracks in A508 region, it can be estimated from Fig.4 that if the J-resistance curve of the 
A508 base metal (crack 1) is used to assess the A508 HAZ crack 2 and the A508/Alloy52Mb 
interface crack 3, slight non-conservative and unsafe result will be produced, respectively. This is 
due to that the J-resistance curve of cracks 2 and 3 is slight lower and lower than that of the A508 
base metal crack 1, respectively. For the cracks in buttering Alloy52Mb region, it can be judged 
from Fig.4 that if the J-resistance curve of the buttering Alloy52Mb (crack 5) is used to assess the 
interface crack 3, NIZ crack 4, HAZ crack 6 and interface crack 7, non-conservative (unsafe) results 
will be produced due to the highest J-resistance curve of the buttering Alloy52Mb. Especially for 
the A508/Alloy52Mb interface crack 3 with local crack growth into the Alloy52Mb, the use of the 
J-resistance curve of the Alloy52Mb will lead to the extreme unsafe result. For the cracks in weld 
Alloy52Mw region, it can be predicted from Fig.3 that if the J-resistance curve of the weld 
Alloy52Mw (crack 9) is used to assess the interface crack 7, NIZ crack 8 and interface crack 11, it 
will lead to excessive conservative assessments. While the use for the NIZ crack 10 will be 
reasonable due to the similar J-resistance curve of cracks 9 and 10. For the cracks in 316L region, it 
can be estimated from Fig.4 that if the higher J-resistance curve of the base metal 316L (crack 13) is 
used to assess the interface crack 11 and HAZ crack 12 with lower J-resistance curve, 
non-conservative (unsafe) results will be obtained.  
In general, the analyses described above demonstrate that without considering the local fracture 
resistance properties of narrow HAZ, interface region and NIZ , the use of the J-resistance curves of 
base metals (A508 and 316L) or the weld metals (buttering Alloy52Mb and weld Alloy52Mw) will 
unavoidably produce non-conservative (unsafe) or excessive conservative assessment results. In 
most cases, the assessment results are potentially unsafe. A recent study [19] has shown that the 
resistance to crack initiation and growth is greatly affected by the heterogeneity of the weldment, 
and the importance of the HAZ for fracture behavior of welded joints was also emphasized. 
Therefore, in the integrity assessment for the DMWJ structure, it is recommended to obtain and use 
local mechanical and fracture resistance properties of all regions of the joint if the complex local 
mismatch situation is a concern. The new integrity assessment methods based on local damage and 
fracture models also need to be developed for the DMWJs. 
 
4. Conclusion  
 
(1) The local fracture properties in the DMWJ are determined by fracture mechanism occurring 
ahead of the crack tip, and they are mainly related to the microstructure and local strength mismatch 
of materials at the crack locations. 
(2) The fracture mechanism of A508 HAZ crack 2 and A508/52Mb interface crack 3 is a mixed 
brittle and ductile fracture, which is related to strength mismatch and predominant martensite 
microstructure. This fracture behavior leads to the lower crack growth resistance. 
(3) The columnar crystal orientation relative to crack growth direction apparently affects fracture 
behavior and crack growth resistance of cracks in buttering Alloy52Mb and weld Alloy52Mw. The 
cracks in Alloy52Mb propagate across columnar crystals in a ductile mode, thus higher crack 
growth resistance is produced. While the cracks in weld Alloy52Mw mainly propagate along 
columnar crystal boundaries with low resistance in a brittle mode, which leads to lower crack 
growth resistance.  
(4) The crack path deviations are observed for most cracks in the interface regions, HAZs and NIZs. 
The cracks always deviate to the materials with lower strength, and the crack path deviations are 
mainly controlled by strength mismatch.  
(5) If the local fracture resistance properties could not be used for the heat affected zone (HAZ), 
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interface and near interface zone cracks, the use of the J-resistance curves of base metals (A508 and 
316L) or the weld metals (buttering Alloy52Mb and weld Alloy52Mw) will unavoidably produce 
non-conservative (unsafe) or excessive conservative assessment results. In most cases, the 
assessment results will be potentially unsafe.  
(6) In the integrity assessment for the DMWJ structure, it is recommended to obtain and use local 
mechanical and fracture resistance properties of all regions of the joint if the complex local 
mismatch situation is a concern. The new integrity assessment methods based on local damage and 
fracture models also need to be developed for the DMWJs.  
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Abstract The Acoustic Emission (AE) technique was used to assess the structural stability of the Asinelli 
Tower, the tallest building in the city of Bologna, which, together with the nearby tower, named Garisenda, is 
the renowned symbol of the city. AE is a passive, non-destructive structural evaluation technique based on 
the spontaneous emission of pressure waves by evolving fracture processes. The monitoring program was 
carried out with the aid of a USAM tool, which is part of the equipment used at the Fracture Mechanics 
Laboratory of the Department of Structural Engineering at the Politecnico di Torino. This tool makes it 
possible to conduct a complete analysis of AE signals, acquire a huge quantity of data from on site 
monitoring, and identify the microcracks triggering the damage processes in a structure.  
In the second part of the paper, the results from a preliminary linear analysis are presented, in order to assess 
the structural behavior of the tower. The cracking and crushing strengths of the masonry have both been 
compared with the calculated stresses. The numerical analysis gives a valuable picture of the modal response 
of the tower, providing useful hints for the prosecution of structural monitoring. 
 
Keywords Acoustic emission, monitoring, finite element method, modal analysis, structural assessment. 
 
1. Introduction 
 
For some years, the authors have been conducting research through the application of a material and 
structure control method based on the spontaneous emission of pressure waves from evolving 
defects. With the Acoustic Emission (AE) monitoring technique, the ultrasound signals emitted by 
damage phenomena are received by wide-band piezoelectric (PZT) sensors, i.e., sensors calibrated 
for a frequency range of between 50 and 800 kHz. The AE technique is non-invasive and 
non-destructive and therefore is ideally suited for use in the assessment of historic and monumental 
structures that are subjected to high, long-term loads or cyclic loads, or, more generally, are exposed 
to seismic risk. Having to identify the fractured or damaged portion of a structure, it is possible to 
evaluate its stability from the evolution of damage, which may either gradually come to a halt or 
propagate at an increasingly fast rate. Moreover, if the position of the defects is not known to begin 
with, it can be located by making use of a multiplicity of sensors and by triangulation, prior to 
assessing the stability of a structure based on the evolution of damage phenomena. Using the AE 
technique, the authors have acquired considerable experience in the monitoring of medieval 
masonry towers and other significant historic buildings [1-5].  
The AE technique is ideally suited to control the evolution of structural damage caused by pulse 
phenomena, such as wind and seismic actions. In this study − a significant zone of the masonry 
structure to be analysed having been identified − the AE count obtained during the monitoring 
period was correlated with the frequency of seismic events in the areas around the city of Bologna. 
The data were used to assess the critical phenomena taking place in the structure with the aim to 
predict the evolution of damage over time. 
 
2. Structural description of the tower 
 
The authors of the various histories of the city of Bologna all agree in dating the Asinelli and 
Garisenda Towers to the early twelfth century, but with some minor discrepancies as to the year of 
construction, as pointed out by Ludovico Savioli in discussing the Asinelli Tower in his Annali 
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Bolognesi, written around the end of the eighteenth century: “Our chronicles do not converge 
around the time when it was perfected, some mentioning the year 1111, others the years 1117 and 
1119; a majority of them indicate the year 1109” [6,7]. 
The Asinelli Tower rises to a height of 97.30 m above the ground. It has a square cross-section, 
tapering along its height, the sides measuring ca 8.00 m at the base and 6.50 m at the top. From the 
structural standpoint, the tower can be subdivided into four segments, depending on type of 
masonry. The thickness of the walls varies from 3.00 m at the foundations to 1.00 m at the top. The 
first segment, at the base of the tower, is made entirely of selenite blocks. It starts at a depth of ca 
1.70 m below ground level and rises to 3.00 m above ground. The substructure of the tower is 
nearly square, with sides approx. 10.50 m long. The second segment, with sides tapering from 8.15 
m to 7.70 m, rises to a height of 34.20 m. The third segment, which constitutes the upper part of the 
tower and contains the merlons added in the fifteenth century, has sides that gradually decrease in 
size to ca 6.50m at a height of 81.25 m above ground level. The masonry of the second and third 
segments is a sacco, i.e., consists of an outer and an inner face, 90 cm and 45 cm thick respectively, 
enclosing a mixture of rubble, bricks and mortar – and is characterised by an overall thickness of 
2.80 m. At the base, up to a height of 8.00 m, the tower is surrounded by an arcade built at the end 
of the fifteenth century. 
The studies conducted in the early twentieth century by F. Cavani [8] revealed that the Asinelli 
Tower leaned westward by 2.25 m; this is the reason why it is known as the tallest leaning tower in 
Italy. The latest measurements, made in 2009 by Prof. A. Capra by laser scanning, on behalf of the 
municipality, showed an overall inclination of 1.51 degrees and a deviation from verticality of 2.38 
m. Thus we find that the deviation increased by 13 cm in the course of approx. one century, that is 
to say at an average rate of 1.30 mm/year. Figure 1 shows the Asinelli Tower and the adjacent 
Garisenda Tower in the city centre of Bologna. Figures 2 and 3 show the front elevations and the 
cross-section of the Asinelli Tower and a plan view indicating the zone of application of the AE 
sensors. 
 

 
 

Figure 1. The Asinelli Tower and the Garisenda Tower in the city center of Bologna. 
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Figure 2. Front views and axonometric view of the Torre degli Asinelli. These views, supplied by the 

Municipality of Bologna, are taken from the measurements of the exterior of the structure made by Prof. 
Alessandro Capra by laser scanning. Faces (1) South; (2) East; (3) North; (4) West; (5) Axonometric view. 

The transducers were applied to the north-east corner of the tower, in the zones marked with a circle. 
 

 
Figure 3. Cross-section of the tower at a height of ca 10 m above ground. Drawing supplied by the 

Municipality of Bologna. The corner where the sensors were applied is marked with a circle. 
 
3. Monitoring with the Acoustic Emission technique 
 
Only a limited number of sensors were available and hence the AE devices were positioned in a 
zone that would be both significant for monitoring purposes and easy to reach. In particular, six AE 
sensors were applied to the north-east angle of the tower at an average height of ca 9.00 m above 
ground level, immediately above the terrace atop the arcade. In this area, the double-wall masonry 
has an average thickness of ca 2.45 m (see Figs. 2 and 3). AE monitoring began on 23 September 
2010 at 5:40 PM, and ended on 28 January 2011 at 1:00 PM. It was carried on for ca 2915 hours, 
corresponding to 122 consecutive days. The arrangement of the AE sensors, shown in the photos in 
Fig. 4, corresponds to the scheme illustrated in Fig. 5. The sensors were glued to the outer surface 
of the masonry with cold set silicone based adhesives, selected on account of their good ultrasound 
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signal transmission capacity, resulting in reduced damping at the interface between the masonry and 
the sensors. 
The coordinates of the sensor application points are given in Table 1. The origin of the coordinate 
system of reference, as can be seen in Fig. 5, is at the bottom corner of the masonry at the 
intersection with the outer surface of the terrace surrounding the tower. 
 

 
Figure 4. Photos of the AE data acquisition system on the monitoring site. 

 
Figure 5. Axonometric scheme of the points of application of the AE sensors at the north-east corner of the 

tower. 

Table 1: Coordinates (in cm) of the points of application of the sensors 

 
 
4. Results of the Monitoring 
 
The data collected during the monitoring period were analysed to evaluate crack growth and 
correlate it with the other phenomena considered, e.g., earthquake frequency in the areas around the 
city, and wind effects on the tower. 
In AE analysis, the signals received by the transducers are analysed by means of a threshold 
detection device that counts the signal bursts exceeding a certain electric tension (measured in volts 
(V)). Then, cumulative curves are plotted reflecting the number of bursts recorded in a continuous 
manner during the testing period. This method of analysis, known as Ring-Down Counting, is 
widely used for defect detection purposes. As a first approximation, in fact, the total count number, 
N, can be compared with the amount of energy released during a monitoring period based on the 
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assumption that N grows proportionally to the growth of the damage zone. Needless to say, this 
assumption will apply only to a slowly progressing damage process. [9]. 
Figure 6 shows a plot of the cumulative AE count obtained on the basis of the number of events 
detected per monitoring day. The curve was plotted starting from the date of application of the 
sensors to the time the sensors were permanently removed. Throughout the monitoring period, the 
threshold level for the detection of the input signals coming from the PZT transducers was kept at 
100 mV. Based on the authors’ experience, in fact, this level is the most significant for the detection 
of AE signals from damage processes in non-metallic materials such as concrete and masonry 
[1,2,5,9].  
From the curve in Fig. 6 it can be seen that the masonry is actually undergoing a damage process. 
The plot of the cumulative AE count, in fact, is characterised by jumps reflecting sudden increases 
in N that are seen to occur at certain time intervals. The discontinuities in the cumulative AE count 
curve denote the critical moments during which the release of energy from the microcrack 
formation process is greatest. 
The AE count hourly distribution chart over a 24 hour time span, as determined for the entire 
monitoring period, is shown in Fig. 7.  
 

 
Figure 6. Cumulative AE count based on the data collected at the northeast corner of the tower, from 5:40 

PM of 23 September 2010, to 1:00 PM of 28 January 2011. 
 

 
Figure 7. AE count hourly distribution chart over a 24 hour time span, as determined for the entire 

monitoring period. 
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4.1. AE and earthquakes 
 
During the monitoring period, frequent seismic activities were recorded in the area around the city 
of Bologna. Earthquake data were taken from the website of the Istituto Nazionale di Geofisica e 
Vulcanologia (INGV). From among all the seismic events, only those that might have affected the 
stability of the tower were taken into account. In particular, the following seismic events were 
considered: the two strongest quakes  –i.e., the one that hit the Rimini area on 13 October at 11:43 
PM (4.1 Richter magnitude), and the one recorded in the Modena Apennines on 21 November at 
4:10 PM (3.4 Richter magnitude)– and the earthquakes with a magnitude of over 0.5 that occurred 
within a radius of ca 20 km from the centre of the city. 
The chart in Fig. 8 shows the AE count rate per hour, the earthquakes recorded within a 20-km 
radius from the city centre, and the two strongest quakes that hit the region. All the quakes, the two 
most important ones (denoted with red dots) and the weaker ones (blue dots), are shown as a 
function of time of occurrence and magnitude.  
Fig. 8 reveals a correlation between the AE events recorded experimentally and the seismic events. 
As can be seen, in fact, the energy peaks measured through the AE count rate almost invariably 
occurred during a seismic event. In particular, the highest AE count peak (ca 500) was detected on 
13 October, at 11:43 PM, when the Rimini area was hit by the 4.1 magnitude quake. Hence, this 
seismic event is the pulse phenomenon that resulted in the highest damage effect on the tower. 
The second strongest earthquake, i.e., the 3.4 magnitude quake that hit the Modena Apennines on 
21 November at 4:10 PM, does not introduce any significant change to the chart shown in Fig. 8, 
since the AE activity detected during this event was rather limited. 
 

 
Figure 8. Historic series of the AE differential count and the earthquakes detected within a 20-km radius 

from the Bologna city centre. The chart also shows the two strongest regional earthquakes, which occurred in 
Rimini area and in the Modena Apennines. This chart refers to the entire monitoring period. 

 
4.2. AE and wind 
 
Further analyses were also conducted with a view to correlating the intensity of the wind acting on 
the tower with the AE data recorded during the monitoring period, but no clear correlation has been 
identified as yet. The measurements of wind velocity were obtained from data acquired by wind 
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velocity sensors applied at the height of 78 m on the monitored tower, and averaged for each hour. 
The wind velocity intensities measured during the monitoring period were comprised between 1 and 
7 m/s. These velocities were unable to generate sensible aerodynamic loads on the structure. 
In the chart of Fig. 9 are represented in detail the AE count rate and the wind velocity in a time 
window of 30 hours just after the earthquake that hit the Rimini area on 13 October 2010. The 
graph shows that the peaks in the AE count rate do not correspond with those of the wind velocity.  
Moreover, the chart of Fig 10 relates the wind velocities and the AE count rate obtained during all 
the monitoring period (2915 hours). This graph makes more clear that the two phenomena are 
completely statistically unrelated. 
 

 
Figure 9: AE rate and wind velocity measurements during the monitoring period in a time window of 30 

hours just after the earthquake of 13 October 2010. 

 
Figure 10: Chart relating the wind velocity and the AE count rate during all the monitoring time, the two 

time series seem to be statistically unrelated. 
 
7. Preliminary Finite Element Analysis 
 
A preliminary linear elastic finite element analysis has been carried out in order to assess the stress 
level in the tower, together with the main dynamic characteristics. The finite element model 
accounts for the three-dimensional geometry of the tower, and is composed of nearly 15300 wedge 
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and pyramid elements connecting almost 9000 nodes. The mass of the masonry and of the stone in 
the foundation has been assumed equal to 1800 kg/m3. A mean value for the young modulus, 
accounting for the fact that up to a certain height the tower presents three leafs walls with internal 
filling, has been assumed equal to 5 MPa. 
The preliminary linear elastic analysis considered only the self-weight of the tower (Fig. 11a). It 
was possible to assess that the elastic deformation of the tower is about 8 cm, which is about 1/30 of 
the present total deviation from verticality. 
The level of stress in the masonry of the tower (Fig. 11b) is generally low, although in proximity of 
the monitored area, the level of vertical stress approach 2.1 Mpa, which can be critical in case of 
very poor masonry. 
The preliminary modal analysis showed that the first mode is bending in the west-east plane, with a 
resonance frequency of 0.357 Hz (Fig. 11c). The second mode is bending in the orthogonal plane, 
with an eigen-frequency equal to 0.365 Hz (Fig 11d). The third eigen-frequency is 1.75 Hz, and the 
fourth is 1.78 Hz. The fifth mode is torsional (Fig. 11e) with an eigen-frequency of 3,07 Hz. Those 
results agree quite well with more detailed dynamic analyses carried out by other Authors [11]. 
The maximum vertical stress in the tower is compatible with the acquire rate of acoustic emissions 
from the monitored region. The fact that the first modal shape tends to increase the stress in the 
same area agrees well with the increase of acoustic emissions connected with seismic events. 
 

(a) (b) (c) (d) (e) 
Figure 11. Deformation due to the effect of gravity (a); vertical stress expressed in MPa (b); first modal 

shape (c); second modal shape (d); fifth modal shape (e). 
 
6. Conclusions 
 
From the monitoring process carried out on a significant part of the Torre degli Asinelli it was 
possible to evaluate the incidence of seismic activity and wind action on the progress of fracture and 
damage phenomena within the structure. 
During the monitoring period a correlation between peaks of AE activity in the structure and 
regional seismicity is found. The tower, in fact, as in the case of other monitored historical 
structures built in seismic territory [1,2,5,10], behaved as sensitive earthquake receptor.  
Finally, during the monitoring, no statistical correlation was found between wind and acoustic 
emission. 
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The presented study suggests that the AE structural monitoring coupled with local earthquake 
activity can be a tool of crucial importance in damage mitigation of the structure. 
In order to arrive at a more comprehensive and objective evaluation of the structural conditions of 
the tower, the results obtained with the AE technique −that analyses the ultrasound signals coming 
from microcracks in the masonry− should be supplemented with data obtained on other zones of the 
structure subject to different stress-strain conditions. 
Moreover, earlier studies conducted by the authors with the AE technique on the stability of historic 
buildings made of stone or brick masonry have shown that the damage process is characterised by 
appreciable size effects on dissipated energy density. The multiscale aspect of energy dissipation 
can be addressed with statistical and fractal criteria in order to predict the onset of critical 
conditions in an actual structure [1,2]. 
By adopting these methods it becomes possible to introduce an appropriate energy parameter for the 
assessment of damage propagation in structural elements. This parameter is based on the correlation 
between the cumulative AE count in an actual structure and the corresponding AE activity 
measured on different size specimens obtained from the structure and tested up to failure [1,2]. 
Accordingly, if an opportunity arose to take test specimens from the tower (small cores, 2.5 to 10 
cm in diameter, according to a minimally invasive approach), or if it were possible to carry out 
on-site double-jack tests while acquiring the AE signals, the safety and residual life of the structural 
parts monitored could be evaluated more effectively. 
Additional significant data −as was done in [12] for the Medieval Towers of Alba− are obtained 
with a FEM numerical modeling of the structure that is able to capture the static effects on damage 
phenomena of permanent loads and the dynamic effects of seismic events and wind-structure 
interaction. 
 

Acknowledgements 
The financial support provided by the Regione Piemonte (Italy) RE-FRESCOS Project, is gratefully 
acknowledged. The authors wish to thank the Municipality of Bologna and Eng. R. Pisani for 
allowing this study on the Asinelli Tower. 
 

References 
[1] Carpinteri, A. and Lacidogna, G., “Structural monitoring and integrity assessment of medieval 

towers”, Journal of Structural Engineering, ASCE, 132 (2006) 1681–1690. 
[2] Carpinteri, A. and Lacidogna, G., “Damage evaluation of three masonry towers by acoustic 

emission”, Engineering Structures, 29 (2007) 1569–1579. 
[3] Carpinteri, A. and Lacidogna, G. (Editors), Earthquakes and Acoustic Emission, Taylor & 

Francis, London 2007. 
[4] Carpinteri, A., and Lacidogna, G. (Editors), Acoustic Emission and Critical Phenomena: From 

Structural Mechanics to Geophysics, CRC Press, Boca Raton 2008. 
[5] Niccolini, G., Carpinteri, A., Lacidogna, G. and Manuello, A., ”Acoustic emission monitoring 

of the syracuse athena temple: Scale invariance in the timing of ruptures”, Physical Review 
Letters, 106 (2011) 108503/1–4. 

[6] Savioli, L. V., Annali Bolognesi, Vol. 3, Bassano, Remondini e figli, Bologna 1784–1795. 
[7] Bertocchi, E. and Trussardi, D.C., “Studio delle vicende storiche e dei quadri fessurativi di torri 

in muratura per la valutazione della loro sicurezza sotto carichi ciclici e di lunga durata”, 
Degree Thesis, Politecnico di Milano, Supervisors Binda, L. and Anzani, A. 1996. 

[8] Cavani, F., “Sulla pendenza e sulla stabilità della Torre degli Asinelli di Bologna”, Accademia 
delle Scienze, Bologna 1912. 

[9] Carpinteri, A. and Lacidogna, G., “Damage monitoring of an historical masonry building by the 
acoustic emission technique”, Materials and Structures, 39, (2006) 161–167. 

[10] Carpinteri, A., Lacidogna, G and Niccolini, G., “Acoustic emission monitoring of medieval 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-10- 
 

towers considered as sensitive earthquake receptors”, Natural Hazards and Earth System 
Sciences, 7 (2007) 1–11. 

[11] Riva P., Perotti F., Guidoboni E. & Boschi E., “Seismic analysis of the Asinelli Tower and 
earthquakes in Bologna”, Soil Dynamics and Earthquake Engineering 17 (1998) 525–550. 

[12] Carpinteri, A., Invernizzi S. and Lacidogna, G., “In situ damage assessment and nonlinear 
modelling of a historical masonry tower”, Engineering Structures, 27 (2005) 387–395. 

 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-1- 
 

Multiscale monitoring of interface failure of brittle coating/ductile substrate 
systems: a non-destructive evaluation method combined digital image 

correlation with acoustic emission 
Weiguo Mao 1, 2, *  Duojin Wu 1, 2  Wangbin Yao 1, 2  Meng Zhou 1, 2   

Yichun Zhou1, 2  Chunsheng Lu 3 
1 Key Laboratory of Low Dimensional Materials and Application Technology, Ministry of Education, Xiangtan 

University, Hunan 411105, China  
2 Faculty of Materials, Optoelectronics and Physics, Xiangtan University, Hunan 411105, China  
3 Department of Mechanical Engineering, Curtin University, Western Australia 6845, Australia 

* Corresponding author: wgmao@xtu.edu.cn and ssamao@126.com  
 

Abstract  In this paper, we proposed a non-destructive evaluation method combined digital image 
correlation (DIC) with acoustic emission (AE) techniques, which was used to in-situ monitor interface failure 
and internal damage of brittle coating/ductile substrate systems under different size scales by bending tests. 
Measurements of full/local field strain fields by DIC in the segmented coating clearly show typical 
heterogeneous failure process and successfully clarify several controversial assumptions introduced in 
theoretical models. AE results effectively reveal the damage evolution of cracking nucleation, propagation 
and coating spallation of the ceramic coating by combining wavelet transform with traditional 
parameter analysis under external loads. The conclusions show that there is a good relationship between 
digital image correlation and acoustic emission signals with the aid of test time during the coating failure, 
which can be applied to judge cracking formation and coating delamination, and to obtain the most important 
critical experimental data. As an example, several crucial mechanical properties of a thermal barrier coating 
system including fracture strength, fracture toughness and shear strength were determined.  
 
Keywords  Digital image correlation, Acoustic emission, Brittle coating/ductile substrate, Mechanical 
properties, Thermal barrier coating 
 
1. Introduction 
A system consisting of ductile substrate with functional brittle film/coating layers has been 
ubiquitous in a variety of applications such as micro-electronics, ferroelectric actuators, thermal and 
abrasion resistance.[1-4] Owing to mismatch of thermo-mechanical properties between film/coating 
and substrate, however, such a system is always subjected to residual stresses, which would 
eventually lead to a structural degradation of coating near interfacial regions. Therefore, how to 
evaluate the interface adhesion performance of a system and predict its reliability has attracted 
ever-increasing attention in recent years. To realize optimal design, it is necessary to measure the 
variation of full/local strain fields, cracking nucleation, propagation and spallation of a coating/film 
system during tests. However, it is difficult and inconvenient to accurately obtain information at 
small size scales with conventional strain gauges, displacement and force sensors, and optical 
microscopes. Recently, several advanced experimental techniques have been available in the 
investigations of coating failure and delamination. Atomic force microscopy provides a means of 
accurate mapping of changes in coating sub-surface that are related to the evolution of debonding.[5] 
Ultrasonic force microscopy was used to identify the locations of decohesion, which is sensitive to 
the local variation in mechanical compliance.[6] Scanning electron microscope and thermograph 
have been utilized to detect the damage evolution.[7,8] Unfortunately, these techniques can only be 
applied to qualitatively characterize the microstructure variation and cracking morphology of 
coating. It is difficult to provide in-situ quantitative stress/strain information and other detailed 
damage features to study interfacial properties of a coating/film system. Thus, it is urgent to 
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develop a real-time reliable method to monitor the microscopic failure process of a brittle 
coating/ductile substrate system and to provide the criteria of coating delamination. 
The digital image correlation (DIC) technique, which measures strain fields by tracking random 
speckle patterns on specimen surface,[9-11] is suitable for continuously detecting micro/nano-scale 
deformations.[12,13] In addition, accompanied with cracking and coating fracture, the locally 
stored elastic energy is released in the form of acoustic emission (AE) signals. AE is a passive 
non-destructive testing technique that relies upon the detection of stress waves propagated through a 
solid as it undergoes strain. Thus, it is appropriate for monitoring the internal damage evolution of a 
material.[14,15] In previous works, DIC and AE techniques have been simultaneously applied to 
study the crack profile, localized plastic strain evolution and full/local strain fields of bulk materials, 
especially metal alloys with different scales.[16-20] However, precise matches have not been 
established between AE and DIC techniques to elucidate failure mechanisms of alloys. On the other 
hand, strain fields and crack profiles of brittle coating/ductile substrate systems are much more 
complicated than that of bulk materials. To the best of our knowledge, there have been few studies 
where both DIC and AE techniques are applied to monitor the failure process of multiple 
coating/film systems.  
In this paper, we proposed a combined experimental method of DIC and AE techniques to realize 
in-situ tests of the failure process of brittle film/coating systems under bending tests. The main 
attention was on how to accurately judge the time and location of cracking formation and coating 
delamination by synthetically analyzing DIC, AE, and universal testing machine data. A 
relationship between DIC and AE techniques was established to elucidate interfacial failure 
mechanisms of brittle coating/ductile substrate systems at small size scales. 

2. Experimental 
An air plasma sprayed as-received thermal barrier coating (TBC) was selected as a typical brittle 
coating/ductile substrate system. Well-polished and cleaned SUS304 stainless steel plates of 40 × 
20 × 2 mm3 were used as substrate, on which a Ni–20Cr–10Al–1Y bond coat with thickness of 100 
μm and an 8 wt % Y2O3 top coating with thickness of 300 μm were deposited, respectively, by air 
plasma sprayed technique. The experimental set-up is illustrated in Fig. 1. The total of 10 TBC and 
5 uncoated substrate specimens were tested under three-point bending at a speed of 0.1 mm/min 
using the universal testing machine (REGER 2000), DIC instrument (ARAMIS), and AE equipment 
(SWAE-5) at room temperature. Prior to DIC testing, stochastic patterns were prepared by spraying 
a thin layer of black and white paint with airbrush guns. A 1624×1236 pixels charge coupled device 
camera equipped with a lens of 50 mm focal length was used to in-situ measure the macroscopic 
morphology and strain evolution of a region with a sampling rate of 2 images per second. DIC was 
performed on an image of 4 × 2 mm2 to determine local strain fields during loading, as shown with 
a dashed frame in Fig. 1. The facet size was defined to be 90 × 90 µm2 during tests. Post-processing 
was achieved with the commercially available DIC software (Aramis) to obtain strain data. The 
measuring error of strain is less than 0.05%.[9,16]  
An AE sensor probe with the resonance of 70–400 kHz was located on the side of substrate, which 
was utilized as a real-time continuous monitor to record signal waves released from fracture  
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Figure 1. Schematic of three-point bending tests with DIC and AE techniques. The rectangle with dashed 

blue lines was defined as a region for DIC monitoring. 
sources. The AE sampling rate was set to be 1 MHz. The amplitude distribution of AE signals was 
in the range of 0–100 dB. For TBC tests, we chose 40 dB as the amplitude threshold to avoid the 
influence of noise and substrate deformation. AE data were analyzed by combining wavelet 
transform with traditional parameter analysis. The corresponding energy coefficient was calculated 
by using MATLAB programs with “db8” wavelet.[14] Similarly, the scale was restricted to 5 and all 
signals were decomposed into 6 levels with the frequency range of D1, D2, D3, D4, D5 and C5.[14] 
It is found that the peak value of the energy ratio of different frequency bands corresponds to the 
different failure type, which is similar to the results by Seong et al..[21] Therefore, according to the 
maximum energy ratio among the frequency bands of AE data, the dominant failure or cracking 
patterns can be determined with the aid of DIC observations. It is worth noting that, however, all 
experimental apparatus should be synchronously performed to validly judge crack nucleation, 
propagation and delamination of coating. 

3. Results and discussion 
3.1 AE features of uncoated substrate  
To consider the influence of uncoated substrate deformation on AE signals of TBCs, the 
characteristics of AE events and load-deflection-time curve are shown in Fig. 2. It is seen that the 
amplitude and number of AE signals are weak and small even though substrate experiences elastic 
and plastic deformation under bending. The wavelet analysis indicates that the dominant frequency 
band of AE signals is D3 for substrate deformation and its corresponding energy ratio is 0.55. 
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Figure 2. The distribution of AE events of uncoated substrate versus test time and the corresponding 

loading-deflection curve during bending. 
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3.2 In-situ monitoring of interface strain during bending 
As shown in Fig. 1, the brittle coating was located underneath substrate, where fracture occurs first 
due to undertaking the maximum tensile or bending stress. Thus, the subsurface and interface 
regions were monitored and denoted with A and B, respectively. Based on the analysis of DIC data, 
three special points L1, L2 and L3 are extracted and marked in the curve of Fig. 3, corresponding to 
cracking nucleation and coating delamination. For each point, its maps of lateral strain xxε  and 
longitudinal strain zzε  are displayed and inset in Fig. 3. When the deflection ω  is small, strain 
maps of xxε  and zzε  represent a homogeneous distribution behavior at the early stage (point L1). 
When ω  increases up to 0.38 mm (point L2), the monitor of DIC shows that three apparent strain 
concentration regions appear close to coating subsurface. With the increase of ω , micro-cracks 
rapidly propagated towards the coating/substrate interface and other strain concentration regions 
continued to initiate near the coating subsurface region, as indicated in inset of strain maps at 3ω  = 
0.68 mm (point L3). The DIC micro-observations clearly reveal that vertical cracks firstly form near 
the coating subsurface and then propagate to the coating/substrate interface as bending load 
increases. Once arriving at the interface, they gradually deflect into interface cracks and start to 
propagate within coating along the interface direction. Eventually, the number of surface vertical 
cracking stops increasing and goes into a saturation state. Partial interface cracks result in coating 
delamination and subsequent spallation. Thus, there are two main types of cracking patterns: 
surface vertical cracks and interface cracks (see inset in Fig. 3). 

 
Figure 3. A typical loading-deflection-time curve of TBCs under bending. A series of strain map insets show 

the evolution of lateral and longitudinal strains in monitored area with the increase of ω, as shown in Fig. 
1(a). Here, ω at three points L1, L2 and L3 are equal to, respectively, 0.09, 0.38 and 0.68 mm. 

3.3 Failure modes and AE measurements during bending tests 
The local stored elastic energy in coating would release due to cracking formation and coating 
fracture. The evolution of local strain and AE data of two regions A and B were extracted and 
re-plotted in Figs. 4(a) and (b), respectively. For region A, the magnitude of xxε  gradually 
increases with the increase of ω . The result of a randomly selected AE signal before coating 
cracking shows that the dominant frequency band of AE signals is D3 and the corresponding energy  
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Figure 4. The evolution of local strain and AE signals as a function of loading time during bending tests. (a) 
The variations of εxx and εzz with test time provided by DIC, and (b) the distributions of three different kinds 

of AE signals with test time corresponding to different failure types. 
ratio is 0.55, as presented in Figs. 5(a) and (b), respectively, which means that AE signals are 
mainly ascribed to substrate deformation before cracking nucleation. It is interesting to observe an 
abrupt transition at xxε = 0.75% when the loading time t = 152 s, which implies a surface vertical 
crack formation in region A. The wavelet analysis of recorded AE data indicates that AE signals 
change from a single type into two completely different modes (see Fig. 4(b)). The related dominant 
frequency band of AE signals changes from D3 into D1 and its energy ratio is 0.62, as shown in 
Figs. 5(c) and (d). It clarifies that before t = 152 s, AE signals are substrate deformation, as marked 
with yellow in Fig. 4(b). But after t = 152 s, two AE signals are composed by surface vertical cracks 
and substrate deformation. The new AE events are labeled by red in Fig. 4(b). It is obvious that the 
amplitude and energy of cracking AE signals are much more than that of substrate deformation. 
When ω  increases, similar surface vertical cracks occur close to coating subsurface and then 
propagate toward the coating/substrate interface. It is observed from DIC data that the evolution of 

zzε  in region B displays an apparent excursion and changes from compressive to tensile states at t 
= 312 s. The reason may be that, after the first vertical crack in region A reaches at the 
coating/substrate interface (region B), it transformed into a new interface crack. Simultaneously, the 
analysis of AE signals indicates that there appears another new kind of AE events marked with 
green in Fig. 4(b). In this phase, the dominant frequency band of AE signals turns from D1 into D2 
and the corresponding energy ratio is 0.75, as shown in Figs. 5(e) and (f), respectively. Finally, as 
ω  increases, brittle coating may break into a few small segmented coatings when different 
interface cracks link with each other. Based on the wavelet transform with traditional parameters 
and DIC micro-observations, the major features of AE signals of TBCs can be divided into three 
different phases, including no cracking, surface vertical cracks and interface cracks. Therefore, the 
related border lines can be determined by these special test time points, as shown in Fig. 4(b). The 
correlation between DIC and AE data as a function of test time can be established, which is utilized 
to accurately judge cracking formation and coating delamination of coating/film systems. More 
importantly, such a method can be used to obtain critical experimental data near transition points,  
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Figure 5. Three typical AE waveforms extracted from different test time points in Fig. 4(b), i.e. (a) primary 
phase, (c) t = 152 s and (e) t = 312 s, respectively. Figures (b), (d) and (f) are their energy coefficient ratios 

after wavelet analysis. 

 
Figure 6. Schematic of the shear lag model for a segmented coating 

which are crucial to deduce mechanical properties of coating/film systems, such as interface 
adhesion strength, fracture toughness and energy release rate. 
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3.4 Evaluation of interface fracture toughness 
Using the critical experimental data obtained above, a shear-lag model was introduced to estimate 
the fracture toughness of TBCs.[22,23] In our tests, deflection is currently restricted within a very 
small range. Assumed that the segmented coating mainly undertakes tensile stress,[24] as illustrated 
in Fig. 6, the stress distribution in a coating segment can be written as [25] 

cosh( )( ) 1
cosh( 2 )c c s

xx E ξσ ε
λ ξ

⎡ ⎤
= −⎢ ⎥

⎣ ⎦
                         (1) 

where λ and σc(x) are length and tensile stress of the segmented coating, respectively, sε  is average 
tensile strain in substrate, and ξ  is defined as 1 2c iE d d Gξ = . Here, cE  is Young’s modulus of 
coating and iG  is shear modulus of interlayer, and 1d  and d2 are thicknesses of coating and 
interlayer, respectively. The strain energy accumulated in the coating segment per unit length under 
tensile stress can be approximated by 

2
12

2

( ) d
2

c

c

x dU x
E

λ

λ
σ

−
= ∫                            (2) 

Inserting Eq. (1) into Eq. (2), the strain energy is 
2

1 3 tanh( 2 )
2 1 cosh( )

c sE dU ε λλ λ ξ
λ ξ

⎡ ⎤
= + −⎢ ⎥+⎣ ⎦

             (3) 

As the length a  of interface delamination grows, the length of bonded part is reduced as 
2o aλ λ= − , where λ  and oλ  denote the current and initial lengths of the bonded coating. For 

simplicity, it is assumed that only the strain energy in coating drives delamination.[26] Then, the 
energy release rate G associated with interface delamination can be written as 

[ ]
[ ]

[ ]

2
21

2

2( 2 )sinh ( 2 )222 3sec ( )
2 1 cosh ( 2 ) 2 1 cosh ( 2 )

o oc s o

o o

a aE d aUG h
a a a

λ λ ξε λ
λ ξ ξ ξ λ ξ

⎧ ⎫− −−∂ ⎪ ⎪= − = + − +⎨ ⎬∂ + − ⎡ ⎤+ −⎪ ⎪⎣ ⎦⎩ ⎭
  

(4) 
Thus, the interface fracture toughness Gc can be deduced based on the delamination onset strain εcrit 
at 0a = . For an as-received TBC system, cE  = 10 GPa [27], iG  = 4.5 GPa, 1d = 300 µm, 2d = 
100 µm, oλ = 0.83 ~ 1.16 mm, and εcrit = 0.64 − 0.72 % by DIC measurements. The interface 
fracture toughness of TBCs was estimated to be 103−129 J/m2 by Eq. (4), which are agreement well 
with available results.[28,29] 

4. Conclusions 
The interface failure characteristics of TBCs were studied by bending tests with the aid of DIC and 
AE techniques. An important correlation between DIC and AE was established as a function of test 
time, which can be used to judge cracking nucleation and coating delamination of TBCs. Compared 
with traditional strain measurements and crack observation methods, this non-destructive 
measurement method has an advantage in dynamically monitoring the coating/film failure and 
assessing their reliabilities at different size scales. Using crucial experimental data, the fracture 
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toughness of top coating/bond coat interface was estimated to be 103−129 J/m2 by a shear-lag 
model. For tensile tests, according to the dominant frequency bands and SEM observations, the 
correlations between AE signals, fracture types and failure mechanisms can be successfully 
established. Such a method can be also applied in non-destructive real-time evaluation of 
mechanical characteristics of bulk and coating/film materials at high temperatures.  
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Abstract The fiber push-out test is a basic method to probe the mechanical properties of the fiber/matrix 
interface of a fiber-reinforced composite. In this paper, the interfacial mechanical properties of carbon 
fiber/epoxy composites are analyzed effectively combing nano-indention technique with cohesive element 
modeling. Based on the load-displacement curve obtained from the nano-indention experiments, the 
interfacial shear strength is calculated about 13.7MPa. Furthermore, the finite element method (FEM) model 
of a fiber-reinforced composite is built in software ABAQUS, in which cohesive zone model is chosen to 
represent of carbon fiber/epoxy composites interface. The computed results are consistent with experiment 
data. 
 
Keywords Nano-indentation, Cohesive element, Fiber push-out test, Interfacial shear strength 
 
1. Introduction 
 
Due to the superb properties of high stiffness, high modules, high strength and low thermal, carbon 
fiber-reinforced composites material are widely used in many fields such as aerospace, electronic 
and medical engineering [1]. The carbon fiber-reinforced composite is consisting of three 
components, ie. fiber, matrix and interface. A good interfacial bonding is important to the effective 
load transfer from matrix to fiber, which helps reducing stress concentrations. Besides, fracture 
toughness and fatigue life of fiber-reinforced composites also rely on their interfacial properties. 
Therefore, research on the interface between fiber and matrix can help designing fiber-reinforced 
composites material with improvement of the above properties [2]. 
 
In recent decades, three main methods are used to analysis interfacial bonding strength, namely, 
single fiber pull-out, single fiber push-out and fiber fragmentation (Figures1-3). The fiber push-out 
test is the most effective measure method to quantify the in situ characterization of interfacial 
properties of the fiber-reinforced composite. Nowadays, most experimental investigations of the 
fiber push-out debonding are based on universal testing machine (UTM), in which the fiber 
diameter is chosen larger than the one used in actual composites. However, compare to UTM, 
nano-indentation push-out test has higher precision, in which mechanical properties of interface is 
investigated under micro-nanoscale, A.Urena[3]studied the interfacial mechanical properties of 
AA6061(aluminum alloy) reinforced by short carbon fibers coated with different metallic films 
using the nano-indentation technique and presented the load-displacement curve. In order to obtain 
accurate interfacial parameter, combined experimental and numerical studies of carbon 
fiber/polymer composites are more used in this paper. Cohesive zone in finite element analysis 
(FEA) is a common method to build the interfacial model, which was proposed by Barenblatt[4]and 
Dugdale[5]. Afterwards, many studies pay attention to modeⅠfracture failure by using cohesive 
zone simulation. For example, cohesive finite element method (CFEM) is employed by X. Guo [6] 
to investigate the paradox of a brittle nano-structured interface (nano-grained interface layer) and a 
ductile layered stainless steel. However, less attention has been paid to cohesive modeling of fiber 
push-out test. In our work, the interface is built by zero thickness cohesive elements in ABAQUS 
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software. 

              
Figure 1. Fiber fragmentation     Figure 2. Fiber push-out             Figure 3. Fiber pull-out 

 
2. Experiment details 

 
Push-out tests were performed on carbon fiber-reinforced epoxy composite material where the fiber 
volume fraction is about 0.6. The specimens were cut from the original composite by wire cutting 
machine and the uniform size is 20mm in length, 18mm in width and 10mm in thickness. 
Afterwards, the specimens are polished by using Sic abrasive paper with 2500 grain size, a 
thickness 100µm can be obtained. In order to make sure that fiber has enough space to be pushed 
out, we designed a sample table (as shown in Figure4). There is a circle hole in the centre of sample 
table; the specimens cut-well were glued on the top face. Besides, the direction of fiber layer should 
be perpendicular to the sample table. 

 
 
 
 
 
 
 
 
 
 
 

Figure 4. Sample for fiber push-out 
 
The load-displacement curve of a single fiber push-out process is measured by nano-indention 
instrument and illustrated in Figure 5. It is shown that the whole process can be divided into three 
stages. In the first stage, fiber displacement is increased linearly with the applied load; and in the 
second stage, fiber begins to slide from the matrix and crack start to propagate in the interface, until 
interfacial failure, both the maximum load of fiber debonding and maximum displacement can be 
achieved in this stage. At last stage, because of indenter contact the matrix, the load continues to 
grow with the growth of the displacement, this stage means the end of push-out test. 
 
 
 
 
 
 
 
 
 

Figure 5. Load-displacement curve of fiber push-out test 
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In this paper, single fiber nano-indentation push-out tests were performed by using a spherical 
indenter with a contact diameter of 10µm.The applied load on the fiber was increased at a constant 
rate of 0.05µm/s. The load-displacement curve was obtained in which the maximum load is 
32-35mN and the related displacement is about 1µm.It is assumed that the shear stress was uniform 
distribution at the interface, so the interface shear strength can be calculated as equation (1). 
 
                                τ!"# =

!!"#
!!!"

                                 (1)  
 
where P!"#  indicates  the  maximum load, R  represents  fibre radius, L  denotes  the thickness of 
the sample, the calculated shear strength is about 13.7MPa. 
                                      
3. Numerical simulation 
3.1 FEM model and material parameters 
 
Currently there are three main kinds of interface element: represented-line spring element [7], 
represented-Contact element [8] and CFEM. Particularly in CFEM, the damage variable can be 
specified by an initiation criterion and evolution law, thus the CFEM has been widely used for 
interface failure and debonding study [9-11]. 
 
In this paper, the FEM model is built by commercial software ABAQUS, which consists of carbon 
fiber, epoxy matrix, and interface (Figure6). Four-node axi-symmetric plane element (CAX4R) is 
used for both fiber and matrix and four-node axi-symmetric plane cohesive element (COHAX4) is 
used for interface between them. In total, there are 4097 CAX4R elements and 250 COHAX4 
elements. Moreover, the material properties of fiber and matrix are listed in tables 1 and 2. 
 
 

 
 
 
 
 
 

ffff 
 
 
 
 
 

Figure 6 . FEM model 
 

Table 1. Mechanical properties of carbon fiber [1] 
 

Parameter              Carbon fiber(T300) 
                     Transverse modulus (GPa)         15 
                     Axial modulus (GPa)             230 
                     Axial shear modulus (GPa)         27 
                     Transverse shear modulus (GPa)     7 

Axial Poisson’s ratio            0.013 
                       Fiber radius (µm)                3.5 

 

Fiber 
(CAX
4R) 

Interface 
(COHAX4) 

Matrix (CAX4R) 
 

Punch 
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Table 2. Mechanical properties of epoxy [1] 

Parameter               Epoxy 3501 
Modulus (GPa)               4.3  
Poisson ratio                 0.3 

 
3.2 Cohesive zone traction-separation law 
 
In addition, a traction-separation law is implemented to describe the interface cohesive elements 
between the fiber and the matrix for FEM simulation as shown in Figure 7. The debonding in 
push-out process is a pure mode II fracture problem. At first, the stress of crack tip in cohesive zone 
increases linearly with the separation displacement until the displacement reaches the initiation 
point of damage δ!"!# at where the crack begins to propagate. Afterwards, the tensile stress of 
crack will be decreased linearly with the displacement. When the stress is reduced to zero at the 
point of  δ!"#$, the crack is extended along the whole interface surface which leads to the interface 
failure of the material.  
 
 
 

       
                               
 
 
 
 

Figure 7. Traction-separation law proposed for interface fracture modeling 
 

The interfacial shear stress τ!" can be expressed as equation (2)  where  τ!"#  is the interfacial crack 
initiation stress under shear loading condition 
 

                                                                                  τ!" =

τ!"#
δ!"!#

δ                                                      0 ≤ δ ≤ δ!"!#
τ!"#

δ!"#$!δ!"!#
δ!"#$ − δ       δ!"!# ≤ δ ≤ δ!"#$

                                

            
                 (2)   

 
 
Correlating to energy-based fracture toughness and load-displacement curve, the fracture energy 
can be calculated as equation (3): 
 

GⅡ! =
!
!
τ!"#δ!                                  (3) 

 
The cohesive element stiffness equal to the material stiffness .The uncoupled elastic constitutive 
relation is written as equation (4): 
 

T = !!
!!

= K!! K!"
K!" K!!

!!
!!

= !!
!!

                       (4) 
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The damage and fail law of the cohesive elements is according to the traction-separation relation, 
while the traction-separation relation was defined by the initiation and evolution. Damage 
initiations rely on the beginning of stiffness degradation. In our work, the linear maximum nominal 
stress criterion was used. Damage is initiated when the maximum nominal stress ratio reaches unity 

[10]: 
 

max !!
!!!
, !!
!!
! = 1                               (5) 

 
where T!!,T!! represent the peak nominal and shear stress, the damage evolution law describes the 
rate at which the effective material stiffness degrades after damage initiation. 
 
4. Numerical results  

 
By numerical simulation, a typical fiber push-out load-displacement curve can be obtained. The 
whole process a divided into three stages that can be shown in Figure 8, the first stage of curve is 
mainly fiber elastic deformation occurs. The second stage of curve is a nonlinear relationship, due 
to the punch increase load on interface characterized by cohesive element damaged and failure, Led 
to the separation between fibers and matrix. The third stage, the fiber and matrix lose bonding; there 
is only friction between them. 
 
Compared with previous experimental curve, the reason why the experimental curve different with 
Simulation curve was attributed to that our work was not consider the contact between punch and 
fiber, the effect of contact with matrix is meaningless. While debonding force and failure 
displacement from the simulation and experimental are the same value. 
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Figure 8. Load-displacement curve of numerical simulation  
 
As the lateral friction will be produced when punch contact fiber, the numerical simulation which 
fully considered. The coefficient of friction in simulation are 0、0.3、0.6、0.9. The results are shown 
in Figure 9. 
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Figure 9. Variation of load with push-out displacement of carbon fibers with different fiction coefficients 

 
Because the interface characterized by cohesive element, wherein the relationship exists between 
modulus, strength and fracture energy release, therefore, fracture energy release rate is important 
parameters, its impact is shown in Figure 10. 
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 Figure 10. Relation of fracture energy release and maximum debonding force 
 

5. Conclusions 
  
In this paper, the interfacial shear strength of carbon fiber-reinforced composite was investigated by 
nano-indentation experiment. The interface was also simulated by cohesive element in software 
ABAQUS. The conclusions are as follows.  
(1) The load-displacement curve of carbon fiber push-out derived from experiments is different 

with the one obtained from the simulation. However, the debonding force and failure 
displacement are the same from the simulation and experiment as the contact between punch 
and fiber is ignored. 

(2) The effect of lateral friction between punch and fiber can be ignored due to its slight effect on 
the experimental results. 

(3) The maximum debonding force is related to the fracture energy release of cohesive elements and 
increases with the interfacial strength. 
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Abstract  Former studies shows that the impact resistance of composite can be significantly enhanced by 

insterting shape memory alloy (SMA) fibers. The interfacial delamination behavior of SMA reinfored 

composite plate is numerically studied with the cohesive zone model. Our results indicate that the interfacial 

damage of SMA reinforced composite plate is apparently decreased compared with traditional composite 

plates.  

 
Keywords  Interfacial delamination, SMA, Composite, Low velocity impact 
 

1. Introduction 
 
As is well known, fiber reinforced compoistes (FRC) are prone to impact damage. The scientific 
community has sought different ways to improve the impact performance of FRC. Shape memory 
alloys such as NiTi alloys, have long been known as a class of smart materials, which possess 
pseuodoelastic behavior and shape memory effect, depending on the temperature of the enviroment. 
When the SMAs display pseudoelastic behavior, the recovery strain can reach 8%. A large amount 
of deformation energy can be absorbed in a loading cyclic. This special character of SMAs has 
importatn potential applications to improve the mechanical performance of FRCs.  
 
The idea of inserting SMA fibers into FRC was initilized by Paine and Rogers in 1994 [1]. They 
revealed by experiments that the damage of the composites can be largely reduced by inserting 
SMA fibers. A large amount of the deformation energy was absorbed by the SMAs during the 
deformation process. Jia et al.[2] further studied the impact behavior of SMA reinforced composites. 
Their study also shows that the impact behavior of the composites is largely enhanced due to the 
pesudoelastic behavior of the SMA fibers. Lau [3] and his collabrators studied the interfacial 
delamination behavior of SMA reinforced composites both experimentally and theoretically. Again, 
the beneficial effects of the inserting SMA fibers were identified. This paper studies the interfacial 
delamination of SMA reinforced composites by finite element analysis. The cohesive zone 
modelling is adopted to simulate the delamination behavior of the composite laminates. The 
influences of the position of the inserted SMA fibers and the enviroment temperature on the 
delamination behavior of the composites under low velocity impact are systematically studied.  
 

2. FEM Models and Simulations 
 

Former studies have shown that matrix fracture and interfacial delamination are two main damage 
modes of fiber reinforced composites. In order to see how the SMA fibers enhance the delamination 
behavior of the composite laminates, we adopt the FEM model shown in Figure 1.. In Figure 1., 
eight layers of composite laminates are considered. For the upper four layers, the fibers are along 
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the zero degree direction while for the lower four layers, the fibers are along the 90 degree direction. 
Inbetween the middle two layers, the cohesive elements are inserted to simulate the interfacial 
delamination.  

 

Figure 1. The numerical model to simulate the interfacial delamination.  

A cylindrical projectile with a spherical head is adopted to introduce the low velocity impact. The 
velocity of the projectile is calculated according to the impact energy and the mass of the projectile. 
We assume the the cross section of the SMA fibers is of rectangular shape. The thickness of of the 
SMA fiber is the same as that of the laminate. In the simulation, we assume the projectile is rigid. In 
the impact zone, the mesh of the FE model is refined. The mesh of the FE model is shown in Figure 
2.. The simulation was conducted on the finite element software ANSYS/LS-DYNA. 

 
Figure 2. The mesh of the FE model. 

In order to simulate the pseudoelastic behavior of NiTi SMA, we adopt the constitutive equation 
given by Kim et. al. [4]. The constitutive relation of the NiTi SMA is dependent upon the 
environment temperature. As only limited experimental results are available, only three 
temperatures are adopted, i.e., 350K, 370K and 390K, as shown in Figure 3..  

 

Figure 3.The constituve behavior of SMA under different temperatures [4]. 
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3. Results and Discussions 
 
In order to validate our simulation, we assume there are no SMA fibers inserted in the FE model. 
The shape of the delaminated zone is then recorded. The simulated results show that the shape of 
the delaminated zone is consistent with the experimental measurements, which implies that the FE 
model is reliable to simulate the interfacial delamination of the composite laminates. After that, the 
influences of the SMA fibers on the delamination behavior is further studied.  
 
Figures 4 and 5. compares the delamination area and maximum deflection of the laminate during 
the impact process. In these two figures, the SMA fibers are inserted into the third and sixth layers 
respectively. From these two figures, we can see that the delamination behavior of the composite 
laminates can be largely enhanced by inserting the SMA fibers.   

 

Figure 4. The time history of the delamination ratio. The impact energy is 4J. 

 

 

Figure 5. The deflection of the compoiste plate. The impact energy is 4J. 

 
The delamination behavior of the composite laminates under different temperatures are also 
simulated, as shown in Figure 6.. From Figure 6., we can see that the delamination area under 
different temperatures doen’t change much. This is due to the fact that the mechanical behavior of 
the SMA fibers in the temperature range 350K-390K doesn’t change significantly. It is believed that 
the temperature will influence the delamination behavior more significantly when the temperature 
changes in a larger range.  
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Figure 6. The delamination ratio under different temperatures. The impact energy is 4J. 

In Figure 7, the position of the inserted SMA fibers are studied. In Figure 7., the SMA fibers are 
inserted in the sixth, seventh and eighth layer respectively. We can see that as the position of the 
SMA fibers is further from the impact point, the beneficial effects of the SMA fibers to prevent 
delamination become more pronouned.  
 

 

Figure 7. The influence of the position of the SMA fibers on the delamination ratio.  
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Abstract  Inconel 718 is a Ni-based superalloy that can perform excellently at elevated temperatures. 

However, surface and subsurface damages in the form of microstructural and property changes and tensile 

residual stresses are common in a machined Inconel 718 component because of its poor machinability. Such 

damages have a significant influence on performance and the life time of the part. To characterise 

microstructural damages and understand how they are correlated to machining conditions are not only 

important for the evaluation of surface integrity but also for the optimization of machining operations to 

minimise effects from the machining process. This paper uses the ECCI (electron channelling contrast 

imaging) and EBSD (electron back scatter diffraction) methods to study the effect of cutting tools and cutting 

speeds on subsurface plastic deformation of machined Inconel 718. When turning at 200 m/min, a 

comparable level of plastic deformation was found under the surface machined with uncoated cubic boron 

nitride (CBN), titanium nitride coated CBN and whisker reinforced alumina (WRA). With an increase in 

cutting speed, the plastic deformation depth increased, and uncoated CBN tools showed superior 

performance in term of subsurface microstructure alterations compared to the other tool materials.  
 
Keywords  Inconel 718, High speed turning, Surface integrity, Plastic deformation, EBSD   
 

1. Introduction 
 
Superalloys which can maintain high performance at elevated temperatures are widely used in 
aerospace, automotive, and power industries. Ni-based superalloys are outstanding members in this 
big family because of their high resistance to corrosion, mechanical and thermal fatigue, mechanical 
and thermal shock, and creep at high temperatures [1, 2]. However, Ni-based superalloys are 
difficult-to-cut materials due to their superior mechanical properties and the low thermal 
conductivity. High cutting heat tends to generate in the contact area between cutting tools and the 
component during machining processes. The high temperature which can be in excess of 1200 °C 

leads to rapid tool wear because of softening of tool materials [3, 4]. These characterizations 
consequently result in surface damages, and eventually affect the mechanical performance and 
service life of final products. In industries, the finish machining of Ni-based superalloys is generally 
performed by using traditional cemented carbide tools at low cutting speeds (30-90 m/min) to 
maintain a reasonable tool life [5]. However, in recent years, more aggressive cutting conditions, 
such as higher cutting speeds, are promoted for the purpose of increasing production efficiency and 
reducing manufacturing costs. These accelerate the application of new tool materials like whisker 
reinforced ceramics (WRC) and cubic boron nitride (CBN) [3, 6, 7]. WRC tools can maintain a high 
hardness at elevated temperatures and the toughness is dramatically improved by adding whiskers 
of silicon carbides. The achievable cutting speed varies from 200 m/min to 750 m/min, depending 
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on the hardness of the superalloy [8]. Compared to WRC tools, CBN tools have a better strength 
and resistance to fracture but poorer chemical stability [7, 8]. By applying coatings, a diffusion 
barrier forms which can suppress the chemical wear of CBN tools [9].  
 
During high speed machining operations, the alloy will be exposed to high thermal and mechanical 
fields which can lead to microstructure alterations near the surface, such as plastic deformation, 
phase transformation and recrystallization [10-12]. These alterations play a significant role in 
determining the final fatigue strength of the machined component [13]. Therefore, the surface 
integrity provided by using these novel machining tools should be investigated in order to predict 
the quality of machined components. The aim of this study is to evaluate and compare 
microstructure alterations with focus on the plastic deformation under the machined surface 
produced with uncoated CBN, coated CBN and WRC tools at high cutting speeds. 
 
2. Experimental details 
 
Solution annealed and aged Inconel 718 with 45HRC hardness was chosen for this study. The 
chemical composition is given in Table 1. A bar with 70 mm diameter and 200 mm in length was 
machined at finishing turning conditions. Cutting tools consisted of uncoated CBN (UCBN), 
titanium nitride-coated CBN (CCBN) and whisker reinforced alumina (WRA). UCBN and CCBN 
tools have low CBN contents (approximately 50% vol.). The thickness of the titanium nitride 
coating was 2 µm. Whisker reinforced alumina inserts with honed cutting edge and 0.1×20° 
chamfer were employed. The insert was mounted in the tool holder provided 6° inclination and -6° 
rake angle. Coolant was used throughout all cutting tests. Two cutting speeds, vc =200 m/min and 
350 m/min, were selected. The cutting feed rate f =0.1 mm/rev and the cutting depth ap =0.3 mm, 
were constant for all tests. Cutting forces in the cutting, feed and radial directions were measured 
with a force dynamometer, Kistler 9121.  

 
Table 1. Chemical composition (wt. %) of Inconel 718 

Ni Cr Nb Mo Ti Al C Si Fe 

53.8 18.1 5.5 2.9 1 0.55 0.25 0.04 Balance 

 
The ECCI (electron channelling contrast imaging) technique is based on variations of the collected 
backscattered electrons intensity, and observed channelling contrast is attributed to lattice 
misorientations introduced during fabrication or deformation processes [14]. The EBSD (electron 
back scatter diffraction) technique can be used to quantitatively measure the extent of plastic 
deformation beneath the machined surface by offering grain orientations as well as information 
about intragranular misorientations [15]. In this study, ECCI and EBSD techniques were used to 
characterize microstructure and measure the deformation intensity and depth. All these studies were 
conducted on a Hitachi SU-70 FED electron scanning microscope installed with an EBSD set-up. 
Results of the density of low angle grain boundaries were obtained using the Channel-5 software 
from HKL technology.  
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3. Results and discussions 
 
3.1 Subsurface microstructure 
 
Typical microstructure alterations introduced during the machining process are presented in Fig. 1a. 
Based on the observed morphology, four obvious zones can be identified in the machined 
subsurface region [16]. The very thin layer (less than 1 µm) close to the top surface is the heat 
affected zone. The microstructure was strongly affected by the heat generated during the cutting 
process, as a consequence of the high cutting speed. The high resolution image shows that the 
structure in the heat affected zone is highly refined with nano-scaled grain size which is much 
smaller than the grain size of the bulk material (Fig.1b). This ultrafine nanostructure corresponds to 
the white layer often found after high speed cutting [17]. The formation of the white layer is 
generally attributed to a high cutting temperature followed by rapid cooling or severe plastic 
deformation [18]. Beneath the heat affected zone, the severe deformation can be characterized by 
bending and elongation of grains, grain boundaries and slip bands towards the cutting direction. 
This morphology varies as the depth increases. In the slight deformation zone, only some slip bands 
can be observed. The intensity of the plastic deformation declines following the temperature and 
mechanical load gradient from the surface to the bulk material. 
 

 

Figure 1. Typical microstructure of (a) machined surface and subsurface layers (b) the heat affected zone 

(CCBN tools, 350 m/min) 

 
Figs. 2a and b show the effect of cutting speeds on the plastic deformation beneath the surface 
machined with WRA tools. When the cutting speed was increased from 200 m/min to 350 m/min, 
more distinguishable bending and slip bands were observed and the whole deformation area in the 
subsurface layer became much larger. Since the cutting force components of WRA tools were found 
to slightly decrease with the increased cutting speed (Fig. 3a), it may be concluded that the 
increased cutting temperature at the higher cutting speed is responsible for the greater level of the 
plastic deformation in the subsurface zone [19]. The same influence of cutting speeds was observed 
in the machined surface produced by UCBN tools and CCBN tools (Fig. 2c-f). Besides cutting 
speeds, the type of cutting tools is also an essential parameter affecting the plastic deformation in 
the machined subsurface. At 350 m/min, the most severe and deeper plastic deformation was found 
in the subsurface machined with WRA tools (Fig. 2b). It was also found that cutting with CCBN 
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tools resulted in a larger extent of plastic deformation in the machined subsurface compared with 
UCBN tools (Figs. 2d and f). These observed differences in the plastic deformation level can be 
explained by the increased cutting forces (Fig. 3b). The highest force level found for WRA tools 
leads to the largest plastic deformation under the machined surface. For the case of CBN tools, the 
higher cutting forces given by CCBN tools are responsible for the greater level of subsurface plastic 
deformation. It is expected that CCBN tools should show a lower cutting force than UCBN tools 
due to a lower friction coefficient and thermal conductivity of the titanium nitride coatings [20]. 
The opposite result is mainly due to the different tool microgeometry. Simulation and experimental 
results indicated that cutting forces increase as the tool radius increases [21, 22]. In this study, the 
edge radius rβ is 15-18 µm for UCBN tools, 20-22 µm for CCBN tools, 25-28 µm for WRA tools. At 
the higher cutting speed, the cutting tools had a strong influence on the subsurface plastic 
deformation level. However, when cutting at 200 m/min, comparable plastic deformation was found 
in Figs. 2a, c and e, and no obvious differences can be distinguished in the microstructure images 
for the different tools. 
 

 
Figure 2. Microstructure images showing surface and subsurface deformation (loaded on the right side)  

(a) WRA tools, vc =200 m/min (b) WRA tools, vc =350 m/min (c) UCBN tools, vc =200 m/min  

(d) UCBN tools, vc =350 m/min (e) CCBN tools, vc=200 m/min (f) CCBN tools, vc =350 m/min 
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Figure 3. Comparison of cutting (Fc), feed (Ff) and radial (Fr) force components for (a) WRA tools, vc =200 

m/min and vc =350 m/min (b) UCBN, CCBN and WRA tools, vc =350 m/min 

 
3.2 EBSD measurement 
 
The EBSD maps were scanned with a step size of 1 µm in both vertical and horizontal direction 
from the surface. The crystallographic orientation of each measured point was collected according 
to the Kikuchi pattern and then the crystallographic misorientation associated with plastic 
deformation between each two points was calculated. A misorientation angle within the range of 1° 
and 10° was defined as a low angle grain boundary. The EBSD maps in Fig. 4 reveal the subsurface 
plastic deformation induced by turning using WRA tools. Areas where the value of the 
misorientation angle is within the range of 1° and 5° are marked by white lines, and those within the 
range of 5° and 10° are marked by red lines. The red lines were found to concentrate in the top 
surface showing a greater level of plastic deformation in this area. Meanwhile, when moving away 
from the surface into the bulk material, a general decrease of the white lines can be observed which 
shows the decrease of the plastic deformation. This tendency is corresponding to the microstructure 
variation from the heat affected zone to the undeformed zone. By calculating statistical data 
obtained in five random areas under the machined surface, misorientation variations versus the 
depth were delineated to demonstrate the plastic deformation level and depth beneath the machined 
surface (Fig. 4c). The increase of subsurface plastic deformation at the higher cutting speed was 
confirmed by the higher density and the greater depth of the misorientation. The EBSD results 
combined with the microstructure observation demonstrate that the higher cutting speed tends to 
result in a larger level of plastic deformation in the subsurface area 
 
Microstructure observations in Section 3.1 have proven that the choice of cutting tools had an effect 
on the subsurface plastic deformation level, but this effect highly depends on the cutting speed. Fig. 
5b confirmed the increase of plastic deformation for the machined surface from UCBN tools, 
CCBN tools and WRA tools at 350 m/min. This increase is strongly related to the increased cutting 
force level. However, at the lower cutting speed of 200 m/min, although the cutting forces for WRA 
tools still maintain the highest level compared with UCBN and CCBN tools (Fig. 5c), the plastic 
deformation generated during machining operations with WRA tools shows a slightly lower level 
instead (Fig. 5a). Such a significant change is probably attributed to the lower cutting temperature at 
a relatively low cutting speed. The coherency strain hardening has been reported to be the principal 
strengthening mechanism in aged Inconel 718 [23]. The major strengthening phase in Inconel 718 is 
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the γ’’ phase. When the cutting temperature is below the γ’’ solvus temperature, due to the strain 
hardening, the further plastic deformation is restricted. Therefore, at the lower cutting speed, the 
cutting forces had a limited effect on determining the plastic deformation in the machined 
subsurface. UCBN, CCBN and WRA tools give a similar plastic deformation level. 

 

 
Figure 4. EBSD maps of subsurface deformation (a) WRA tools, vc =200 m/min (b) WRA tools, vc =350 

m/min (c) Misorientation within grains beneath the surface machined with WRA tools 

 

 
Figure 5. Misorientation within grains beneath the surface machined at (a) 200 m/min (b) 350 m/min (c) 

Cutting force components at 200 m/min (d) Deformation depth under different cutting conditions 
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Deformation depth is an essential parameter to assess the damage in form of structural alterations 
produced by mechanical machining processes. Fig. 5d summarises the influence of cutting 
conditions on the plastic deformation depth. It reveals that a higher cutting speed can significantly 
increase the plastic deformation depth under the machined surface. This tendency is more obvious 
for WRA tools, suggesting that the performance of WRA tools is much more sensitive to the cutting 
speed. Comparing the effect of the three cutting tools, the plastic deformation depth varies within a 
small range of 2-3 µm at the lower speed. However, when cutting at the higher speed, a noticeable 
increase of the deformation depth from UCBN tools, CCBN tools and WRA tools was found. 

 
4. Conclusions 
 
Microstructure alterations of Inconel 718 machined with UCBN, CCBN and WRA tools at two 
different cutting speeds have been investigated using ECCI and EBSD techniques. An attempt has 
been made to characterize the performance of the three advanced cutting tools in high speed 
machining in terms of influence on the subsurface microstructure. The results reveal an obvious 
alteration of subsurface microstructure associated with the gradient of mechanical forces and 
temperature along the depth direction for all the cutting conditions. The cutting speed was found to 
have a significant influence on subsurface plastic deformation with a larger plastic deformation 
level at higher cutting speeds. For the effect of cutting tools, comparable plastic deformation was 
observed under the surface machined with UCBN, CCBN and WRA tools at the lower cutting speed. 
However, at the higher cutting speed, the UCBN tools outperformed the other two types of cutting 
tools. Hence, for the cutting conditions studied in the current work, UCBN tools should be 
considered when a higher cutting speed is required in order to increase the production efficiency.  
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Abstract  Molecular or direct bonding is an emerging technique to assemble directly two silicon wafers or 

metal parts. In vaccum, the two surfaces are free to bond perfectly if their lattice orientation is coincident. 

When defects have to be considered like a misorientation or when bonding is processed in air, a slowdown of 

the bonding velocity is observed and its efficiency in term of adhesion energy decreased. The aim of this 

project is to gain insight in the bonding process and to investigate the influence of the bonding characteristics. 

A specific strategy based on a non linear contact mechanics scheme is adopted to describe the bonding 

process: the methodology is shown to provide enough flexibility to account for the normal and tangential 

interactions. These latter are described with Traction-Opening displacement laws that are first derived from 

interactomic potential. the influence on the bonding characteristic on the bonding wavefront is investigated 

to attempt deriving local information of the bonding mechanism. 

 

 

Keywords  Cohesive model, molecular bonding, finite element simulation 

 

1. Introduction 
 

Molecular bonding is nowadays used in the microelectronics industry to assemble directly parts 

with no use of a gluing layer. The technique is based on the natural adhesion between clean surfaces 

that come close to each other. The technique is shown efficient when performed in vacuum (see for 

instance the review by Prössl and Kräuter [1] and references therein). One of the challenges for 

improving this technique is to perform the bonding in air instead of vacuum which induces 

problems related to the air wedge generated in the vicinity of the process zone (see for instance 

Rieutord et al. [2]). Among the features that need to be to be handled carefully is the estimation of 

the adhesion energy and the stress induced by the processing in the wafer. Wedge tests are 

performed to measure the interface energy with the so called Maszara configuration (see [3] for a 

review). An alternative to the Maszara test, which is not so easy to handle, is to adopt an inverse 

approach based on the observation of the bonding wavefront during the adhesion process. The 

present study focuses on this aspect. The goal is to identify the adhesion energy from the 

observation of the bonding wavefront profile and its velocity. To this end, a modelling of the 

molecular bonding is presented here that is based on a cohesive description of the molecular 

interactions between two Silicon wafers. The work is restricted to bonding in vaccum. The cohesive 

description is first postulated but could be atomistically informed with molecular dynamics 

simulations as reported by Kubair et al. [4] for instance. 

We first describe the modelling strategy and next, present a typical simulation of molecular bonding 

performed with the finite element package abaqus [5]. The approach is shown able to capture 

qualitatively observations reported in the literature. This work precedes a parametric study currently 

under progress.  
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2. Modelling and simulation the continuum scale 

 

2.1 Problem formulation 

 

The two wafers are modeled as circular plates, of diameter 200 mm and thickness 0.7 nm. A linear 

elastic constitutive law is chosen, with values of Young’s modulus E=100 GPa and Poisson’s ration 

υ = 0.22, typical from Si. The geometry and boundary conditions of the system are depicted in Fig.1, 

where only the top wafer is represented. A symmetry boundary condition is imposed along a 

diameter. The two wafers are originally distant from a few nanometers. A pressure is applied over 

an area along the edge of the upper wafer. By pushing the two wafers together, they are coming  in 

sufficiently close contact to activate the attraction between the two surfaces. A bonding wave is 

hence triggered from this area, spreading all along the interface between the wafers.  

 

 
Figure 1: schematic description of the boundary conditions prescribed on the top wafer. Symmetry boundary 

conditions are enforced along one diameter. A pressure is applied on a small area along one edge in order to 

trigger the bonding process. 

 
 

It is critical to model properly the interaction between the two surfaces. The Xu and Needleman 

(XN) cohesive model  [6] is used to describe the interface behaviour. This formulation show a 

Traction-Separation similar to that reported in Kubair et al. [4] and therefore adopted for the case 

reported here. It is based on the definition of an interface potential, , representing the work done 

when two opposing surfaces at an interface undergo a relative separation  The resulting tractions 

are given by;  

 

              (1)  

 

The interface potential is given by; 
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Coupling in this model is controlled through the parameters q and r; 

  

where, q =             r =   
     

 

   and   are the work of normal and tangential separation respectively. The normal and tangential 

components of the interface separation vector, , are    and    respectively. The normal and 

tangential interface characteristic lengths are    and     respectively and   
  

 
is the value of    

after complete tangential separation takes place under the condition of normal tension being zero 

(  = 0).  

 

Using equations (1) and (2), the interfacial tractions are obtained as follows; 
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The characteristic lengths    and    are given by; 

 

                     (5)  

 

                       
   

     

 

(6)  

 

Where       is the maximum normal traction without tangential separation and      is the 

maximum tangential traction without normal separation. Typical shapes of the tractions are depicted 

in Fig. 2. It is worth noting that this constitutive law managing the interactions between the two 

surfaces is strongly nonlinear.  

Practically, we have used q=1 and r=0, a maximum traction of 1GPa and characteristic opening 

n=t=1nm. The traction-opening profiles are reported in Fig. 2. 

A viscosity term has been added according to [7] in order to avoid instability problems during the 

decay in the traction with opening (see Fig. 2), in the event of a strong drop in stiffness during 

loading (e.g. a snap-through). 

 

The calculation are carried out using the finite element code ABAQUS [5]. The interaction between 

the two surfaces is accounted for through a non linear contact mechanics algorithm. The tractions 

representing the bonding are taken from (3-4) and implemented in Abaqus in a User INTERface 

routine (UINTER). The non linear contact scheme is implemented using a user subroutine linked to 

the implicit FEM solver. The methodology is shown to provide enough flexibility to account for the 
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normal and tangential interactions. Unlike the cohesive elements methods, it is easy to start in a 

configuration where the two plates are distant. It is also possible to activate the shear only when the 

distance between the two plates is smaller than    , which is typically when the interaction 

between the two surfaces can be considered as non negligible according to the XN model. For the 

simulations,            and       . The shear interaction has been set to zero in the first 

place. 

 

 

 
Figure 2. Description of the traction versus separation interaction between the two wafers (Eqs. 3 for normal 

traction and 4 for shear separation). 

 

 

2.2 Results 

 

Fig. 3 shows a typical experimental observation of the wavefront bonding observed with an 

InfraRed camera during the molecular bonding of two silicon wafers (top in Fig. 3). The bright zone 

corresponds to the bonded region, the darker to the area that is not bonded yet. On the top-left 

picture, the bonding is initiated on the left of the wafer. Initiation consists of applying a short 

pressure to trigger the process. Once the bonding propagation is initiated, the wave front runs from 

left to right. Due to the initiation of the bonding process, the wavefront show initially an almost 

circular contour but its curvature increases as the bonding extends across the interface. 

In the bottom of Fig. 3, we present the results of the finite element simulations. The distribution of 

the displacement normal to the wafer surfaces is reported. The blue/darker corresponds to the 

bonded area, and the green-red area (brighter region) to the surface that is not bonded yet. The area 

where an initial pressure is prescribed to trigger the bonding process is more extended in the 

simulation compared to the experimental data reported in Fig. 3. Therefore, the curvature of the 

initial bonding wavefront is larger curvature. During the wavefront propagation, its curvature 

increases as the bonding extends, toward the middle of the wafer. When the second half of the wafer 

bonds; the radius of curvature of the bonding wavefront decreases until complete bonding. 
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Figure 3: experimental observation (top) and numerical simulation (bottom) of the bonding front. In 

both cases, the bonding wave is propagating from left to right. In the simulation, the contour lines 

indicate the normal separation in nm. The wafers are lightly tilted at the beginning. Blue indicates a 

bonded area. 

 

 

 

4. Discussion and Conclusion 

 
We have presented a modeling of the natural bonding between two interactive surfaces by 

accounting for realistic adhesion interactions, at least qualitatively. The wavefront propagation 

predicted in our simulations is qualitatively consistent with available data of this problem.The 

methodology of using a contact mechanics approach to handle the cohesive 

interaction is found suitable for this problem. We here postulated the cohesive 

interaction between the two plates but some information can be extracted from the 

molecular dynamics calculations, in the spirit of a recent work by Kubair et al. [4] for 

instance. The influence of the cohesive parameters and in particular the magnitude of 

the maximum traction and that of the adhesion energy are currently under progress. 

How these could modify the wave front profile and the stress distribution in the plates 

will be investigated. 
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Abstract  The contact fracture property and mechanism of electroplated Ni-P coating on stainless steel 
substrate were investigated using ball indentation testing, through a comprehensive experimental and 
numerical approach. First, the elastoplastic properties of both coating and substrate were evaluated using 
micro indentation tests. Next, ball indentation test with large contact force was performed, such that the 
brittle coating on ductile substrate suffers from cracks, including ring crack (propagates circumferentially) 
and radial cracks (propagates radially), owing to the coating bending effect. The fracture nucleation process 
was investigated using the acoustic emission technique (AET). In addition, finite element method (FEM) 
with cohesive zone model (CZM) was carried out to compute stress field and simulate crack initiation around 
the impression during the test. By using the comprehensive experimental/computational framework, the 
nucleation process (mechanism) of such a complicate crack system was clarified. The present technique and 
fracture mechanism may be applicable to the analysis of structural integrity of other brittle coatings.  
 
Keywords  Electroplated Ni-P coating, Contact fracture, Ball indentation 
 

1. Introduction 
 
Hard thin films or surface coatings on ductile metallic substrates are often used for contact and slide 
wear protection. Therefore, the characteristics and mechanism of their contact fracture are critical 
for ensuring their mechanical performances. Many hard coatings are deposited using the 
electroplate technique, which may achieve massive production with low cost and large area/ thick 
deposition (even when the substrate geometry is complicated) [1-5]. Among the electroplated hard 
coatings, Ni–P material possesses high hardness, high strength and other superior mechanical 
properties, providing excellent performance (such as wear and corrosion resistance) for metallic 
ductile substrate/components [2, 6-9]. Thus, characterizing the contact fracture properties of Ni–P 
coatings is the most important issue regarding structural integrity and application.  
Indentation method is convenient way to simulate contact fracture against foreign object. Such a 
contact loading sometimes shows complicate fracture morphology, such as radial crack, ring crack 
and lateral crack [13, 14]. These differences are dependent on coating thickness, geometry of 
indenter, elastoplastic properties of both coating and substrate [15-17], which dictates various types 
of stress field and the maximum value that are responsible for coating fracture. One of the critical 
challenges lies in an understanding of the process how several different types of cracks occurs. It 
may require reliable method to monitor the crack propagation and fracture processes in-situ during 
indentation test, as well as to effectively analyze the stress field upon indentation loading and 
during crack propagation. 
In this study, ball indentation test was carried out to simulate contact fracture of electroplated Ni-P 
coating on stainless steel substrate. Acoustic emission technique was utilized to monitor the timing 
of coating cracks. Stress field upon indentation was computed by finite element method (FEM), 
where the cohesive element was used to simulate crack nucleation. The comprehensive 
experimental/numerical approach helps to clarify stress criterion of complicate coating crack 
system.   
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2. Materials 
 
In this study, Ni-P alloy was electroplated onto SUS304 in the plating bath. The electrolysis 
condition is described elsewhere [10]. The coating thickness is about 180 μm. After electroplating, 
heat treatment of 350oC was performed for one hour in vacuum. According to the reference [9, 10], 
post-heat treatment is crucial for the mechanical properties of the coating. Initially, the element of P 
(phosphorus) is a solution in the matrix of Ni, and then NiP3 (having high hardness) gradually 
precipitates during post-heat treatment; when the post-heat treatment temperature is between 300 
and 350oC, the maximum hardness (HV=800 - 1000) is achieved [9, 10] for wear protection, 
whereas the fracture toughness exhibits the lowest value [9]. Therefore, the investigation of crack 
morphology and cracking resistance due to contact loading is a critical issue for the Ni-P 
electroplated coating.  
To evaluate mechanical properties (elastoplastic properties) of both Ni-P coating and steel substrate, 
micro indentation tests against the cross section were performed as shown in Fig. 1(a). Berkovich 
indenter was used with the maximum force of 100 mN. The representative F-h curves were plotted 
by solid lines in Fig. 1(b). Based on the F-h curves, the elastic properties (Young’s modulus) were 
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Fig.1 (a) Micro indentation method for cross-section of Ni-P coating and SUS304, and their 
impressions. (b) Their indentation curves combined with computational ones using finite 
element method. 

Table 1 Mechanical properties of electroplated Ni-P coating and SUS304 substrate. 
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estimated by Oliver-Pharr method [18, 19]. Here, the Poisson’s ratio of coating is referred to be 0.37 
obtained by the surface acoustic wave (SAW) technique [10]. The Young’s modulus of 
coating/substrate shows similar values, i.e. Ni-P coating is 217 GPa, and SUS304 is 175 GPa. 
Subsequently, the plastic properties (stress - strain relationship) of coating and substrate were 
estimated by using the reverse analysis ([20, 21]). Here, the plastic properties were assumed with 
power-law constitutive equation, involving yield stress σY and work hardening exponent n. The 
estimated results were shown in Table 1. To verify the estimation, finite element simulation 
(employing these estimated properties) of the micro indentation test was carried out and the 
resulting indentation curve (F-h) was shown in Fig. 1(b). The simulated results (as indicated by 
grey circle) agreed well with experimental data for both coating/substrate. This suggested that the 
estimated elastoplastic properties were robust, and can be employed for stress analysis and crack 
nucleation subjected deep ball indentation (see Section 5.1). Noted that, according to the reference 
[9], there might be internal residual stress of Ni-P coating. By using X-ray diffraction, the stress was 
measured to be almost zero for the present coating (with heat treatment temperature of 350Co) [9]. 
Thus, we consider the internal stress-free coating.  
 
3. Experimental Method 
 
Ball indentation tests were performed using an electro-hydraulic testing machine equipped with a 
ball indenter and two eddy current sensors. The diameter of indenter ball d is 10 mm. The 
indentation force F gradually increases with the rate of dF/dt = 1 N/s up to the maximum 
indentation force Fmax (=1000 N or 2000 N), and sustains the constant value in 50 s, and gradually 
decreases with the same dF/dt until the force of zero. During the test, acoustic emission (AE) 
signals were monitored in order to identify the timing of crack nucleation. Four small AE sensors 
were mounted on the side surfaces of a specimen.  
 
4. Experimental Results 
 
Figures 2 show the micrographs of specimen surface after the test of Fmax=2000 N. Although the 
test of Fmax=1000 N shows no clear crack (however, some friction/ wear tracks were observed), the 
test of Fmax=2000 N (Fig. 2) shows complicated coating crack morphology: one type is 
circumferential crack, namely “ring crack”, and the other type initiates from the ring crack and 
propagate radially, namely “radial crack”. There is no delamination (coating spalling) thanks to the 
strong adhesive strength of the coating/substrate system. The present study therefore focuses on the 
formation mechanisms of ring crack and radial crack, which may provide useful insights for the 
mechanical/material design of coating/substrate system. 
Figure 3 shows indentation curve of the test with Fmax=2000 N. The detected AEs were plotted as 
triangles on the F-h curve in this figure. It is found that the first AE was detected at about F=1200 N 
and several AEs were subsequently monitored up to about F=1500 N. Furthermore, the unloading 
process was found to start AE generation from F=1600 N during unloading. Therefore, it is 
expected that the coating cracks occur during both loading and unloading. Based on these 
experimental evidences, the stress field is investigated by finite element method in the next section, 
so as to further clarify the contact cracking behavior. 
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5.  Discussion 
5.1 Crack initiation 
 
By taking advantage of symmetry, an axisymmetric model is established for FEM analysis with the 
commercial code MARC and MENTAT. The material parameters are taken from Table 1, for both 
coating and substrate. A rigid ball indenter with radius d=10 mm is employed as a close analog to 
that used in experiment. To verify both the present FEM model and measured material property, the 
computed indentation curve is plotted as symbols (grey circle) in Fig. 3, showing reasonable 
agreement with the experimental curve.  
Figure 4 represents a contour map of the indentation stress field computed by FEM simulation when 
the first AE was detected (as discussed in Fig.3). Fig. 4 (a) shows the map for the radial stress 
component (σrr), which is responsible for ring crack, and Fig. 4(b) is the circumferential component 
(σθθ) for radial crack. For σrr, a large tensile stress (up to about 1.8 GPa) occurs outside the contact 
region, where the ring crack may be produced if such a tensile stress is sufficiently high. Indeed, 
such a prominent tensile stress is contributed by the large local bending curvature of the film, 
assisted by the extensive plastic deformation of the substrate [12, 15, 16]. On the other hand, σθθ (in 
Fig. 4(b)) is relatively small (less than about 1.0 GPa which is quite lower than the σrr component). 
Therefore, the first detected AE should be from ring crack, suggesting that the ring crack initiated 
first.    
The surface distribution of σrr as a function of the indentation force is given in Fig.5. As expected, 
the maximum tensile stress increases and shifts outwards with increase in indentation force (deeper 
penetration), which is associated with the increased coating bending curvature outside the contact 
zone. When the indentation force reaches the critical value (F = 1200 N), the location of the 
maximum stress (r = 390 μm) roughly coincides with the radius of the ring crack (as indicated by 
dashed vertical lines) observed in experiment (see Figs. 2). Thus, we can obtain the critical fracture 
strength of the coating, σC=1.8 GPa. Note that, this value of σC is seemed to be the intrinsic strength 
of the coating (since the present Ni-P coating does not have large internal stress [9], Section 2).  
From the above investigations, it is revealed that when a ball indenter makes deep contact with the 

Fig.3 Indentation curve obtained by the test with 
maximum force of 2000 N. Triangle on the curve 
indicates the timing of AE generation. In 
addition, grey circle indicates the simulated 
indentation curve with finite element method. 
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surface of brittle coating, the steel substrate undergoes extensive plastic deformation, which bends 
the coating and leads to large tensile stress, producing ring crack. Thus, the next question is how the 
radial crack initiates after the ring crack formation.     
 
5.2 Subsequent crack initiation 
 
To investigate how radial crack forms, the existence of ring crack must be incorporated with stress 
analysis during indentation. Thus, we employed the cohesive zone model (CZM) in the FEM to 
compute the stress field in conjunction with ring crack formation.  
The CZM is applicable to both ductile and brittle materials [23-29]. The CZM essentially models 
the fracture process zone in a plane ahead of the crack tip. The zone is assumed to be subjected to 
cohesive traction. The model usually describes the gradual degradation of the adhesion between two 
regions along the crack propagation plane. The mechanical response of the cohesive zone obeys a 
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Fig.4 Counter map of stress 
distribution when the first AE was 
detected (see Fig.6). (a) normal stress 
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Fig.5 Radial stress σrr distribution as a 
function of distance r, with the 
increases in indentation force. The 
thick line corresponds to the critical 
indentation force of 1200 N, when 
first AE is detected (see Fig.6). 

Fig.6 Contour map of CZM damage for 
ring crack nucleation, when indentation 
force is about 1200 N. 
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traction–separation law that yields the relationship between the separation distance v of the two 
material faces at an interface and the traction stress σ acting between them. Although numerous 
traction–separation laws for the cohesive zone element have been proposed, this study employed an 
exponential law (called the Smith-Ferrante type [24]) due to its simplicity. This exponential law 
requires two independent materials parameters, i.e. the maximum stress σmax and the crack growth 
resistance KC. Since the σmax roughly corresponds to the critical stress (fracture strength), σmax is set 
to be 1.8 GPa from Fig. 5. However, the other parameter KC is unknown. Thus, several values (0.5, 
1.0 and 5.5 MPa m1/2) were employed to simulate ring crack formation.  
To compute the stress field involving ring crack formation, we introduced CZM element into FEM 
model. Here, the CZM elements are implemented at the location where the ring crack forms (r=400 
μm in Fig.2 and Fig.5). Figure 6 shows the contour map of damage parameter D around the 
impression (when D becomes one, crack completely forms [22, 24]). When Kc=5.5 MPa m1/2, as 
shown in Fig.6, the ring crack (due to σrr component) propagates from the surface to the interface. 
In fact, actual crack was found to propagate up to the interface from the cross sectional observation. 
(Note that the choice of Kc value does not affect the subsequent stress field after crack 
propagation.)  

 
5.3 Mechanism of cracking system  
 
Figure 7 shows the snapshot of the normal stress σθθ distribution during the loading process. Fig. 7 
(a) and (b) show the stress field at F=1500 N, whereas Fig. 7 (c) and (d) show the result at the 
maximum indentation force (2000 N). For comparison, the model with no cohesive zone element 
was also computed, as shown in Fig. 7(a) and (c). This model simulates the stress field due to 
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Fig.7 Contour map of stress σθθ distribution around the impression during indentation 
loading: homogenous model with no CZM element ((a),(c)) and model with CZM 
element ((b),(d)). (a) and (b) shows the map at F= 1500 N (F/Fmax=0.75),  while (c) and 
(d) is at the maximum force (Fmax=2000 N). 1200 N. 
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indenter contact, and does not induce any crack formation. Thus, σθθ (in Figs.7(a)(c)) does not show 
large tensile stress, which is the same trend with Fig.4(b). On the other hand, the model with CZM 
element in Figs.7(b)(d) exhibits different σθθ stress field, owing to the ring crack formation. In 
particular, possible area for large tensile σθθ develops near the interface.  
Figures 8 shows a snapshot of σθθ distribution during unloading process, in a similar fashion with 
Fig.7. In Figs.8 (a) and (c), without the CZM element model there is no large σθθ distribution, 
whereas with the CZM element, the significant larger σθθ develops at the right side of crack path 
near interface, and its magnitude increases during the unloading process and reaches the maximum 
value upon full unloading. Therefore, it is found that ring crack formation significantly changes the 
subsequent stress field during the indentation, in particular the large σθθ upon unloading, and the 
radial crack is seemed to initiate at the right side of crack path.  

  
Figure 9 shows the stress σθθ distribution along the crack path with respect to the distance from 
coating surface to interface. The four curves indicate the results of 1500 N and 2000 N (loading) 
and 1500 N and 0 N (unloading). While the overall σθθ magnitude increases during the unloading 
process, the position of the maximum σθθ does not change (at about 175 μm below the surface). 
Finally, the change in the maximum σθθ value is investigated as a function of the indentation force 
(during unloading process) in Fig.10. As expected, the maximum σθθ increases with decreasing 
indentation force. Referring to Fig.3, the AE occurrence was seen at about F=1600 N under 
unloading. In Fig.10, this force (F=1600 N) corresponds to σθθ = 1.82 GPa, which is reasonably 
agreement with the critical stress σrr for ring crack in Fig.5. Therefore, it is found that radial crack is 
produced by σθθ, which develops near the interface and ring crack path, suggesting that ring crack 
formation (during loading) is crucial for subsequent radial crack nucleation during unloading.  

(d) Maximum loading: 2000N

(b) Loading: 1500N

r

z

θ

(a) Loading: 1500N

interface

CZM element

σθθ GPa

2.2 
1.8 
1.4 
1.0 
0.6
0.2 
-0.2 

-0.6 
-1.0 
-1.4 
-1.8 

(c) Maximum loading: 2000N

interface

No CZM element 

interface

interface

Crack position

50μm50μm

50μm50μm

Fig.8 Contour map of stress σθθ distribution around the impression during 
indentation unloading: homogenous model with no CZM element ((a),(c)) and model 
with CZM element ((b),(d)). (a) and (b) shows the map at F=1500 N (F/Fmax=0.75), 
while (c) and (d) is at the full unloading (F=0 N). 
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6. Conclusion 
 
This study investigated the contact fracture property of electroplated Ni-P coating on stainless steel 
substrate, which is important for its application as contact/sliding member for wear resistance. Ball 
indentation test with large contact/indentation force produces two types of cracks in the coating, 
namely the ring crack and radial crack. To elucidate the fracture process, acoustic emission 
technique (AET) was employed to identify the timing of crack initiation during the test. In addition, 
finite element method (FEM) was carried out to compute the stress field around the impression 
during the test. The cohesive zone modeling (CZM) was embedded with FEM to simulate the crack 
interaction. It is found that the ring crack first initiates during loading process, due to tensile radial 
stress (owing to the coating bending effect). Subsequently, radial crack nucleates from ring crack 
path (i.e. near ring crack tip at interface) due to the large circumferential stress developed upon 
unloading.    
By using the comprehensive experimental/computational indentation framework (combined with 
AE and FEM), the mechanism of the complicate coating crack system is clarified, and the stress 
criterion for each cracking system is quantified. Based on these findings, further systematic study 
may suggest how to control or prevent the coating cracks. This will become useful guidance for 
material design in coating industry. The comprehensive experimental/computational framework is 
also applicable to other coating/substrate systems.     
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Abstract  Thermal barrier coatings (TBC) are coating system comprising a heat insulating ceramic coating 
deposited on top of a oxidation resistant metallic coating. During thermal cycling, cracks grow in the 
metal/ceramic interface which causes the coating system to fail. In order to model such crack growth by 
finite element (FE) modelling, accurate interface models must be developed. The presented research studies 
the influence of interface roughness on the thermal fatigue life of TBCs, and suggests how interface models 
can be derived from interface roughness parameters. High interface roughness was found to promote longer 
fatigue lives. Interface models were derived from the roughness parameters Rc, Ra, RSm and Rdq and used 
for FE modelling of crack growth in the interface. The calculated stress intensities, KI and KII, increased 
with increasing interface roughness and thereby did not predict a slower crack growth with higher interface 
roughness as was observed experimentally. 
 
Keywords  Thermal barrier coating, Interface, Roughness, Fatigue 
 
1. Introduction 
 
Thermal barrier coating (TBC) systems are coating system containing a heat resistant ceramic top 
coat (TC), and an oxidation resistant metallic bond coat (BC) [1-4]. Such TBC systems are widely 
in use in gas turbines to provide heat insulation and oxidation protection for structural parts in the 
combustor and turbine sections; thereby prolonging the life of structural parts, as well as increasing 
efficiency by enabling higher combustion temperatures [1-4]. 
 
During operation, the TBC system is subjected to thermal fatigue. Thermal loads arise from the 
difference in coefficient of thermal expansion (CTE) of the ceramic top coat and the metallic bond 
coat [5-7]. Failure of TBCs often occurs close to the BC/TC interface where fatigue cracks grow 
under a stress field influenced by: the mismatch in CTE, the BC/TC interface roughness and the 
growing layer of thermally grown oxides (TGO) that form in the interface [5-7]. 
 
Predicting TBC life is a matter of great concern and several approaches to the subject exist; one of 
which is a fracture mechanical approach involving finite element (FE) modelling of crack growth in 
the BC/TC interface [5,6]. To perform such FE modelling, the BC/TC interface must be accurately 
modelled. The sine wave has emerged as a common interface model with amplitudes and 
wavelengths roughly in the intervals 5–20 μm and 20–150 μm respectively [7-13]. However, an 
in-depth study of the actual BC/TC interface roughness, and its influence on fatigue life, is still 
missing. Among the few attempts on the subject, Casu et al. [9] can be mentioned, who performed 
FE modelling for an interface geometry derived from an actual BC/TC interface. 
 
The current research studies the interface characteristics by the means of common surface 
roughness parameters, and suggests how these can be used to create interface models. TBC coated 
specimens with various interface roughness were thermally cycled until failure, cross-sectioned and 
image analysis was used to obtain the interface roughness. The interface roughness parameters were 
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then used to create interface models. FE modelling of a crack growing in the interface was 
performed to test whether interface geometries derived in such a way would capture the 
experimental results from thermal fatigue testing. 
 
1.1. Roughness parameters 
 
The roughness parameters used in this paper are explained by Fig. 1 and Eq. (1)–(4); for further 
information about roughness parameters see, for example, Gadelmawla et al. [14]. In summary, it 
may be said that Rc and Ra are amplitude parameters (i.e. they contain information about profile 
height), RSm is a spacing parameter (i.e. contains information about profile spacing) and RΔq is a 
hybrid parameter (i.e. contains information about both profile height and spacing). 
 

 
 

Figure 1. Generic roughness profile. 
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2. Experimental 
 
2.1. Thermal cycling fatigue 
 
Four TBC coated specimens with varyingly coarse BC/TC interfaces were put through thermal 
cycling until failure. The specimen substrates were cut from 5 mm thick Haynes 230 sheet material 
in 30x50 mm rectangles. The substrates were coated by 200 μm of NiCrAlY deposited by vacuum 
plasma spraying, and 350 μm of 7%-yttria partially-stabilised zirconia deposited by atmospheric 
plasma spraying (APS). The variation in BC/TC roughness was accomplished by using different 
feedstock powder sizes during spraying of the bond coat. 
 
The specimens were thermally cycled in a furnace until failure. The cycle included heating to 
1100 °C for 1 h, and cooling to 100 °C by forced airflow; the specimens reached 100 °C after about 
10 min of cooling. After failure, which was considered to occur when more than 20 % of the top 
coat had spalled, the specimens were infiltrated in epoxy, cross-sectioned and polished for 
microscopy. 
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2.2. Interface roughness measurement 
 
The interface roughness was measured on cross-sectioned specimens with an image analysis routine 
outlined in Fig. 2. The method involves the following steps: 1) Thresholding of the grayscale image 
to get a binary image, see Fig. 2 a) and b). 2) Acquisition of the interface roughness profile by 
simulating a profilometer stylus tip, see Fig. 2 c). 3) Filtering of the profile and establishing the 
mean line, see Fig. 2 d). 4) Cropping the profile to a suitable sampling length, see Fig. 2 e). 
 
The results from image analysis were compared with results from a profilometer for some BC 
coated specimens (no top coat). This comparison was done to validate the accuracy of the image 
analysis derived surface roughness parameters, and to find a suitable magnification at which to 
perform the routine. Fig. 3 shows the results from this comparison; it can be seen that the results 
from the image analysis compares well to the results from the profilometer and that the lower 
magnification, with a resolution of 1.074 μm/pixel, was sufficient. 
 
The setup used for image analysis can be summarised as: Roughness parameters were established 
and averaged from 65 interface roughness profiles with sampling lengths of 800 μm, thus resulting 
in a total examined length of about 5 cm which was considered enough to generate reliable mean 
values. The obtained profiles correspond to the BC/TGO interface. The simulated stylus tip had a 
radius of 5 μm. All wavelengths larger than the sampling length and smaller than two times the 
stylus tip radius were removed by Gaussian filtering. 

 
Figure 2. The process of interface roughness acquisition through image analysis: a) grayscale image b) 

binary image c) simulation of stylus tip d) filtering and mean line calculation e) final profile. 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-4- 
 

 
 

 
Figure 3. Comparison between the results from a profilometer and results obtained by image analysis 

performed on images with two different magnifications. 
 
3. Results 
 
3.1. Influence of interface roughness on the thermal fatigue life 
 
The measured Ra and Rc of the specimens are presented in Fig. 4 as a function of the number of 
thermal cycles the specimens withstood until failure. There is a clear tendency for higher roughness 
(higher Ra and Rc) to give longer fatigue lives.  
 
Fig. 5 shows the measured RSm and RΔq versus cycles to failure. RSm contains information about 
(wave)length, and RΔq contains information about both length and height. For RΔq a correlation 
with fatigue life exists where higher RΔq gives longer life. The same cannot be said for RSm, 
however, since the RSm value appears to be roughly equal for all specimens; the variation between 
the specimens is less than ± 5 % of the mean value of 232 μm. 
 

 
Figure 4. The influence of Ra and Rc on the thermal fatigue life. 
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Figure 5. The influence of RSm and RΔq on the thermal fatigue life. 

 
3.2. Interface models 
 
In order to derive usable interface models, several assumptions have to be made. 1) Basing the 
model on measured interface roughness parameters will cause it to capture the main features of the 
actual interface. 2) Interface parameters that show a correlation with fatigue life (such as Ra and Rc) 
are appropriate to use as a base for model formulation. 3) For simplicity, the interface needs to be 
modelled as a periodic function.  
 
Two models are presented here; they are both based on sine waves, see Eq. (5), as this is a 
commonly used shape for interface models in TBCs. The amplitude A and wavelength λ can then be 
derived from the interface roughness parameters as shown in Table 1. 
 

 






= xAz
λ
π2sin  (5) 

 
Model 1, see Table 1, is roughly the equivalence of measuring the height and wavelength directly in 
a micrograph. This model is based on Rc and RSm where Rc is twice the amplitude and RSm is the 
wavelength. Model 2 is derived from Ra and RΔq. It is obtained by entering Eq. (5) into Eq. (2) and 
its derivative into Eq. (4). Using the equations from Table 1 with Eq. (5) and values from Fig. 4 and 
5, the amplitudes and wavelengths can be calculated and are listed in Table 2. For the remaining 
paper, only the specimen with lowest roughness (shortest life) and highest roughness (longest life) 
will be considered. 
 
 
 

Table 1. Equations for the interface models. 
Model Amplitude Wavelength 
1 2RcA =  RSm=λ  

2 
2
RaA π

=  A
qR∆

=
2πλ  
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Table 2. Amplitudes and wavelengths calculated from roughness parameters. 
Specimen Model Amplitude, μm Wavelength, μm 
low roughness 1: Rc- and RSm-based 13.1 232 
low roughness 2: Ra- and RΔq-based 10.4 89 
high roughness 1: Rc- and RSm-based 18.6 245 
high roughness 2: Ra- and RΔq-based 15.2 89 

 
 
3.3. FE crack modelling 
 
The two interface models were used for further FE modelling of crack growth under thermal stress. 
A fracture-mechanical analysis was done of a crack advancing along a sine-shaped interface of an 
idealised TBC. The analysis was done on a least representative cell of the TBC, as shown in Fig. 
6 b), using the FE code Abaqus. The least representative cell was assumed to have a symmetry 
boundary on the left, and on the right hand boundary a kinematic boundary condition was applied 
causing the right boundary to remain plane. Crack growth was modelled both in the BC/TGO 
interface and the TGO/TC interface.  
 
Fig. 6 shows the vertical stress component around a crack growing from a peak towards a valley in 
the TGO/TC interface. Fig. 7 shows the corresponding energy release rates, G, and stress intensity 
factors, KI and KII; the values in Fig. 7 are plotted versus interface damage where damage is 
defined as the horizontal length of the crack divided by half the wavelength, i.e. the damage is 1 
when the crack reaches the valley. The KI and KII were obtained from Eq. (9) by post-processing of 
the results as demonstrated in the appendix. For both models, the specimen with high roughness 
gave higher G, KI and KII for most part of the crack growth; this was observed for both BC/TGO 
and TGO/TC cracks.  
 

 
Figure 6. Vertical stress in the interface for: a) low roughness, model 1; b) low roughness, model 2; c) high 

roughness, model 1; d) high roughness, model 2. 
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Figure 7. The calculated energy release rate, G, and stress intensity factors, KI and KII for a BC/TGO crack, a) 

and c), and a TGO/TC crack, b) and d). 
 
4. Discussion 
 
The large variation in fatigue life caused by different BC/TC interface roughness accentuates the 
importance of accurate interface models during FE modelling of crack growth in TBCs. Also other 
researchers have found the roughness to influence properties such as coating adhesion [8]. While 
earlier studies have investigated the influence of amplitude and wavelength on the stress field in 
TBCs by FE modelling [6,10-13], very little effort has been put on trying to derive those amplitudes 
and wavelengths from actual interfaces. 
 
Both the suggested models were chosen so that they would agree well with the roughness 
parameters of the actual interfaces. Because of this, the models surely capture some of the 
characteristics of the interface. It is worth noting that the wavelength derived from RΔq is the same 
for both specimens; also the RSm values indicate that the wavelengths of the specimens are in fact 
very similar. Casu et al. [9] argued that the wavelength could be correlated to the powder size 
during spraying; however, that is not the case for the specimens presented here. 
 
The performed FE modelling may serve as a tool for evaluation of the relative behaviour of crack 
growth in the suggested interface models. Both model 1 and 2 showed an unexpected behaviour in 
that the G, as well as the KI and KII, increased with higher roughness; higher roughness was 
experimentally shown to increase fatigue life. Neither model 1 or 2 thus capture the experimentally 
observed tendency for higher interface roughness to promote longer fatigue lives. 
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Several explanations for this discrepancy exist, among them:  

• The sine wave may be an inappropriate shape for modelling the interface.  
• The increase in mechanical adhesion caused by the rougher interface may outweigh the 

detrimental effects of higher stresses in the interface.  
• Cracks may grow in different ways than modelled here.  

 
It is evident that further work remains before an FE model can accurately capture the 
experimentally observed tendency for higher interface roughness to promote longer fatigue life. 
 
5. Conclusions 
 
The bond coat/top coat interface roughness was shown to largely influence the thermal fatigue life 
of TBCs where higher roughness gave longer lives. Various roughness parameters were calculated 
from the interface roughness profiles, which were obtained by image analysis. Ra, Rc and RΔq were 
found to have a correlation with fatigue life where higher values gave longer life. The spacing 
parameter RSm was essentially the same for all specimens and could not have had an effect on the 
fatigue life. These parameters were used to establish two sine shaped interface models which were 
applied to FE modelling of crack growth in the specimens with shortest and longest life. The KI and 
KII were compared for the two specimens. Neither of the suggested models appeared to capture the 
experimentally observed tendency for increased life with higher roughness; the KI and KII increased 
with higher roughness for both suggested models. This study resulted in two interface models which 
were directly derived from the actual interface, but also showed that much work remains before 
accurate interface models can be formulated. 
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Appendix: Mechanics of the interface crack 

From the FE solution, the energy release rate 𝐺 and the crack flank displacements 𝑢1
(𝑢), 𝑢1

(𝑙), 𝑢2
(𝑢) 

and 𝑢2
(𝑙)at a number of nodes along the crack flank are used. 

For a description of the theory of an interface crack see, for instance, [15]. 
The relation between 𝐺, 𝐾𝐼 and 𝐾𝐼𝐼 is given by 

 
𝐺 =

1
𝐻

(𝐾𝐼2 + 𝐾𝐼𝐼2) (6) 

in which 
 

𝐻 =
2 cosh2(𝜋𝜋)

1
𝐸1∗

+ 1
𝐸2∗
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𝜋 =
1

2𝜋
ln

1 + 𝜈2
𝐸2

+ 𝜅1
1 + 𝜈1
𝐸1

𝜅2
1 + 𝜈2
𝐸2

+ 1 + 𝜈1
𝐸1

  

 
 

𝜅𝑖 = �
3 − 4𝜈𝑖  ;  plane strain
3 − 𝜈𝑖
1 + 𝜈𝑖

 ; plane stress  ; 𝑖 = 1,2  

 
 

𝐸𝑖∗ = �
𝐸𝑖

1 − 𝜈𝑖2
 ; plane strain

𝐸𝑖  ; plane stress
  ; 𝑖 = 1,2  

 

Using the general fracture-mechanical solution for an interface crack, 𝛿1 = 𝑢1
(𝑢) − 𝑢1

(𝑙)  and 

𝛿2 = 𝑢2
(𝑢) − 𝑢2

(𝑙) are then given by  

 �𝛿1𝛿2
� = Ψ ⋅ �sin(𝜋 ln 𝑟) − 2𝜋 cos(𝜋 ln 𝑟) 2𝜋 sin(𝜋 ln 𝑟) + cos(𝜋 ln 𝑟)

2𝜋 sin(𝜋 ln 𝑟) + cos(𝜋 ln 𝑟) − sin(𝜋 ln 𝑟) + 2𝜋 cos(𝜋 ln 𝑟)� �
𝐾𝐼
𝐾𝐼𝐼
� (7) 

 
where 

 
Ψ =

1
2
�

1
𝐸1∗

+
1
𝐸2∗
� ⋅

8
(1 + 4𝜋2) cosh(𝜋𝜋) ⋅ �

𝑟
2𝜋
�
1
2
  

 
Eq. (7) is only used for establishing an expression for 𝛽 = 𝐾𝐼 𝐾𝐼𝐼⁄ : 

 
 

𝛽 =
𝐾𝐼
𝐾𝐼𝐼

=
[sin(𝜋 ln 𝑟) − 2𝜋 cos(𝜋 ln 𝑟)] ⋅ 𝛿1 + [2𝜋 sin(𝜋 ln 𝑟) + cos(𝜋 ln 𝑟)] ⋅ 𝛿2
[2𝜋 sin(𝜋 ln 𝑟) + cos(𝜋 ln 𝑟)] ⋅ 𝛿1 − [sin(𝜋 ln 𝑟) − 2𝜋 cos(𝜋 ln 𝑟)] ⋅ 𝛿2

 (8) 

 
By combining Eq. (6) and (8) we finally get 
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Abstract This paper reports on the adhesion characterization of a PVD coating deposited onto mirror 
polished and laser frosted minting die surfaces.  Experimental and numerical methods are both used to 
study the adhesion of the PVD coating.  Stepped Rockwell-C indentation testing method is used to 
experimentally examine the coating adhesion.  Finite element analyses of the stepped indentation adhesion 
tests are performed using critical loads determined from experimental testing.  The analyses are performed 
to determine the stresses produced at the coating-substrate interface prior to coating adhesion failure and 
characterize the coating adhesion.  The indentation simulations found that large compressive, shearing, and 
opening stresses were present at the coating-substrate interface in the regions where coating delamination 
was observed during experimental testing.  The value of the compressive, opening, and shear critical 
stresses are found during finite element simulation of the indentation.  These stress components provide 
good quantification of the coating adhesion strength. 
 
Keywords PVD coating, adhesion, indentation tests, critical stresses 
 
1. Introduction 
 Advances in the minting of coinage have led to the use of highly specialized die coatings. 
These coatings, in the form of thin hard films, are applied to die surfaces to improve their surface 
performance and increase their service life. The Royal Canadian Mint (RCM) uses a Cr-Ti-N based 
physical vapour deposition (PVD) coating applied to a hardened tool steel using magnetron sputter 
ion plating [1]. 
 Coin forming is achieved by the striking of a blank disc between two dies. A collar surrounding 
the blanks circumference limits radial expansion of the blank during striking. The forming process 
produces large stresses in the die coating and steel substrate. The coating is expected to survive 
thousands to multiple hundreds of thousands of these impacts. To achieve long die life, the coating 
must be well adhered to the tool steel substrate and for this reason it is very important to ensure that 
adequate adhesion is achieved. 
 In recent years, laser engraving and frosting has started to be used on minting dies prior to 
coating to produce highly detailed coins with new surface finishes. Limited research has been 
completed in examining the effect of these new surface finishes on coating adhesion. 
 Many test methods exist for examining the adhesion between the coating and substrate. Among 
them are the indentation and the scratch adhesion tests, both of which are commonly used for 
testing the adhesion of thin hard coatings. These adhesion tests can be used to characterize the 
coating adhesion semi-quantitatively and with added analyses quantitatively [2]. 
 Recently, the combination of experimental testing and numerical simulation has been used by 
several researchers to quantify coating adhesion. Indentation adhesion tests have been used together 
with finite element simulations to quantify the adhesion of thin hard coatings, see Pachler et al. [3], 
Nygards et al. [4], Xu et al. [5] and Sun et al. [6], for examples. 
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 In this paper, the combination of experimental testing and finite element simulations of 
indentation tests is used to quantify the adhesion of the PVD coating used by the RCM. The 
adhesion to a mirror polished surface and to several laser frosted surfaces are examined. The critical 
loads determined during experimental testing are used in the finite element simulations. The 
maximum opening stress, maximum shear stress and maximum compressive stress values at the 
coating-substrate interface determined from finite element simulations are used to characterize the 
adhesion strength. 
 
2. Background 
 In this section, an examination of the adhesion of thin-film systems and the testing of their 
adhesion are summarized. A detailed review of the use of experimental adhesion testing combined 
with numerical simulations to quantify the stresses produced during testing is presented for the 
indentation tests. 
 
2.1. Adhesion of Thin-Film Systems 
 Depositing a thin hard film onto a softer substrate is only beneficial if the film has good 
adhesion and does not fail during normal operation. For this reason, coating adhesion must be 
closely examined and well understood. 
 Adhesion is defined as an attractive process between dissimilar materials which brings two 
compounds into direct contact. The strength of adhesion is difficult to quantify, but can be 
determined qualitatively, semi-quantitatively, and under certain scenarios quantitatively using 
various adhesion tests. The adhesion measurement between two materials estimated during 
experimental testing is generally dependent on the test method employed to determine it. For this 
reason, adhesion test results must be stated with the method used to determine them. Common 
adhesion test methods are the indentation test, scratch test, peel test, tape test, blister test, self 
loading test, beam bending test, pull test, and laser spallation test [2]. The indentation adhesion tests 
are reviewed below. Indentation adhesion tests will be used in this paper to quantify the adhesion 
strength of the PVD coating. 
 
2.2. Indentation Adhesion Test  
 Indentation testing was first developed to quantify the hardness of materials. By applying a 
specific load using a standardized indenter, the hardness of a material can be determined by 
measuring the size of the resultant indentation crater and/or the vertical displacement of the indenter. 
Several varieties exist and the following is a list of the most common indentation tests: Brinell 
hardness test, Rockwell hardness test, Vickers hardness test, and Knoop hardness test.  
Corresponding ASTM standards can be found for these various tests. 
 Indentation tests can also be used to test the adhesion of coatings. The procedure is very similar 
to indentation tests completed to determine hardness except instead of measuring the indentation 
size, the damage caused to the coating is examined. A schematic of an indentation adhesion test is 
shown in Figure 1 and the apparatus used for testing in this paper is shown in Figure 2. The 
advantages of this test method are: 
- sample preparation is minimal 
- the test equipment is readily available (cost effective) 
- test standards are well established 
- semi-quantitative or quantitative results can be achieved 
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2.3. Finite Element Simulation of Indentation Adhesion Testing 
 In order to further understand the causes of coating failures during indentation adhesion testing, 
the stress state in the coating can be determined using finite element analysis. Radial and circular 
cracking the coatings has been studied by examining the tangential and radial stresses induced 
during indentation. This provides insight into through thickness coating failure. Delamination along 
the coating-substrate interface (adhesion failure) has been studied by examining the shear and 
opening stresses at the interface. Compressive stress in the coating are also be studied if buckling 
failure of the coating is present in experimental testing. 
 In this paper, indentation adhesion tests will be performed to obtain the critical load at which 
adhesion failure occurs for the PVD coating on each die surface. These loads will then be used in 
finite element analysis. The corresponding maximum opening, shear, and compressive stresses at 
the coating-substrate interface will be used to quantify the coating adhesion. 
 
3. Experimental Testing of Coating Adhesion 
 The experimental setup, procedure, and results of the adhesion testing completed on the hard 
PVD coating used by the RCM are presented in this section. Eight dies were prepared and the 
adhesion of the coating to a mirror surface and to four laser frosted surfaces was investigated using 
a stepped variation of the Rockwell-C indentation adhesion test. 
 
3.1. Sample Preparation 
 The dies used for testing were machined from a soft annealed bar stock of a tool steel. The bar 
stock was first cut to length and the top and bottom surface were machined flat using a lathe. The 
machined substrates were then heat treated using a vacuum heat treatment furnace. The top surface 
of the substrates was then polished to a mirror surface. In total eight test dies were manufactured. 
Four of the eight dies were laser frosted on three quarters of their surface, each with a different 
surface frosting (termed as Bullion, Glass Bead, Four-to-One, and Aluminum Oxide, respectively) 
as shown in Figure 3. The remaining four were not laser frosted. After preparing the die surface, the 
hard PVD coating was applied using a Teer UDP650/4 magnetron sputter ion plating system. The 
thickness of the Cr-Ti-N PVD coating is controlled to between two and three µm. 
 
3.2. Stepped Indentation Adhesion Test 
 The stepped indentation adhesion test is a variation on the Rockwell-C indentation adhesion 
test. The indentation load is increased in steps and the produced indentation craters are examined 
for signs of coating failure. Coating delamination was defined as the failure criteria and the highest 
loading case which causes no coating delamination was examined for each coated die surface. The 
maximum survivable load provides a semi-quantitative measurement of the PVD coating adhesion 
and will also be used later in section 4 during finite element simulations. The maximum survivable 
load will be the indentation load used in simulations of indentation tests examining the stress state 
at the coating-substrate interface prior to coating adhesion failure. 
 The experimental apparatus is the same as that used for the Rockwell-C indentation adhesion 
tests, but for this test multiple loading conditions were used. The available weight options were 15, 
30, 45, 60, 100, 150 kgf and all were used. 
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3.3 Experimental Results 
 Multiple indentation tests were performed on each different die surface to determine the 
maximum load each respective coating-substrate systems could withstand. More tests were 
performed at loadings where the coating changed from a pass to a fail. The stepped indentation tests 
for the PVD coating on the mirror surface and laser frosted surfaces are conducted, in this manner. 
The following subsections provide observations for each die surface. 
 
PVD coating deposited on a mirror surface 
 A summary of the results for the stepped indentation test of the PVD coating deposited on a 
mirror surface is shown in Figure 4. The indentation tests using a 45 kgf load caused a delamination 
for half of the 14 tests and the tests performed using a 30 kgf load only caused one delamination out 
of 14 tests. The typical results for indentations of 30 kgf can be seen in Figure 5. Cracking is visible 
around the circumference of the indent crater and small radial cracks are also visible. The typical 
results of indents using 60, 100, and 150 kgf were also obtained. Small delaminations are visible 
around the edge of the craters and the cracking is no longer radial. The 30 kgf load was found to be 
the maximum load the coating could reliably survive without coating delamination. 
 
PVD coating deposited on a Bullion type laser frosted surface 
 The Bullion test results show that the coating failed all three 45 kgf and passed all three 30 kgf. 
Figure 6 shows typical results for 30 kgf loading conditions. For loads at 30 kgf loading condition 
only causes cracking, while the higher loading condition causes cracking and delamination. 
Therefore, the 30 kgf loading was found to be the maximum survivable indentation load for the 
Bullion laser frosted surface.  
 
PVD coating deposited on a Glass Bead type laser frosted surface 
 The Glass Bead test results show that the maximum safe load is 15 kgf. Typical results are 
shown in Figure 7 for 15 kgf loading conditions. The 15 kgf loading condition only causes cracking, 
while the 30 kgf loading condition causes cracking and delamination. The 15 kgf loading case was 
found to be the maximum survivable load for the Glass Bead laser frosted surface. 
 Note the other two types of laser frosted surfaces (four-to-one, and aluminum oxide), the 
surface roughness makes the finding of coating failure difficulty, therefore, from now on, only 
Bullion and Glass Bead laser surfaces are further studied together with mirror finished surface. 
 
4. Finite Element Simulation of Indentation Adhesion Testing 
 This section presents the two-dimensional axisymmetric finite element simulation of 
indentation adhesion tests using ABAQUS [7]. The simulations are used to determine the stress 
state at the coating-substrate interface prior to coating failure. Focus is placed on the opening stress, 
the shear stress, and compressive stress at the interface since these stress components are the likely 
cause of delamination growth. The maximum survivable indentation loads estimated using the 
stepped indentation adhesion tests in Section 3 are used as indentation loads in the simulations. 
Simulations are completed using 15 and 30 kgf indentation loads. The 15 kgf simulation represents 
the PVD coating deposited on the Glass Bead laser frosted surface and the 30 kgf represents the 
PVD coating deposited on the mirror surface and Bullion laser frosted surface. 
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 The finite element model geometry, boundary conditions, material properties, and mesh design 
will be outlined below, followed by a presentation of the computed stress state at the 
coating-substrate interface. The opening, shear, and compressive stresses at the coating-substrate 
interface will provide a quantification of the PVD coating adhesion strength to the mirror surface 
and Glass Bead and Bullion laser frosted surfaces. 
 
4.1 FEM Model Setup, Geometry, and Boundary Conditions 
 The indentation adhesion test is axisymmetric and therefore a simplified axisymmetric finite 
element model was used to simulate the test. ABAQUS/Standard version 6.8 [7] was used for the 
finite element analysis. The indentation adhesion test consists of three steps, first the indenter is 
lowered to the die surface and then load is applied and ramped up to the maximum load. Finally the 
load is removed and the indenter is raised off the die surface. The indentation test was modeled as 
quasi-static and all time-dependant effects were neglected. The indenter and die geometry and the 
boundary conditions are presented below. 
 
Indenter Geometry 
 The indenter geometry used is that of a Rockwell-C cone indenter as defined by ASTM E18-8b 
[8]. The indenter has a 200 μm radius cone tip and 60° half angle. The axisymmetric indenter model 
was defined as presented in Figure 8 and the geometry was fixed to a reference point. 
Displacements and loads are applied to the indenter by moving or loading the reference point.   
 
Die Geometry 
 The die geometry used is shown in Figure 9. An axisymmetric boundary condition is placed on 
the axis of symmetry and vertical displacement is fixed at the bottom of the model. The PVD 
coating thickness used by the RCM is controlled to be between two and three microns. The average 
of the thickness range, 2.5 µm, was selected for the model. The overall size of the die segment 
modeled was one millimetre by one millimetre and was selected after testing different model sizes. 
Multiple model sizes were tested and the model size selected was chosen since it minimized the 
model size while not affecting the stress values at the coating-substrate interface. 
 
4.2 Material and Interface Properties 
 
Indenter Properties 
 The Rockwell-C indenter tip is made of diamond which is significantly harder than the die 
substrate. The deflection of the diamond indenter during loading up to the maximum indentation 
load used, 30 kgf, is negligible and therefore it was modeled as an analytical rigid body. 
 
Substrate Properties 
 The substrate of the die samples used for experimental testing was a tool steel and it was 
modeled as an elastoplastic material with isotropic strain hardening. The material properties used 
during indentation simulations are shown in Table 1. The elastic modulus and yield strength values 
were taken from a tool steel material datasheet [9]. The Ramberg-Osgood stress strain relationship 
was used to define the materials strain hardening as follows: 
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where α is the yield offset and n is the strain hardening exponent. Assuming an industry standard 
strain value of 0.2 % was used when defining the yield strength of the tool steel, α can be calculated 
to be 0.18. 
 The strain hardening exponent was determined using a numerical and experimental approach as 
described by J. Yan et al. [10]. A strain hardening exponent value (n) of 15 was found to agree well 
with the experimental data and therefore n = 15 was used as the strain hardening exponent for the 
substrate.  
 
Coating Properties 
 The material properties used for defining the Cr-Ti-N based hard PVD coating are shown on 
Table 2. The elastic modulus, yield strength, and Poisson’s ratio values for the PVD coating were 
determined using nano-indentation testing completed by McLean [11]. As recommended by Piana et. 
al [12], Ramberg-Osgood strain hardening parameters of α = 1 and n = 100 were chosen to produce 
a material with minimal strain hardening.  
 
Interface Properties 
 The loading conditions used during the indentation test simulations are below the failure load 
of the coating-substrate interface, therefore the interface between the coating and substrate was 
modeled as being in perfect adhesion. 
 The interaction between the indenter and the coating surface was defined using the “Interaction 
Module” built into ABAQUS [7]. A contact pair was defined, with indenter being the master surface 
and the coating surface being the slave surface. The indenter is ideal for the master surface because 
it is an analytical rigid body and is accurately defined without discretization using an arc and a line. 
To complete the interaction definition the tangential and normal behaviour between the two surfaces 
must be defined. The tangential behaviour was defined as frictionless as recommended by Piana et 
al. [12]. Neglecting friction has an insignificant effect on the results of indentation test simulations 
[12]. The normal behaviour was defined as “hard contact”, which does not allow the coating top 
surface nodes to pass through the indenter geometry. Separation after contact was permitted to 
allow for unloading of the indenter. 
 
4.3 Mesh Design 
 The mesh was refined towards the indentation location to properly model the large deformation 
and steep stress gradient. Due to the large deformation in the region of the indentation, it is 
important to enable nonlinear geometry in ABAQUS [7]. The finite element models were 
discretized using 4-node bilinear axisymmetric quadrilateral elements, which are defined as CAX4R 
in the ABAQUS element library [7]. This element type is a first order continuum element and uses 
reduced integration. Reduced integration lowers the number of constraints introduced by the 
elements, thus decreasing the CPU time and storage requirements and also preventing volumetric 
locking. The “hourglass control” is enabled to address the potential zero energy deformation modes 
(hourglass modes) introduced when using reduced integration [7]. The mesh design of the 
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coating-substrate system is shown in Figure 10. The shown model uses 4 element layers to 
discretize the coating, 8, 16 and 25 layered meshes were also used for mesh refinement analysis. A 
node set is defined along the coating-substrate interface for easy retrieval of displacement and stress 
data during post processing.  
 
4.4. FEA results 
 
Stress Transformation 
 In order to properly evaluate the stresses at the coating-substrate interface, the global stress 
components obtained from ABAQUS [7] must be transformed into local coordinate stress 
components. Figure 11 shows how the global coordinates axes (x-y-z) relate to the local coordinates 
axes (x’-y’-z’). The x’ local coordinate axis is parallel to the coating-substrate interface and the y’ 
local coordinate axis is perpendicular to the coating-substrate interface. The following equations 
show how the global stress components were transformed into local stress components [13]: 

  (2) 

  (3) 

  (4) 

  (5) 

Going forward, σx’x’, σy’y’, σz’z’, and τx’y’ will be called the radial stress, the opening stress, the hoop 
stress and the shear stress. Note that the stress component (σx’x’) named radial stress is not perfectly 
radial once x’ is not aligned with x, but the name is still used for simplicity. The two out of plane 
shear stress components, τxz and τyz, are zero due to the problem being axisymmetric. 
 
Results 
 The stress state at the coating-substrate interface was examined at two times during the 
simulations, first when the maximum indentation load is applied and second after unloading of the 
indenter. Von Mises stress, radial stress (σx’x’), hoop stress (σz’z’), opening stress (σy’y’), and shear 
stress (τx’y’) along the coating-substrate interface for both the maximum load and after unloading 
states are obtained. The stress in the coating material and substrate material at the interface are both 
included in the presented stress results. 
 
Von Mises Stress Results 
 Von Mises stress contour plots are shown in Figure 12 (maximum load case) and Figure 13 
(after unloading) for the 30 kgf indentation case. At maximum load, large von Mises stresses occur 
in the coating under the indenter and extend outward past the indentation radius. After unloading, 
the von Mises stress is significantly reduced inside the crater region, but large values are still 
present outside the indentation radius. Very low von Mises stress gradients are present near the 
bottom and right edges of the model, which shows that the model was properly sized.  Results for 
15 kgf are also obtained. 
 The maximum von Mises stress experienced in the coating is 8.31 GPa and 8.39 GPa for the 15 
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and 30 kgf loading conditions respectively. The maximum von Mises stress experienced in the 
substrate is 3.10 GPa and 3.23 GPa for the 15 and 30 kgf loading conditions respectively. All the 
maximum von Mises stresses occur at the maximum load condition. 
 
Results of Stress Components  

The opening stress (σy’y’) distribution along the interface is obtained for (15 kgf) and (30 kgf). 
The coating and substrate opening stress distribution match very well as expected due to stress 
equilibrium perpendicular to the interface [14]. The maximum opening stress occurs near the 
indentation crater edge after unloading with values of 0.896 GPa (coating) and 0.872 GPa (substrate) 
for the 15 kgf loading case and of 1.18 GPa (coating) and 1.16 GPa (substrate) for the 30 kgf 
loading case. These simulated opening stresses provide a measure of the coating adhesion strength 
for the mirror surface and Bullion and Glass Bead laser frosted surface.  

To satisfy equilibrium conditions along the coating-substrate interface, the shear stress (τx’y’) in 
the coating and substrate materials must be equal and the results agree well with this equilibrium 
condition [14]. The difference between the coating and substrate shear stress value is minimal 
except near the indentation crater edge where a nearly 20% difference occurs. The maximum shear 
stress values along the interface are 1.89 GPa (coating) and 1.67 GPa (substrate) for the 15 kgf 
loading case and of 2.16 GPa (coating) and 1.78 GPa (substrate) for the 30 kgf loading case. These 
maximum shear stress values occur at maximum loading of the indenter and provide a measure of 
the coating adhesion strength for the simulated surface types. 

The radial stress (σx’x’) distributions along the coating-substrate interface for the 15 and 30 kgf 
loading cases are obtained. The maximum compressive radial stress occurs at maximum loading, 
the values for the 15 and 30 kgf loading conditions are 11.29 GPa and 12.69 GPa. Table 3 
summarised the maximum values of these stress components. 
 
5. Conclusions 
 The stress state at the coating-substrate interface during 15 and 30 kgf indentation tests has been 
simulated. Peak stress values were found in the region near the indentation crater edge, which is 
where failure was observed during experimental testing. Using finite element simulations, the PVD 
coating deposited on a mirror surface and Glass Bead and Bullion laser frosted surfaces was found 
to be capable of surviving the loads corresponding to stress values presented in Table 3. The peak 
opening and shear stresses at the coating-substrate interface provide a characterization of the 
coating adhesion strength since these two stress components are capable of directly causing 
delamination growth and coating adhesion failure. Significant compressive radial stress is present in 
the coating outside the indentation crater. In the presence of coating adhesion defects, this 
compressive stress can lead to coating buckling and spallation. 
 The three stress components (opening, shear, and radial compressive) reach their peak near the 
indentation crater edge, which is the location where coating delamination occurred during 
experimental testing at higher loads. Now that the stress state at the coating-substrate interface 
produced during indentation adhesion tests has been simulated and analyzed, a similar process can 
be performed for the scratch adhesion tests and the results can be compared.  
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Table1 Material properties of the simulated substrate 
Property Symbol Value 
Elastic Modulus Es 213 GPa 
Yield Strength σys 2.35 GPa 
Poisson’s Ratio νs 0.3 
Strain hardening exponent ns 15 
Yield offset αs 0.18 
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Table 2 Material properties of the simulated coating 
Property Symbol Value 
Elastic Modulus Ec 300 GPa 
Yield Strength σyc 8.2 GPa 
Poisson’s Ratio νc 0.15 
Strain hardening exponent nc 100 
Yield offset αc 1 

 
 

Table 3 Stress component values for coating adhesion strength characterisation 
Stress Component 

[material] 
15 kgf  

(Glass Bead) 
30 kgf  

(Mirror and Bullion) 
Maximum Opening stress 

(GPa) 
[average of coating and 

substrate value] 

0.884 1.17 

Maximum Shear stress 
(GPa) 

[average of coating and 
substrate value] 

1.78 1.97 

Maximum Compressive 
stress (GPa) 

[coating value] 
-11.3 -12.7 

 
 
 

 
 
 
 Figure 1. Schematic of indentation test causing coating adhesion failure [2] 
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 Figure 2. Wilson Rockwell 3TT Twin Hardness Tester 
 

 
 

Figure 3 Test dies with three-quarter laser frosted surfaces 
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Figure 4 Distribution of the stepped indenation results for the PVD coating on a mirror surface 
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Figure 5 Typical results for the Rockwell-C indentation of the PVD coating on a mirror surface for 

load 30 kgf 
 

 
 
 
 
 
 
 
 
 
 
 
 

     (10X)          (50X) 
 

Figure 6 Typical results for Rockwell-C indentation of the PVD coating on a Bullion laser frosted 
surface for loads of 30 kgf 
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Figure 7 Typical results for Rockwell indentation of the PVD  coating on a Glass Bead laser 

frosted surface for loads of 15 kgf 
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Figure 8 Rockwell C indenter tip geometry 
 
 
 
 

 
 

Figure 9 Die geometry and boundary conditions (not to scale) 
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Figure 10 Coating substrate mesh design, 4 element layer coating 
 
 
 
 
 

 
 

Figure 11 Local coordinate system at the coating-substrate interface 
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Figure 12 von Mises Stress contour at the 30 kgf loading condition 
 
 

 
 

Figure 13 von Mises Stress contour after unloading the 30 kgf load 
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Abstract  In this work, the change of Young’s modulus, hardness, and bending strength of air plasma 

sprayed ceramic coating systems after different thermal shock was investigated by nanoindentation tests and 

three-point bending tests. The results of these tests show that the Young’s modulus and hardness of 

nanostructured coatings and the bending strength of nanostructured coating-substrate systems fluctuate 

relatively slightly as the thermal shock temperature difference increases, while the Young’s modulus and 

hardness of micro-structured coatings and the bending strength of micro-structured coating-substrate systems 

increase with the thermal shock temperature difference monotonously. Therefore, in the temperature range 

we studied, the mechanical properties of nanostructured coatings are less sensitive to the change of 

temperature and more stable than micro-structured coatings. 

 

Keywords  Ceramic coating systems, Thermal shock, Young’s modulus, Bending strength 
 

1. Introduction 
Ceramic coatings are widely used because of their excellent thermal insulation, wear resistance and 
corrosion resistance [1, 2]. In the service condition of ceramic coatings, thermal shock frequently 
occurs. Therefore, in-depth understanding of the influence of thermal shock on mechanical 
properties of ceramic coating systems becomes significant. Some relevant studies on the effect of 
thermal shock on ceramic coatings have been reported. Bo Liang et al. [3] investigated the thermal 
shock resistances of nanostructured and conventional zirconia coatings deposited by atmospheric 
plasma spraying, and found that the nanostructured as-sprayed coating possessed better thermal 
shock resistance than the conventional coating. Chunxia Zhang et al. [4] studied the influence of 
thermal shock on insulation effect of nano-multilayer thermal barrier coatings, and acquired the 
change of thermal conductivity and impedance as function of thermal shock number. Moreover, 
some researches have shown that thermal shock could obviously affect the mechanical properties of 
Si-SiC coated C/C composites [5], fiber concrete [6], alumina–mullite–zirconia and alumina–
mullite refractory materials[7]. However, there are few reports on the influence of thermal shock on 
mechanical properties of ceramic coating systems. Therefore, in this work, we studied the change of 
elastic modulus, hardness, and bending strength of air plasma sprayed ceramic coating systems by 
nanoindentation tests and three-point bending tests. 

 

2. Experimental procedure 
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2.1. Specimen preparation 
 
The ceramic coating system used in this study consists of YSZ (8 wt.% Y2O3 stabilized ZrO2) top 
coat prepared with atmospheric plasma spraying (APS), NiCrAlY (25.42wt.%Cr-5.1wt.%Al- 
0.48wt.%Y) bond coat prepared with high velocity oxygen fuel (HVOF) process and Ni-based 
superalloy substrate. The thickness of the top coat, bond coat and substrate is approximately 0.1 mm, 
0.05 mm, and 1.35 mm separately. In our study, two kinds of ceramic coating layers were 
prepared---nano-scale and micro-scale microstructure, respectively. 
 
2.2. Thermal shock tests 
 
In the thermal shock tests, the specimens were heated with a rate of 20℃/min up to a preset 

temperature mT  (200 ℃, 500 ℃, and 800 ℃, respectively) and held at mT  for 20 min [8]. After 

that, the heated specimens were quickly placed into water at the ambient temperature (25 ℃) for 
quenching and maintained for 10 min [8]. Therefore, the thermal shock temperature difference TΔ
is 175 ℃, 475 ℃, and 775 ℃, respectively. The mechanical property was then measured using 
nanoindentation and bending tests at room temperature.  
  
2.3. Nanoindentation tests 

 
The grinded and polished coatings were analyzed by nanoindentation tests in which the Agilent 
Technologies Nano Indenter G200 System was used. All indentations were done with a triangular 
pyramid Berkovich diamond indenter. The total number of measurement points for each sample was 
chosen to be 10. The indentation depth was 300 nm and the maximum load was 12 mN in the tests. 
The typical distance between two neighboring sites is above 50 μm aiming to avoid possible 
interference of measurements. During the indentation test，the indentation load and depth are 
measured by load cell and gap sensors. 
  
2.4. Three-point bending tests 

 
The three-point bending tests were done with a computer control electronic universal testing 
machine RG2000-5. The nominal dimensions of each specimen for the three-point bending test are 
3 mm wide, 1.5 mm high and 15 mm long. The span length of the support is 10 mm. The tests were 
carried out under constant displacement rates 0.1 mm/min at the loading point. Consequently, we 
could acquire a series of load-displacement curves in the loading process. 
 

3. Results and discussion 
 

3.1. Influence of thermal shock on Young’s modulus and hardness of ceramic coatings 
 
In the temperature range of 25-800℃，the results of these tests show that the Young’s modulus E 
and hardness H of nanostructured coatings fluctuate relatively slightly as the thermal shock 
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temperature difference TΔ  increases, while that of micro-structured coatings increase with TΔ  
monotonously, as shown in Fig. 1. For the as-spayed coating, the Young’s modulus of 

nanostructured coating 161.2 GPacE =  and micro-structured coating 101.4 GPacE = , which are 

in good general agreement with former reports [9] [10] ; the hardness of nanostructured coating 

11.6 GPacH = and micro-structured coating 5.4 GPacH = , which are close to some data in the 

literatures[2, 10] [11]. After the thermal shock test, we carefully examined the microstructure of 
specimens and found that the porosity of micro-structured coatings reduces relatively obviously 
with the increase of TΔ , while that of the nanostructured coatings changes a little. From the 
literature[12], for porous materials, the Young's modulus E can be described empirically by 

0 exp( )E E ap= − , where 0E  is the zero-porosity Young's modulus, p is the porosity, and a is an 

empirical constant. Therefore, the Young's modulus will increase as the porosity decreases, and our 
test results agree with this theoretical model. 
 

 
Figure 1. The change of Young’s modulus and hardness of coatings with different thermal shock temperature 

difference TΔ  (N-nanostructured coatings, M-micro-structured coatings). 

 

3.2. Influence of thermal shock on bending strength of coating-substrate systems  
 
One of the curves of the load F and loading point displacement w in our experiments is shown in 
Fig. 2. The maximum load was considered as the failure load and used to calculate the bending 
strength of coating-substrate systems. 
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Figure 2. The load-displacement curve in three-point bending test. 

 
During the three-point bending test, the largest normal stress at the failure load was considered to be 

the bending strength bσ , which can be determined by Eq. (1) [13] as following: 

0

( )4 1
0.8 (1 )

3 4 ( )
f c c

b
s s

P l E hh
l M E h

ςσ
π ς

+
= ⋅ − ⋅ ⋅ ⋅

−
    (1) 

Where l and h are the span length of support and the height of specimens respectively, fP  is the 

failure load, ch and sh  are the thickness of the coating and substrate respectively, cE  and sE  

are the Young’s modulus of coating and substrate respectively, ς   is the distance between the 

neutral axis and the interface of the layered specimen, and 
0M  is the resultant moment of the cross 

section. The values of ς  and 
0M can be determined by 

2 2
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s s c c
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, respectively, where b is the width 

of the specimen. The bending strength of all specimens obtained by Eq. (1) is presented in Fig. 3. It 
is worth mentioning that (1) the top coat and bond coat are considered as one layer, i.e. the coating, 
considering that Young’s modulus of the bond coat is about 155 GPa [10, 14] which is close to that 
of the top coat, and the top coat and bond coat bind well according to our experimental observation, 

(2) the value of cE  is obtained from Fig. 2, and (3) the value of sE  is assumed constant and taken 

as 200 GPa [10] [15].  
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Figure 3. The change of bending strength of coating-substrate systems with different thermal shock 

temperature difference TΔ (N- nanostructured coatings, M- micro-structured coatings). 

 
From Fig. 3, we can see that like the change of Young’s modulus and hardness of coatings with 
different thermal shock temperature difference TΔ , the bending strength of nanostructured 
coating-substrate systems fluctuate relatively slightly as TΔ increases, while that of 
micro-structured coating-substrate systems increase monotonously with TΔ .    
 
The bending strength of coating-substrate systems is determined by the strength of coating and 
substrate, and the interfacial bonding strength. In the temperature range of 25-800℃，the yield 
strength of the substrate is considered as constant[16]. Therefore, the main parameters are the 
strength of coating and the interfacial bonding strength. For porous materials, like the relationship 
between Young's modulus and porosity, the strength can be empirically described by 

0 exp( )kpσ σ= −  [17], where 0σ  is the zero-porosity strength, p is the porosity, and k is an 

empirical constant. Therefore, the strength will increase as the porosity decreases. Besides, 
according to our experimental observation, for micro-structured coating-substrate systems, the 
interfacial bonding strength decreases as the thermal shock temperature difference increases, while 
that of the nanostructured coating-substrate systems changes a little. Since the strength of 
coating-substrate systems is obviously influenced by the interfacial bonding strength, and 
weakening of interfaces helps to increase the bending strength of coating-substrate systems, [5] we 
can see that it is the combined effect of porosity of the coating and interfacial bonding strength of 
the coating-substrate that leads to the result of our tests.    
 

4. Conclusions 
 
In this work, the change of elastic modulus, hardness and bending strength of air plasma sprayed 
ceramic coating systems after different thermal shock was investigated by nanoindentation tests and 
three-point bending tests. The results of these tests show that (1) since the porosity of 
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micro-structured coatings reduces relatively obviously, while that of the nanostructured coatings 
changes a little with the increase of thermal shock temperature difference, the Young’s modulus and 
hardness of nanostructured coatings fluctuate relatively slightly, while that of the micro-structured 
coatings monotonously increase as the thermal shock temperature difference increases. (2) Apart 
from the difference in porosity of the coating, the interfacial bonding strength of micro-structured 
coating-substrate systems decreases as the temperature increases, while that of the nanostructured 
coating-substrate systems changes a little. Therefore, the bending strength of nanostructured 
coating-substrate systems fluctuates relatively slightly, while that of micro-structured 
coating-substrate systems monotonously increases as the thermal shock temperature difference 
increases. In conclusion, in the temperature range we studied, the mechanical properties of 
nanostructured coatings are less sensitive to the change of temperature and more stable than 
micro-structured coatings. 
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Abstract  In a thin-film substrate system in-plane compressive stress is commonly generated in the film 
due to thermal mismatch in operation or fabrication process. If the stress exceeds a critical value, part of the 
film may buckle out of plane along the defective interface. After delamination buckling, the interface crack 
at the ends may propagate. In the whole process, the compliance of the substrate compared with the film 
plays an important role.  In this work, we study a circular film subject to compressive stress on an infinitely 
thick substrate. We study the effects of compliance of the substrate by modeling the system as a plate on an 
elastic foundation. The critical buckling condition is formulated. The asymptotic solutions of post-buckling 
deformation and the corresponding energy release rate of the interface crack are obtained with perturbation 
methods. The results show that the more compliant the substrate is, the easier for the film to buckle and 
easier for the interface crack to propagate after buckling. 
 
Keywords  buckling delamination, interface crack, film-substrate system, post-buckling 
 

1. Introduction 
 
The thin film-substrate system is widely used in various of applications, such as thermal barrier 
coatings and micro-electronics [1-4]. In operation or fabrication process, in-plane compressive 
stress is commonly generated in the film due to thermal mismatch. If the stress exceeds a critical 
value, part of the film may buckle out of plane along the defective interface. Delamination buckling 
is considered as one of the most important failure modes in thin-film substrate system. 
Delamination buckling on a stiff substrate is well studied in the literature [5-7]. If the substrate is 
compliant, the critical buckling load and the energy release rate of the interface crack can be 
significantly affected[8]. Yu and Hutchinson analyzed the effects of compliance of substrate by 
introducing compliance coefficients [9]. After delamination buckling happens, the film and the 
substrate are detached. In this work we study the effects of compliance of the substrate by modeling 
the system as a plate on an elastic foundation. We use perturbation method to obtain the asymptotic 
solutions of post-buckling deformation and calculate the mode-adjusted energy release rate of the 
interface crack after buckling happens. Analysis of a plate on a foundation is a classical problem in 
mechanics, which can be an effective model of analyzing film-substrate system.  
 
2. Governing equations 
 
2.1. A circular plate on an elastic foundation 
 
We study the delamination buckling of the thin film as buckling of a thin plate on an elastic 
foundation. To focus on the effects of the compliance of the substrate we study a simple 
configuration, a circular plate on an infinitely thick foundation, as shown in Fig. 1. We use the 
linear Wrinkler foundation model 
 F Kw , (1) 
where w  is the deflection, K  the stiffness of the foundation, F  the effective reaction force.  
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Fig.1. Schematics of a circular plate on an elastic foundation. 

 
The equations of post-buckling of a thin plate on a linear Wrinkler foundation are [10] 
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where u  is the in-plane displacement,   the Poisson's ratio, t  the thickness of the plate, D  the 
bending stiffness of the plate, P  the in-plane load, w  denotes derivative with respect to r . The 
deformation is assumed to be axisymmetric. A material point at location r  in deformed state is 
fully described by deflection  w r  and in-plane displacement  u r . 

We normalize the quantities as the following: radius of a material point /x r R , deflection 

/w w t , in-plane displacement 2/u uR t , in-plane load 2 /P PR D , foundation stiffness 
4 /K KR D . The normalized governing equations are 
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where w  denotes derivative with respect to x . 
 
2.2. Strain energy release rate 
 
In the film-substrate system, the interface crack may propagate after delamination buckling happens. 
The strain energy release rate is given in [11]  
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where E  is the Young's modulus, M  is the bending moment at the delamination edge, N  is 
the change of the in-plane force. The normalized form of these quantities are  2 /M MR Dt , 

2 /  N NR D , 2 2 /12  G M N . 
The crack is in a mixed mode of Mode I and Mode II. Define phase angle of mixture  . In 

this configuration the phase angle of mixture can be calculated as 
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where  ,     is the phase factor,   and   are Dundur's elastic mismatch parameters. In 

the calculation, we set Poisson's ratio 1/ 3  film substrate . The details of value of   can be found 

in the literature [11]. 
Considering the effects of mode mixture, the strain energy release rate is adjusted as 

 
  


GG

f
, (8) 

where the function  f  can be experimentally fitted. One of the common forms of  f  is 

     21 1 tan    f , (9) 

where   is the fitting parameter. In the calculation we set 0.3  . 
 

3. Asymptotic solutions 
 
The perturbation method is an effective way of solving problems of plate undergoing large 
deflection[12]. We expand the displacement and load as 

 
        2 3
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where s  is the perturbation parameter.  
Inserting Eqs. (10)-(12) into Eqs. (4) and (5) we obtain the decoupled equations of coefficients 

in the order of s , 2s , 3s . The out-of-plane equations are 
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The in-plane equations are 
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The edge is clamped. The boundary conditions are 
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We use the central deflection 0w  as the perturbation parameter. We have additional condition 

 1 0 1w ;  0 0 1 jw j . Inspecting the six equations (13)-(18) together with boundary 

conditions (19) and (20), we can easily obtain solutions 1 0u , 2 0w  and (1) 0P . Therefore, 

only three equations (13), (15) and (17) are to be solved. The general solution of Eq.(13) is  
      1 1 0 2 0  w x C J x C J x , (21) 

where 
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. 

Inserting boundary conditions into Eq. (21) we obtain 

      1 0 1 01 0   C J C J , (22) 

      1 1 1 11 0     C J x C J x , (23) 

Once the foundation stiffness K  is given, we can obtain cP  and 1C  by solving Eqs. (22) and 

(23). Subsequently we use Eq. (17) to solve 2u . A simple way to obtain 2u  is expanding Bessel 

function into Taylor series. Once 1w  and 2u  are known, we use Eq. (15) to solve  2P . We 

multiply  1w x x  on both sides of Eq. (15) and integrate from 0 to 1. Using the feature of Bessel 

function, the solving process can be simplified. Similar process can be iterated to obtain more 
accurate solution by expanding displacement fields to higher order terms and solving higher order 
equations. Once the displacement fields are known, the bending moment at the edge, the change of 
in-plane force and the energy release rate can be obtained. 
 
4. Results and discussions 
 
The critical buckling load cP  at different value of foundation stiffness K  is plotted in Fig. 2. It 

can be seen that as the foundation become stiffer, the critical buckling load increases. Using the way 
of normalization in this work, the relation between cP  and K  is approximately linear. This result 

is consistent with the literature, where different normalized quantities are used to plot [13].  
The post-buckling path of central deflection is plotted in Fig. 3. The horizontal axis /  c is 

the in-plane stress over the critical buckling stress. Note that, the critical buckling stress  c  at 

different foundation stiffness is different. But for the aid of comparison, we plot them into the same 
figure. The curve with 0K  reduces to classical post-buckling path of a thin circular plate 
without foundation. It is found that stiff foundation lowers the central deflection, especially in the 
initial stage of post-buckling.  

The mode-adjusted energy release rate G  given by Eqs. (6)-(9) is plotted in Fig. 4. The 

displacement fields solved with perturbation method are relatively accurate, while the bending 
moment and in-plane force are not especially when the post-buckling stress is high. Therefore, in 
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Fig. 4 we plot the post-buckling stress up to / 4  c . It can be seen that the more compliant the 

substrate is, the easier for the interface crack to propagate after buckling. 
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cP  

 
Fig. 2. Critical buckling load at different foundation stiffness. 
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Fig. 3. Post-buckling path with different foundation stiffness. 
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Fig. 4. Mode-adjusted energy release rate of interface crack with different foundation stiffness. 
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5. Conclusion 
 
In the thin film-substrate system, compressive stress in the film can induce delamination buckling.  

We study the effects of compliance of the substrate by modeling the system as a plate on an elastic 
foundation. We use perturbation method to obtain the asymptotic solutions of post-buckling 
deformation and calculate the mode-adjusted energy release rate of the interface crack after 
buckling happens. The results show that the more compliant the substrate is, the easier for the film 
to buckle and easier for the interface crack to propagate after buckling. 
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Abstract The accurate and efficient evaluation of nearly singular integrals is one of the major concerned 
problems in the implementation of the boundary element method. Among the various commonly used 
nonlinear transformation methods, the distance transformation technique seems to be a promising method to 
dealing with various orders of nearly singular integrals both in potential and elasticity problems. In this paper, 
some drawbacks of the conventional distance transformation, such as the sensitivity to the position of 
projection point, are investigated by numerical tests. And a general distance transformation technique is 
developed to circumvent these drawbacks, which is aimed to remove or weaken the limitations of the 
projection point. Numerical examples are presented for curved line elements to validate the accuracy and 
efficiency of our method. 
 
Keywords Boundary element method, Nearly singular integrals, Numerical integration, Distance 
transformation technique. 
 

1. Introduction 
 
The nearly singular integrals arise when the source point is very close to but not on the integration 
element in the implementation of boundary element method (BEM). The conventional Gauss 
quadrature becomes inefficient or even inaccurate to evaluate such integrals. The accurate and 
efficient evaluation of nearly singular integrals plays an important role in many cases, especially 
involving problems of thin or shell-like structures [1-3], the unknowns around crack tips [4], the 
contact problems [5] and the sensitivity problems [6]. 
Various numerical techniques have been proposed to remove the near singularities, such as the 
element subdivision technique [7], the rigid body displacement solutions [8], global regularization 
method [9, 10], semi-analytical and analytical algorithms [11, 12], and the nonlinear transformation 
method [13-25]. The element subdivision technique is simple but not recommended because of its 
inefficient. The closer the computing point is to the integration element, the more subdivisions are 
needed, which consumes great computation effort and may increase the accumulative error. The 
rigid body displacement method constructs a nearly zero factor in the denominator of kernel 
function by the zero factor in density function using the regularization ideas, but the accuracy of the 
results are not satisfactory. The analytical and semi-analytical algorithms are effective but only 
limited to linear or planar elements. Curved elements must be divided into a large number of linear 
or planar elements, thus losing efficiency and accuracy. At present, the most widely used methods 
are various nonlinear transformations, such as the cubic polynomial transformation [13], the 
bi-cubic transformation [14], the sigmoidal and semi-sigmoidal transformation [15, 16], the 
coordinate optimization transformation [17], the attenuation mapping method [18], the rational 
transformation [19], the PART method [20], and the sinh transformation [21]. The basic ideas of the 
above transformations can be generalized into two categories: one is removing the nearly zero 
factor in the denominator of the kernels using zero factor, the other is converting the nearly zero 
factor in the denominator of the kernels to be part of the numerator. However, most nonlinear 
transformations are limited to certain order of singularities or specific boundary element. The 
distance transformation method [22-25], which has been proposed by Ma, is a general strategy to 
deal with nearly singular integrals in BEM. This promising method is derived from Guiggiani’s 
excellent work for dealing with singular boundary integrals [26]. It has been applied to two- and 
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three-dimensional nearly singular integrals with various orders both in potential and elasticity 
problems, and attractive results have been presented.  
However, as the definition of the projection point, finding the projection point is essential for each 
computation, which may lower the efficiency of the method. And numerical tests in Section 4.1 
show that the local coordinate of the projection point must be calculated accurately, otherwise 
undesirable results will be obtained. Moreover, if the projection point is located on the tangential 
line through the projection point, the method failed and another transformation should be taken. In 
this paper, a general distance transformation is developed to circumvent these drawbacks. 
The paper is organized as follows. The general form of nearly singular integrals is described in 
Section 2. The conventional distance transformation is briefly reviewed in Section 3. The 
drawbacks for conventional distance transformation are presented by some numerical tests，and a 
general distance transformation is developed in the Section 4. Some illustrative numerical examples 
are given to verify the efficiency and accuracy of presented method in Section 5. The paper ends 
with conclusions in Section 6. 
2. Statement of the problem 
Considering the description of 2D potential problems in the domain Ω  enclosed by boundary Γ , 
the two basic integral equations are written in terms of the flux q  and the potential u  on the 
boundary as follows: 

 * *( ) ( ) ( ) ( , )d ( ) ( ) ( , )d ( )c u q u u q
Γ Γ

= Γ − Γ∫ ∫y y x x y x x x y x  (1) 

 * *( ) ( ) ( ) ( , )d ( ) ( ) ( , )d ( )k k kc u q u u q
Γ Γ

= Γ − Γ∫ ∫y y x x y x x x y x  (2) 

where y  and x  are the source and the field points, respectively. c  is a coefficient depending on 

the smoothness of the boundary at the source point y . *( , )u x y  represents the fundamental 
solution for 2D potential problems expressed as 

 * 1 1
( , ) log( )

2
u

rπ
=x y  (3) 

and *( , )ku x y , *( , )q x y  and *( , )kq x y  are the derived fundamental solutions 

 
* * *

* * *( , ) ( , ) ( , )
( , ) , ( , ) , ( , )k k

k k

u u qu q q
x x

∂ ∂ ∂
= = =

∂ ∂ ∂
x y x y x yx y x y x y

n
 (4) 

where r  denotes the Euclidean distance between the source and the field points and n  is the unit 
outward normal on the boundary Γ . 
 To evaluate the boundary integrals numerically, the boundary Γ  is discretized into a number 
of linear or quadratic elements and then the boundary integrations are performed on each element. 
When the source point is very close to but not on the integration element, nearly singular integrals 
arise with different orders.  
 In this paper, we deal with these boundary integrals with nearly singularity of the following 
forms: 

 
1

1
I (1 / ) ( ) ( ) ( )diO r f Gξ φ ξ ξ ξ

−
= ∫  (5) 

where (1 / )O r  represents the nearly singular integral kernels, log(1 / )r  for nearly weak singular 

integrals, 1 / r  for nearly strong singular integrals and 21 / r  for nearly hyper-singular integrals. 
( )f ξ  is a bounded function for local coordinate ξ , [ 1,1]ξ ∈ − . ( )iφ ξ  denotes the shape 

functions and ( )G ξ  is the Jacobian of the transformation from dΓ  to dξ . As the singular 
integrals over linear elements can be computed analytically, only quadratic elements are discussed 
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in this paper. 
3. Conventional distance transformation 

Γ

1x
2x

3x

cx

y

0r

x

r

n

 
Figure 1. Definition of the projection point cx  

In this section, we review the definition of the conventional distance function and the variable 
transformation technique. As shown in Fig. 1, the minimum distance 0r  from the source point to 

the boundary element is defined perpendicular to the tangential line, through the projection point 
cx and the source point y . By employing the first-order Taylor expansion in the neighborhood of 

the projection point, we have 

 2
0| ( ) ( ) (| | )c c k

k k k k k k c k
xx y x x x y c r n c O cξ ξ ξ
ξ =

∂
− = − + − = − + + −

∂
 (6) 

where c  is the local coordinate of the projection point cx . The real distance can be expanded to 
the following form: 

 

2

2 2 3
0 0

2 2 2 3
0

2 2 3

( ) ( )( )

| ( ) 2 | ( )( ) (| | )

( ) (| | )

( ) (| | )

p p
k k k k

k k k
c c k

c

c

r x x x x
x x xr c r n c c O c

r G c O c

G g O c

ξ ξ

ξ

ξ ξ ξ
ξ ξ ξ
ξ ξ

ξ ξ

= =

= − −
∂ ∂ ∂

= + − + − + −
∂ ∂ ∂

= + − + −

= + −

 (7) 

where cG  stands for the Jacobian at point c  and ( )g ξ  is the distance function defined as 

 2 2( ) ( )g cξ α ξ= + −  (8) 

This definition represents the distance in the local parametric plane and 0 / cr Gα = . When the 

projection point is inside of the boundary element, the integration span is split into two parts at 
point c , taking the following one-order transformation pairs for the integration variable: 
 ( ) log[ ( ) ( )]g cη ξ ξ ξ= + −  (9) 

 21
( ) [exp( ) exp( )]

2
cξ η η α η= − − +  (10) 

Substituting Eq. (9) and (10) into Eq. (5) yields 
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1

1

( )

( 1)

(1)

( )

I (1 / ) ( ) ( ) ( )d

(1 / ) [ ( )] [ ( )] [ ( )] [ ( )]d

(1 / ) [ ( )] [ ( )] [ ( )] [ ( )]d

i

c

i

ic

O r f G

O r f G g

O r f G g

η

η

η

η

ξ φ ξ ξ ξ

ξ η φ ξ η ξ η ξ η η

ξ η φ ξ η ξ η ξ η η

−

−

=

=

+

∫
∫

∫

 (11) 

It is easily can be seen that the distance function ( )g ξ  and the Jacobian of transformation play the 
role of damping out the nearly singularity of the kernels. For the possibility of unifying and 
simplifying the computer code, the one-order transformation is used for various orders of singularity, 
which can obtain an acceptable result even for the hyper-singular kernel [23]. 
4. General distance transformation 
4.1. Sensitivity to the position of projection point 
As we know, finding the accurate position of the projection point is an essential step for the 
successful implementation of the distance transformation method when dealing with nearly singular 
integrals. The Newton’s method is widely used to finding approximate position of the projection 
point and an inevitable error will be produced. In this section, we investigate the influence of the 
position of the projection point on the accuracy of the distance transformation method. Here we 
assume the source point is fixed and the local coordinate c

aξ  of the approximate projection point is 

determined by an offset parameter k  with the following equation: 

 c c c
a kξ ξ ξ= +  (12) 

where cξ  is the accurate local coordinate of the projection point and k  indicates the offset caused 

by the error during finding the projection point. Obviously, the approximate projection point is 
coincident with the accurate one when 0k = . 
 Considering the first example in Ref. [23], the relative distance describing the closeness of the 
near singular point to the boundary is taken as 410−  and ten points Gauss quadrature is used for all 
the computations. The integrals with kernel *u  and *q  corresponding to different offset values of 
k  have been computed using the conventional distance transformation and the reference value are 
obtained by subdivision method with enough subelements. Numerical results are shown in Fig. 2 
and Fig. 3, and it can be easily seen that the results obtained with conventional distance 
transformation is very sensitive to the position of the projection point and poor results can be 
obtained even with a very little deviation of the position of the projection point. Besides, the results 
get much worse for high order singular integrals. 
 Now the drawbacks of the distance transformation method are very obvious: the computation of 
the position of the projection point should be very rigorous and the process of finding the projection 
point is time-consuming but essential for each source point, which may lower the computational 
efficiency. Is the projection point really essential? The work presented later is tried to overcome the 
shortcomings of the conventional distance transformation method. 
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Figure 2. Various integrals with kernel *u  
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Figure 3. Various integrals with kernel *q  

4.2. Definition of general distance function 
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Figure 4. General definition of the projection point cx  
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In this section, a general projection point 0cx  is defined to construct a new distance function as 
shown in Fig. 4. The general projection point 0cx  can be located inside the integration element or 
on one node of the element. τ  and n  are the unit tangential and outward normal vector, 
respectively. A new vector d  from the source point y  to the general projection point 0cx  is 

defined additionally, which is not required to be perpendicular to the tangential line through 0cx . 
By applying the first-order Taylor expansion in the neighborhood of point 0cx , we have 

 0 0

0

2
0 0| ( ) (| | )c c k

k k k k k k c k
xx y x x x y c d O cξ ξ ξ
ξ =

∂
− = − + − = − + + −

∂
 (13) 

where 0c  is the local coordinate of the general projection point 0cx , and kd  is one of the 

components of d . The real distance can also be expanded to the following form: 

 
0 0

2

2 2 3
0 0 0

( ) ( )( )

| ( ) 2 | ( ) (| | )

k k k k

k k k
k c k c

r x y x y
x x xd c d c O cξ ξ

ξ

ξ ξ ξ
ξ ξ ξ= =

= − −
∂ ∂ ∂

= + − + − + −
∂ ∂ ∂

 (14) 

Noted that 

 
0 0 002 | ( ) 2 ( ) 2 cosk

k c c c
xd c G G dξ ξ θ
ξ =

∂
− = =

∂
d τg  (15) 

where 
0cG  stands for the Jacobian at point 0c  and θ  is the angle between d  and τ , which is 

only related to the position of 0cx  and y .The real distance can be rewritten as 

 

0 0

0

0

2 2 2 2 3
0 0 0

2 2 2 3
0 0 0

2 2 3
0

( ) ( ) 2 cos ( ) (| | )

[ ( ) 2 cos ( )] (| | )

( ) (| | )

c c

c

c

r d G c G d c O c

G c c O c

G g O c

ξ ξ θ ξ ξ

α ξ α θ ξ ξ

ξ ξ

= + − + − + −

= + − + − + −

= + −

 (16) 

where ( )g ξ  is the general distance function defined as follows: 

 2 2
0 0( ) ( ) 2 cos ( )g c cξ α ξ α θ ξ= + − + −  (17) 

with α  being 
0

/ cd G . ( )g ξ  represents the distance in the local parametric plane as shown in Fig. 

5, which can be proved using the cosine law. 

y

0c1+ 1−

α

ξ

( )g ξ

θ

 
Figure 5. The distance function ( )g ξ  in the local parametric plane 

Now we introduce a similar pair of transformations for the integration variable, which is expressed 
as 

 0( ) log[ ( ) ( ) cos ]g cη ξ ξ ξ α θ= + − +  (18) 
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 2 2
0

1
( ) [( cos ) ]

2
e e cη ηξ η α θ α−= − − +  (19) 

After splitting the integration element into two parts at point 0( cos )c α θ− , which is unnecessary if 

the general projection point is located at the vertex of the integration element, we can obtain the 
distance-transformed form of the near singular boundary integrals as Eq. (20). Now the nearly 
singular integrations with various orders can be computed accurately even if 0cx  is a little far away 
from the conventional projection point. 

 

0

0

0

0

1

1

cos 1

1 cos

log[ ( cos )]

log[ ( 1) ( 1 ) cos ]

log[ ( 1) (1 ) cos ]

log[ ( cos )]

I= (1 / ) ( ) ( )d

(1 / ) ( ) ( )d (1 / ) ( ) ( )d

(1 / ) ( ( )) ( ( )) ( ( ))d

(1 / ) ( ( ))

c

c

g c

g c

g c

g c

O r G

O r G O r G

O r G g

O r

α θ

α θ

α θ

α θ

α θ

α θ

φ ξ ξ ξ

φ ξ ξ ξ φ ξ ξ ξ

φ ξ η ξ η ξ η η

φ ξ η

−

−

− −

−

− + − − +

+ + − +

−

= +

=

+

∫
∫ ∫

∫

∫ ( ( )) ( ( ))dG gξ η ξ η η

 (20) 

5. Numerical examples 
In this section, numerical examples for curved lines are presented to validate the accuracy and 
efficiency of our method. The relative distance is given in terms of 0 /r l  to describe the influence 

of the nearly singular integrals over each element, where 0r  is the minimum distance as shown in 

Fig.1 and l  stands for the length of the element. For the purpose of error estimation, the relative 
error is defined as follows: 

 num ref

ref

I I
error

I
−

=  (21) 

where the subscripts num  and ref  refer to the numerical and reference solutions, respectively. 

The reference solutions are obtained by subdivision method with enough subelements. Ten Gauss 
points are used in all cases for the convenience of comparisons. 
The numerical example in Ref. [23] is taken as the second example. The example is computed over 
a curved boundary element with the node coordinates of (2.0, 0.0), (1.0, 1.0), and (0.0, 0.5). The 
local coordinate of the conventional projection point c  is set outside of the element interval and 

1.01c = . The relative error of nearly singular integrals using general and conventional distance 
transformation is presented in Table 1. The local coordinate of the general projection point 0c  is 

located at 0.0. For results obtained with the conventional distance transformation, the precision will 
decline as the range of 0 /r l . The results using the general distance transformation can keep high 

precision in a wide range of 0 /r l , far better than results obtained by conventional distance 

transformation.  
Table 1 Relative error of nearly singular integrals using general and conventional distance 
transformation 

0 /r l  110−  210−  310−  410−  510−  610−  

Reference -0.08013504 -0.07159177 -0.07055153 -0.07044348 -0.07043263 -0.07043155 

General -1.3931E-07 -4.8909E-08 -3.7454E-08 -3.4041E-08 -3.3901E-08 -3.3889E-08 *
1uφ  

Conventional -2.7597E-06 6.2638E-05 8.6432E-07 -3.7262E-07 -1.7228E-05 2.1675E-03 

*
1 1uφ  Reference 0.03240507 0.03656118 0.03868258 0.03896392 0.03899269 0.03899557 
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General -2.9928E-06 -2.9649E-07 -5.0784E-06 -3.8277E-06 -3.6064E-06 -3.5835E-06 

Conventional 2.9397E-06 -3.4924E-04 -6.5327E-04 -6.5951E-04 -6.7930E-04 1.8681E-03 

Reference -0.01156755 -0.02226277 -0.02430147 -0.02448001 -0.02449723 -0.02449894 

General -4.1133E-05 8.0888E-07 2.1044E-06 6.5314E-06 6.8976E-06 6.9330E-06 *
1 2uφ  

Conventional -1.5371E-05 -3.5901E-04 -9.5886E-05 -8.7302E-05 -9.4695E-05 8.8743E-04 

Reference -0.04679418 -0.04497265 -0.04301120 -0.04278013 -0.04275696 -0.04275464 

General 8.2062E-06 -2.3720E-07 2.6763E-06 2.4552E-07 -4.2287E-08 -7.1289E-08 *
1qφ  

Conventional 5.2246E-06 -2.3952E-04 -4.5426E-04 -4.6333E-04 -4.7736E-04 1.2603E-03 

The influence of the location of the general projection point is also studied for curved boundary 
element. As the general projection point moves along the element, computations for nearly singular 
integrals with 0 /r l  being 410−  are performed and the relative error is given out in Table 2. As the 

general projection point is located at the middle of the element, best results can be got compared 
with other locations. The results are also acceptable relative to those obtained with the conventional 
distance transformation. 
Table 2 Relative error of nearly singular integrals with various general projection points 

0c  -1.0 -0.5 0.0 0.5 1.0 Conventional

*
2uφ  -3.1992E-03 -5.8251E-04 -3.9583E-07 1.8035E-05 3.1392E-03 3.1624E-03 

*
2 1uφ  2.1904E-03 7.7142E-04 2.4198E-06 1.2023E-04 1.7605E-04 1.7676E-04 

*
2 2uφ  4.3266E-03 1.4958E-03 4.2367E-06 2.2400E-04 1.9356E-04 1.9587E-04 

*
2qφ  -4.4855E-05 -3.7130E-05 -4.1349E-07 -1.6025E-05 2.4758E-04 2.4803E-04 

As the local coordinate of the conventional projection c  changes from 1.1 to 1.000001, the source 
point y  becomes increasingly closer to the element, which may lead to poor results during 

computation of nearly singular integrals. Here we consider 0 0c =  and 4
0 / 10r l −=  to verify the 

effectiveness of the conventional and general distance transformation. The results with kernel *u  
as c  varies from 1.1 to 1.000001 are listed Table 3. It can be easily seen that our method is less 
sensitive to different values of c  and better results can be obtained than the conventional distance 
transformation. 
Table 3 Relative error of weakly singular integrals with different values of c  

c  1.1 1.01 1.001 1.0001 1.00001 1.000001 

General -3.7832E-08 -3.4041E-08 7.3708E-07 1.1750E-06 1.2146E-06 1.2184E-06 
*

1uφ  

Conventional -3.0558E-06 -3.7262E-07 -2.1542E-03 -1.0368E-02 -1.4545E-02 -1.5049E-02 

General -5.1030E-08 -3.9583E-07 -4.0356E-05 -6.7932E-05 -7.0701E-05 -7.0970E-05 
*

2uφ  

Conventional -1.5179E-06 3.1624E-03 4.2508E-02 2.1993E-01 3.1620E-01 3.2782E-01 

General 2.3404E-07 -9.6050E-07 -3.9180E-04 -1.3210E-03 -1.5231E-03 -1.5434E-03 
*

3uφ  

Conventional -6.9787E-06 1.0358E-04 6.6305E-04 4.0438E-03 5.5950E-03 5.7729E-03 
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6. Numerical examples 
In this paper, the drawbacks of the conventional distance technique, such as the sensitivity to the 
position of projection point, are investigated by numerical tests. A general distance transformation 
technique is developed to remove or weaken the limitations of projection point, which is based on a 
more general definition of the projection point. The presented method has been verified through 
numerical examples with different kernel functions and relative distances.  
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Abstract Nanoindentation techniques are poplar methods which are used for the evaluation of the hardness

and elastic modulus of very thin films. However, since the plastic and elastic regions formed underneath the

indenter are much larger than its penetration depth, the thickness of films, which can be used for the

nanoindentation measurement, is limited to a certain value. In the present study, microcracking caused by

micro-Vickers indentation was applied to the evaluation of the tensile properties of very thin metallic films

coated on brittle materials. For this purpose, gold films with the thicknesses ranging from 23 nm to 227 nm

were coated on glass substrates, and the lengths of radial cracks before and after coating were measured. The

crack opening displacements in uncoated glass were also measured to assess the stress intensity factor at

crack tips. In the case of 34 nm thick gold film, a fracture mechanics analysis based upon the crack-tip stress

intensity factor led to the yield strength of about 620 MPa and the fracture toughness of 2.0 MPa·m1/2. The

evaluation of mechanical properties of thicker films, however, became more difficult, since the elongation in

thicker films are considered to become comparable with the crack opening displacement.

Keywords Thin film, Indentation fracture, Mechanical properties, Stress intensity factor, crack opening

displacement

1. Introduction

The Young's modulus, yield strength, ultimate tensile strength, work hardening exponent,

elongation to failure and fracture toughness, are key factors which should be measured in order to

guarantee the structural integrity of metallic materials. It is well known that the hardness can be

related with the tensile properties of metals [1, 2]. According to contact mechanics, especially the

analysis of Love [3] given for the elastic contact of a conical indenter with a semi-infinite body, the

Young's modulus of the body can be estimated from the relation of the load with the contact area.

This situation is realized by measuring the load-depth curve of elastic recovery which occurs during

the unloading of indentation testing. Following this principle, a nanoindetation technique using the

Berkovich indenter with a sharp apex has been developed currently, since a systematic study of

Oliver and Pharr [4]. Nanoindentation shows its great applicability, in measuring the hardness and

elastic modulus of very thin films to which normal tensile tests or hardness tests cannot be applied.

Hill [5] proposed a cavity theory, which treats the elastic-plastic stress problem around an internally

pressurized cavity in an infinite body. The cavity theory has also been shown to be applicable in the

analysis of the elastic-plastic stress fields around indent. According to Johnson [6], the radius, b, of

plastic zone formed underneath a conical indenter with a half apex angle of ψc is given by
3/1)}]21(3/{)1(2})1(6/{cot[ ννσνψ −−+−= ycEab , (1)

where a is the radius of contact area, and E, ν and σy are is the Young's modulus, the Poisson's ratio

and the yield strength, respectively. As for a conical indenter having the same projected hardness H

and penetration depth h as those of the Vickers indenter, ψc becomes 70.3o and the radius of contact

area is given by a ≈ 2.8h. When ν = 0.3, thus, equation (1) gives the value of b/h ranging from 2.8
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to 26 for the change of E/σy from 100 (ultrahigh strength steels) to 10000 (annealed metals). Nearly

the same values are obtained for b/h of the Berkovich indenter. One can see from this simple

estimation that the penetration depth of the indenter, should be smaller by a factor of about 30 than

the thickness of film, when its mechanical properties are not known. It should be also noted that,

even if this requirement is satisfied, the elastic deformation of substrates on which the films are

coated influences the penetrating behavior of indenter, leading to the change of measured hardness

with penetration depth, as is demonstrated by Han et al [7]. On the other hand, as the load is

lowered, the deformation mechanism underneath the indenter changes from the one representing the

bulk properties to the one reflecting the generation of dislocations and their development to

surrounding. Dietiker et al. [8] have shown that the critical penetration depth where this transition

occurs is about 10 nm in single-crystalline Au films coated on NaCl substrates, when the Berkovich

indenter is used. Accordingly the interpretation of hardness measured by nanoindentation becomes

more complicated in thinner films than 200 nm. In addition to these problems, since the films are

compressed by indentation, there is the possibility that the measured hardness does not represent

their tensile properties, which are strongly affected by defects like small cavities introduced during

synthesis.

It is well known that when an indenter is impressed on the surface of a ceramic material, cracks are

formed around the indent at loads higher than a critical load [9]. Among such cracks, radial cracks

with a half-penny shape formed by the Vickers indentation are frequently used to measure the

fracture toughness of ceramic materials. The crack opening displacement (COD), δtip, very close to

the tip of a radial crack with a radius of C can be approximately expressed as

C

x
otip

2
δδ ≈ , where

E

CK tip

o
π

ν
δ

)1(4 2
−

= , (2)

which will be mentioned later. Here x is the distance from the crack tip toward the interior of crack

and Ktip is the stress intensity factor (SIF) at the crack tip. Eq. (2) can be easily verified to hold true

for any stress state acting on a circular crack in an infinite body. However the COD profile given by

this equation deviates considerably from the one which is measured at distance far from the crack

tip. Fett [10] proposed a sophisticated model of COD profile for the Vickers indentation crack by

computer calculation, while Burghard et al. [11] used a polynominal equation of x1/2 to fit it to the

measured COD profiles. When we introduce a radial crack in a brittle substrate coated with very

thin film of ductile metal, it is expected that the film be elongated at the crack mouth emerging at

the film/substrate interface. The elongation changes with the COD along the crack, and its

magnitude is considered related with the COD profile of the substrate. Despite that this microscopic

elongation test by means of microcracking is dynamical and localized, we can obtain the

information on the tensile properties of the film.

In the present study, microcracking by means of the Vickers indentation is used as a nanoscale

tensile testing of thin metallic films coated on brittle substrates, and a fracture mechanics model to

estimate the tensile properties of the films is proposed. In order to check the validity of the model,

gold film and glass substrate are used as a model film/substrate system. The Young's moduli of

these materials are nearly equal so that we can ignore the misfit in elastic behavior between the film

and substrate. The Vickers indentation cracks are introduced in Au film/glass substrate systems

(hereafter called Au/glass) by varying the film thickness and changing the indentation load. The

indent size, crack size and COD profile in uncoated glass as well as in Au/glass are measured, and

the yield strength, plastic work and fracture toughness of Au films are evaluated based upon the

proposed model.

2. Modeling

2.1 SIF and COD
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Lawn et al. [11, 12] showed, by using glass, that small circular cracks were first formed underneath

the Vickers indenter during loading, and then the cracks grew into semi-circular ones during

unloading. Thus the driving force for the development of the radial cracks, observed after the

Vickers indentation, is substantially provided by the residual pressure remaining in the plastic zone

formed underneath the indent. Assuming that the stress field around the plastic zone is represented

by the cavity theory [5, 6], the circumferential stress around the plastic zone is given by

σθ = prb3/2r3, (3)

Here r is the distance from the center of indent and pr is the residual pressure within the plastic zone.

The stress intensity factor (SIF) of the radial crack with a radius C is then expressed as

∫
−

=
C

b

cs

rC

rdr

C

YY
K

22

2
θ

σ

π

α
, (4)

by applying the SIF given for a circular crack in an infinite body [13]. Here the coefficients, Ys and

Yc, are correction factors arising from the effects of surface and crack interaction, respectively, and

α is a correction factor, which modifies the deviation from the assumed cavity theory as well as the

assumed half-penny shape of radial cracks. By inserting Eq. (3) into Eq. (4) and integrating it, one

can obtain the following formula.
22/3 )/(1/ CbCPK −= χ , (5)

where P is the indentation load and χ is a parameter that correlates the SIF due to load P with that

of stress σθ. , i.e., χ = αYsYcprb2/π1/2/P. It should be noted here that this equation does not involve

the pressure within the plastic zone, which acts as the force to close the crack in the zone [10].

When the crack is larger by a factor of more than three than the plastic zone, i.e., C ≥ 3b,

{1−(b/C)2}1/2 ≈ 1 so that the above equation is approximately written as
2/3/ CPK χ= . (6)

The condition C >> b also enables us to ignore the closing effect of pressure within the plastic zone.

There have been many formulae that relate χ with the properties of materials and the characteristics

of indent [13]. In the present analysis, we use the formula, χ = 0.016(E/H)1/2, which was proposed

by Anstis et al. [14]. Here the projected hardness is defined by H = 2P/d2, where d is the diagonal

length of Vickers indent.

The COD at a distance of r from the center of indent is given by [15]

∫
−′

′′′−
=

C

r rC

CdCKC

E
r

22

2 )()1(4
)(

π

ν
δ . (7)

The insertion of Eq. (6) into Eq. (7) and the use of the formula of integral [16] lead to

Cr

Cr
r o

/

)/arccos(
)( δδ = . (8)

This equation does not cover the COD profile over the whole crack length. However, it reproduces

the COD profile at longer distances from the crack tip than Eq. (2) does. Thus Eq. (8) is satisfactory

and its simple form is very useful in the present analysis of COD, as will be mentioned below. One

can also see that Eq. (7) approaches Eq. (2) irrespectively of the form of K, when x << C.

2.2 Evaluation of yield strength of metallic films

When a ductile film deposited on a brittle substrate does not have large enough strength to close the

crack mouth in the substrate, the film is considered to be elongated at the crack mouth, as is shown

in Fig. 1. Since the film thickness, to, considered here is much smaller than the radial crack size, it is

assumed that the film is elongated only at the crack mouth. It is anticipated that the film fails, when

the COD exceeds the elongation to failure of the film which is isolated from the substrate. Hence

the half crack length Cf observed at the surface of film/substrate system is expected to be smaller
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than the half crack length C of uncoated substrate. It is also postulated that the plastic work done

until the failure of the film is much larger than the surface energy of the film so that we can ignore

the term related with the surface energy. Assuming that the film is a rigid-plastic body having the

yield strength of σy, the plastic work done in an element between x an x + dx is given by

∫=
δ

δσ
0

tdxddW yp , (9)

where t is the thickness at the distance of x. The film thickness changes with δ. Assuming that

plastic deformation in the film is constrained at the film/substrate surface, it is considered that the

shear displacement through thickness takes place at the angles of ±45o from the surface, as shown in

Fig. 2, following the maximum shear stress theory [5]. The geometrical condition of this constraint

deformation leads to
22 4/2/)( ott ++−= δδδ . (10)

Consequently the plastic work done in the plastic zone of the film becomes

)(RVW yp σ= , (11)

where V(R) implies the volume of plastic zone and is given by

∫ ∫=
R

dxdtRV
0 0

)()(
δ

δδ . (12)

Here R is the distance of plastic zone in the film and is given by the difference in half crack size

between the substrate and film, i.e., R = C − Cf. The integration of t(δ) with regard to δ in the above

equation leads to
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On the other hand, the film/substrate system increases its fracture toughness due to the reduction in

crack size. Assuming that the SIF in the film is expressed by Eq. (6), the elastic energy in the film,

(a) Cross-sectional view. (b) Top view near crack tip.

Fig. 1. Film/substrate crack in which the crack tip is discontinuous at the film/substrate interface.

(a) Before cracking. (b) After cracking.

Fig. 2. Assumed mechanism of plastic deformation in film.
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which is required to reduce the crack size from C to Cf, is written as follows.

2
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)2(
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RCCR
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e
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′
= ∫ . (14)

where Ef is the Young's modulus of the film. By equating Ue with Wp, the yield strength of the film

is given by

2

2

))((

)2(

RCRV
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tE

K

of

C
y

−

−
=σ . (15)

Since the elongation of the film increases with increasing the distance from crack tip in the substrate,

the plastic work per unit area consumed in the plastic zone of the film is also expected to increase

with distance from the crack tip in the substrate. Accordingly the local plastic work per unit area can

be defined as follows.

)(

)(

)(
)(

δ

δσ
γ

t

T

dxxt

dW
x

yp

p == . (16)

We can evaluate the profile of local plastic work as a function of x by using the dependence of δ on

x. The maximum value of local plastic work is obtained at x = R, which corresponds to the plastic

work done to failure. Accordingly the fracture toughness of the film is given by

)(REK pffC γ= . (17)

It should be noticed, that the effect of residual stress in the film is not taken into account in the

present analysis, since yield strength is not affected significantly by isotropic stress.

3. Experimental procedures

Slide glass with a thickness of 1.2 mm ~ 1.5 mm and cover glass with a thickness of 0.12 mm ~

0.17 mm were used as substrate material. Table 1 shows the chemical composition of the glass

obtained by X-ray fluorescence analysis (Rigaku ZSX-100e). The Young's modulus and Poisson's

ratio of these glasses are 71.3 GPa and 0.22, respectively. The thicker glass plates were used for the

Vickers indentation with large loads, which formed cracks with radii larger than 50 µm. The glass

plates were annealed at 723 K for 3.6 ks in order to remove pre-existing residual stresses. The films

of 99.9% purity Au were deposited on the surfaces of these glass plates by using a DC sputtering

machine (Eiko Engineering, IB-2). The film thickness was evaluated from the change in weight

before and after the sputter-deposition, and the thickness of very thin films was measured by using

atomic force microscopy. The film thickness ranged from 23 nm to 227 nm. The Vickers indentation

was conducted at room temperature. The load changed from 1.96 N to 4.9 N for thinner glass

substrates and from 1.96 N to 19.6 N for thicker glass substrates. The indentation tests were carried

out twenty times for each load. The half-lengths of radial cracks which developed only in the

diagonal directions of indent were measured by using an optical microscope (OM) and a

field-emission scanning electron microscope (SEM, Hitachi S-4100H). The COD profiles of some

cracks, in uncoated glass were also measured by the SEM.

Table 1. Chemical composition of glass substrate (mass%)

SiO2 B2O3 Al2O3 Na2O K2O TiO2 ZnO P2O5 Fe2O3 Sb2O3

60.9 11.1 4.17 7.03 7.08 4.26 5.28 0.018 0.0176 0.0918

4. Results and discussion

4.1 Uncoated glass
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Fig. 1 shows an example of radial cracks formed around the Vickers indent in uncoated glass. At

light loads ranging from 0.98 N to 2.94 N, some cracks deviated from the diagonal directions of

indent or very short cracks were formed in the diagonal direction, as is shown in this figure. These

cracks were excluded in the measurement. The values of COD were measured in the direction

normal to the crack propagation, as shown in Fig. 1(b). Fig. 2 shows typical examples of COD

profiles measured at 2.94 N and 9.8 N. These COD profiles are similar in shape to those in

soda-lime glass which were measured at the same load range by us, and those at larger loads (9.1 N

- 98 N) by Burghard et al [14]. Solid curves in Fig. 2 are fitting curves which are obtained by

applying Eq. (8) to the COD values in the range of C/2 ≤ r ≤ C. One can see that the solid curves

agree fairly well with the measured COD profiles in this range. The values of δo estimated by the

solid curves are 67.5 nm at 2.94 N and 92.7 nm at 9.8 N, providing 0.32 MPa·m1/2 for the value of

Ktip independently on the crack size or load. Broken curves in Fig. 2 are the COD profiles, which

are obtained by inserting the values of δo into Eq. (2). The coincidence of the COD profiles

predicted by Eq. (2) with the measured ones is limited to a distance of about 10% from the crack

tips. As a result, the accurate determination of δo by using Eq. (2) is very difficult at small loads,

since the measurement error as well as the scatter of COD become relatively large compared to the

small COD values near the crack tips.

Table 2 shows the average values of d, C, H and KC and γs in uncoated glass, where the surface

energy of glass is given by γs = KC
2/(2E). All of the values of d and C listed in this table are

measured by SEM observation. It should be noted here that the OM measurement yielded 6.4 GPa

and 0.65 MPa·m1/2 for H and KC, respectively, as will be shown in Table 3. On the other hand, the

SEM observations leads to slightly higher hardness and smaller fracture toughness compared to

those measured by OM observation. It is considered that this discrepancy in H and KC arises from

the fact that SEM images do not have such a large sensitivity to the change in the height of surface

(a) Indent and radial cracks. (b) Crack tip.

Fig. 1. SEM photographs of radial cracks Fig. 2. COD profiles in uncoated glass

in uncoated glass (P = 2.94 N). at 2.94 N and 9.8 N.

Table 2. The values of d, C, H, KC and γs evaluated by SEM observation.

P (N) d (mm) C (mm) H (GPa) KC (MPa·m1/2) γs (J/m2)

0.98 17.1 19.7 6.70 0.585 2.40

1.96 24.0 30.2 6.81 0.612 2.62

2.94 29.3 38.2 6.85 0.643 2.90

4.90 38.3 56.0 6.68 0.611 2.62
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as OM images provides, while OM observation do not give as high a resolution in the measurement

of crack size as that of SEM observation. In the evaluation of the mechanical properties of thin

films, we will use the data measured by SEM observation in order to avoid the systematic error

arising from a difference in measurement method.

4.2 Apparent hardness and apparent fracture toughness of Au/glasss

Fig. 3 shows the OM and SEM images of 23 nm thick Au/glass indented at a load of 2.94 N. The Au

film is translucent to light at this thickness, so we can estimate the crack size in glass substrate

underneath the film. Table 3 shows the values of d and C in uncoated glass and 23 nm thick

Au/glass, which were measured by OM observation. It is obvious that the crack size is nearly equal

between these specimens, while the indent size of the Au/glass is slightly larger than that of the

uncoated glass. As a result, the apparent hardness, HA, of the Au/glass is lowered slightly compared

to that of the uncoated glass. The value of χ in the Au/glass increased only by 6.5% so that its

apparent fracture toughness, KA, is close to that of the uncoated glass. On the other hand, secondary

electrons in SEM are emitted from a very shallow surface layer within a depth of a few nm.

Accordingly we can observe the morphology of cracks formed only in the Au film. Fig. 3(c) shows

the enlarged SEM micrograph of a crack front shown highlighted by the square in Fig. 3(b). One

can see from this figure, that the crack front in the Au film has a faintly dark contrast; and its length

is about 1.8 µm. Comparing this result with the crack size measured by OM observation, it is

considered that the Au film is elongated over this distance from the crack front in the underlying

substrate.

Fig. 4 shows the load-dependence of the hardness (H) of uncoated glass and the apparent hardness

(HA) of Au/glass. The apparent hardness decreases when increasing the thickness of Au film, and

the difference between H and HA tends to increase with lowering the load. The decrease in the

apparent hardness of Au/glass is brought by the plastic deformation of the Au film, which is

evidenced by the morphology of the indented surface of 227 nm thick Au/glass shown in Fig 5.

When the film thickness is 227 µm, radial cracks were not observed at loads less than 9.8 N. The

(a) OM photograph. (b) SEM micrograph. (c) SEM micrograph

of crack front.

Fig. 3. Cracks formed around the Vickers indent in 23 nm thick Au/glass (P =2.94 N).

Table 3. The values of d, C, H, HA, KC and KA evaluated by OM observation.

Crack system d (µm) C (µm) H , HA (GPa) KC, KA (MPa·m1/2)

Glass 29.2 38.2 6.38 0.645

23 nm thick Au/glass 31.2 38.7 5.62 0.675

30 µm

R ≈ 1.8 µm

1.2 µm
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maximum COD of uncoated glass is 182 nm at 2.94 N and 360 nm at 9.8 N (Fig. 2). Thus it is

obvious that when the film thickness is larger than the maximum COD, cracks are not formed in the

film. The apparent fracture toughness of Au/glass evaluated by using χA = 0.016(E/HA)1/2 in Eq. (6)

increased about twice at a thickness of 40 nm and about four times at 100 nm in comparison with

the fracture toughness of uncoated glass.

4.3 Analysis of 34 nm thick Au/glass

As mentioned in sections 4.1 and 4.2, the COD profiles for C/2 ≤ r ≤ C in uncoated glass obey those

predicted by Eq. (8), and the Au/glass crack systems investigated here show their discontinuity at

the film/substrate interfaces. As a case study, the mechanical properties of 34 nm thick Au film

coated on glass substrate are evaluated here. The apparent hardness of the Au/glass decreases by

about 0.5 GPa, but its apparent fracture toughness increases by a factor of about 1.8, in comparison

with the hardness and fracture toughness of uncoated glass (Fig. 6). The value of R increases with

load, and the ratio, R/C, is 30 - 35% irrespectively of load, as is shown in Fig. 7.

Fig. 4. Load-dependence of hardness Fig. 5. Indent formed on 227 nm thick

in uncoated glass and Au/glass. Au/glass (P = 2.94 N)

Fig. 6. Load-dependence of apparent hardness Fig. 7. Load-dependence of R and R/C

and fracture toughness in 34 nm thick in 34 nm thick Au/glass.
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0

2

4

6

8

0 5 10 15 20 25

uncoated glass
40nm Au/glass
100nm Au/glass
227nm Au/glass

H
, 
H

A
 (

G
P

a)

P (N)

5 µm

0

2

4

6

8

10

0

0.5

1.0

1.5

0 1 2 3 4 5 6

H
, 

H
A
 (

G
P

a)

K
C
, 

K
A
 (

M
P

a 
m

1
/2

)

P (N)

uncoated glass

34nm Au/glass

H, HA KC, KA

0

5

10

15

20

0.0

0.1

0.2

0.3

0.4

0.5

0 1 2 3 4 5 6

R

R/C

R
 (

µ
m

)

R
/C

P (N)

34nm Au/glass



13th International Conference on Fracture
June 16–21, 2013, Beijing, China

-9-

Fig. 8. The change in film thickness and T(δ) Fig. 9. The profiles of local plastic work

with COD in 34 nm thick Au film. per unit area in 34 nm thick Au film.

Table 4. Parameters and mechanical properties evaluated for 34 nm thick Au film.

P (N) δo (nm) R (µm) V(R) (x106 nm3) σy (MPa) γp(R) (J/m2) KfC (MPa·m1/2)

0.98 42.8 5.98 4.52 695 48.2 1.94

1.96 52.9 8.38 7.11 633 51.9 2.01

2.94 59.6 8.62 7.17 639 48.4 1.94

4.9 72.1 12.93 12.58 499 49.9 1.97

Therefore we can use Eq. (8) to estimate the COD profile in the substrate. Fig. 8 shows the changes

of t and T(δ) as a function of δ, which are calculated by inserting Eq. (8) into Eq. (10) and Eq. (13)

and using the value of δo determined by Ktip = 0.32 MPa·m1/2.

The values of σy at 0.98 N - 4.9 N obtained by setting the Young's modulus of Au as 78 GPa [20]

are listed with other parameters in Table 4. The average yield strength of 34 nm thick Au film

evaluated in the present study is 620 MPa, which is comparable with about 400 MPa in 2.7 µm

thick Au film [21] and about 600 - 900 MPa in 0.85 µm and 1.76 µm thick Au films [22]. However,

it has been shown that the mechanical properties of thin Au films depend on the thickness [22, 23],

temperature [21, 22] and strain rate [22]. One of the most available data to be compared with the

present result may be the mechanical properties of 20 nm thick Au films examined by Olliges et al

[24]. They elongated such very thin Au films deposited on polyimide substrates and measured the

stress in the films by using synchrotron X-ray. They reported that the yield strength of the films

ranged from 700 MPa to 875 MPa at room temperature, which is in a good accordance with the

yield strength obtained for 34 nm thick Au film. The local plastic energy γp(x) of 34 nm thick Au

film increases with the distance from crack tip and its shape resembles the COD profile near the

crack tip, as is shown in Fig. 9. The maximum value of COD, however, does not depend on the

value of R or load. Consequently the maximum plastic work and fracture toughness of the Au film

is about 50 J/m2 and 2.0 MPa·m1/2, respectively (Table 4).

5. Summary

In the present study, microcracking induced by the Vickers indentation was applied to the evaluation

of the mechanical properties of very thin films of ductile metals. For this purpose, a simple

expression was proposed for the estimation of the COD of radial cracks in brittle substrates, which

agreed very well with the COD profiles measured in uncoated glass in the range of C/2 ≤ r ≤ C. The

0

10

20

30

40

0

1000

2000

3000

0 50 100 150 200

t

T(δ) 

t 
 (

n
m

)

T
( δ

) 
 (

n
m

2
)

δ (nm)

to = 34 nm

0

10

20

30

40

50

60

0 2 4 6 8 10 12 14

0.98 N
1.96 N
2.94 N
4.9 N

γ
p
(x

) 
 (

J/
m

2
)

x  (µm)

34nm Au/glass



13th International Conference on Fracture
June 16–21, 2013, Beijing, China

-10-

comparison of the OM and SEM images of 23 nm thick Au/glass crack fronts clearly showed that

the film was elongated to failure at the crack mouth of the substrate. However, when the film

thickness exceeded the COD of the substrate, radial cracks were not formed in the film. These

results suggest the validity of assumptions used in the present analysis of the mechanical properties

of very thin metallic films. The yield strength of 34 nm thick Au film was evaluated to be about 620

MPa, which is comparable with the yield strength of very thin Au films given in literature. The

maximum plastic work and fracture toughness of 34 nm thick Au film were also evaluated to be 50

J/m2 and 2.0 MPam1/2, respectively.
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Abstract In this paper, mechanisms of defect and crack initiation in a diamond film prepared at 
substrate temperatures are investigated using direct current plasma chemical vapor deposition method. 
The study is by way of X ray diffraction (XRD), optical microscope (OM), and scanning electron 
microscopy (SEM) and reveals that initiation of defects and cracks during the growth of diamond 
films depends strongly on substrate temperature. The defects and impurities formed in high substrate 
temperatures include mainly residual stresses, and non-diamond phase such as graphite and 
amorphous carbon, which result in forming crack and microscopic hole in diamond film. X ray 
diffraction, optical microscope and SEM have been used to examine the temperature dependence of 
various defect inductions. It is found that cracks in diamond film are generally derived at grain 
boundary. In general, diamond films prepared in high temperature substrate will result in high residual 
stress at the interface between the diamond film and the substrate 
 
Keywords Diamond film, Defect, Crack, Substrate temperature, Residual stress 
 

1. Introduction 
 
Due to its excellent physical and chemical properties, diamond film prepared using chemical 
vapor deposition (CVD) is becoming a popular material in many engineering applications 
such as infrared optical window, coating cutting tools, biomaterials, micromechanical, and 
thermal heat sink materials [1-3]. Diamond film can grow on hetero-epitaxial substrates, such 
as Si, Mo, Ti, and Ta substrates. It should be mentioned that diamond film deposited on the 
substrates mentioned above may induce some defects and impurity due to lattice mismatch 
and residual stress. Takeuchi et al. [4] analyzed surface defect status of diamond by 
photoelectron emission yield experiments; Ikeda et al. [5] investigated facture shape of 
polycrystalline diamond film through indentation test. Shames et al. [6] studied the 
localization and nature of defects for powder and compact diamond film samples. Stiegler et 
al. [7] investigated the impurity and defect incorporation in diamond films deposited from a 
carbon-hydrogen-oxygen gas system at substrate temperatures between 560 and 345 oC. 
Jeong et al. [8] explored mechanisms of cracking in the CVD films was investigated 
experimentally and theoretically. Qin and Kang et al [9, 10] investigated experimentally the 
effect of film thickness and size on fracture toughness. In the recent years, diamond films 
become popular and commercial diamond wafers are successfully used for some important 
fields. However, crack and defect problems reported in the literature are for large size 
diamond wafer only [11, 12]. For diamond film deposited on curved surface, (for example 
convex substrate), and it was very difficult to keep a uniform temperature on a convex 
substrate. It induces often cracks and defects due to non-uniform temperature distribution 
over the substrate surface. Crack problems for such a thin film seem not being reported in the 
literature. In this study, we select Mo as substrate material for depositing diamond film 
because of its low lattice mismatch between the diamond and the underlying Mo substrate. 
The mechanisms of crack and defect generation during the depositing process of the diamond 
film are investigated. It should be mentioned that a new substrate cooling system presented in 
[13] was used to ensure nearly uniform temperature over the substrate surface.  
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2. Experimental 
 
The deposition system used in the present work for the growth of diamond films by direct 
current plasma jet CVD (DCPJCVD) is similar to that described in [14]. Using the deposition 
system, diamond films are prepared on convex molybdenum (Mo) substrate. The reaction gas 
employed is a mixture of methane (CH4) and hydrogen (H2), which are fed into a reaction 
chamber. Argon (Ar) gas is subsequently ignited by high frequency system to generate DC 
plasma. The anode and cathode are made of metal Mo and W, respectively. The substrate 
temperature is controlled by regulating the flow rate of the cooling water and the discharge 
current density. Typical experimental conditions for the growth of diamond film by 
DCPJCVD are given as follows: Source gases used are CH4, H2 and Ar; H2 flow rate is 450 
sccm, CH4 flow rate is 3500 sccm; the total pressure of reaction chamber is approximately 
43KPa, and CH4 concentration is about 2.15 %. The substrate temperature is measured by an 
IR pyrometer and can be adjusted within the range of 830-1050℃. The diamond films are 
characterized by optical microscope, scanning electron microscopy, X ray diffraction with 
regard to surface morphology or defect, crack and their incorporation.CH4 
 
3. Results and discussion  
 
As mentioned above, diamond films are prepared on Mo substrate by DCPCVD in this work. 
The substrate temperature is about 900-940 ℃ and the other growth conditions for the 
deposition process of the diamond films are kept constant or nearly constant. To illustrate the 
temperature distribution along radial direction, six points on the substrate surface labeled in O, 
A, B, C, D E as Fig. 1 and the temperatures at these points are measured on line using IR 
pyrometer.  
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 1 Schematic diagram of radial direction of substrate 

 
Fig. 2 shows the variation of temperature at the six points with deposition time. As expected, 
Fig. 2 shows that the highest temperature of the diamond film occurs at central point O and 
the lowest temperature presents at edge point E.  
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Fig. 2 Temperature distribution of diamond films at different deposition time: from 3 to 21 hours 

  It is also found from Fig. 2 that diamond temperature increases with the increase in 
deposition time. Temperature difference along the radial direction is not obvious and the 
maximum is about 15 oC only as Fig. 2. It is also found that surface temperature of the 
diamond film decreases along the outward radial direction. The temperature difference (or 
temperature fluctuation) on surface of substrate may significantly affect the quality of the 
diamond film. It is found that, when temperature difference was under 1-2% of the maximum, 
it has a negligible negative effect on the growth of diamond film. 

When diamond film was prepared on a hetero-epitaxial substrate, some defects and 
impurity in diamond film may be inevitably induced due to lattice mismatch and residual 
stress. It is observed from the experiment that the residual stress is the main defect in 
diamond film, which depends strongly on the substrate temperature. 

In this paper, four diamond film samples had been prepared and tested under substrate 
temperatures of 870, 940, 980 and 1050 oC respectively. The other growth parameters are 
kept the same in all experiments. The residual stress in diamond film is measured using X-ray 
diffraction (XRD), and the corresponding results are listed in Fig. 3.  

 
 
 
 
 
 
 
 
 
 
 
 
 

         Fig. 3 Residual stress of diamond film 

It is observed from Fig. 3 that the residual stress of the diamond film increases along with 
an increase in the substrate temperature when substrate temperature varied in the range 870-
980 oC, Tensile stresses vary in range of 1.4 GPa - 3.0 GPa. It is interesting to note that the 
residual stress decreases significantly when the substrate temperature reaches 1050 oC. The 
mechanism for inducing this phenomenon should be further investigated.  
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 It should be mentioned that, when the substrate temperature is in a higher, value, the 
nucleation process of some microcrystals of the original diamond film will speed up which 
causes the other microcrystals to slow down their emerging and growing process. As a 
consequence, in the thin film will be in low nucleation density and larger grain size. Noted 
that the coefficient of thermal expansion (CTE) of Mo substrate is higher than that of 
diamond, It may induce significant residual stress in diamond film when the film is cooling 
from a relatively high temperature, which will degrade its mechanical property [15]. If the 
internal stress of diamond film is greater and more than fracture strength of the diamond film, 
it may induce microcracks and even fracture.          

To investigate further the formation mechanism of microcracks in diamond film, 
experimental testing using Optical microscope (OM) has been conducted. The OM 
photograph of diamond film is shown in Fig. 4. 

 
 
 
 
 
 
 
 

 

 

 

 
Fig.4. Optical microscope photograph of diamond film, (a) whole (30×), (b) an enlarged scale (100×) 

It can be seen from Fig. 4 (a) that, in a low amplification, the size of the diamond crystals 
is approximately uniform and clear grain boundary appears. Fig. 4b shows an enlargement of 
microstructures of the diamond film. It is found that some radial microcracks penetrates the 
surface of diamond film and extends to the center area of the diamond film. Thus, when the 
substrate temperature is as high as 1050 ℃, some radial microcracks are created in the 
diamond and extend to the whole surface. Partial residual stress in diamond film is released 
with the creation of microcracks which is in agreement with the results shown in Fig. 3. 
Crack and defects cause significantly damage of physical and mechanical properties of the 
diamond film, including dimensional stability, mechanical stiffness, optical properties, and 
thermal conductivity. 

The mechanism of defect formation in the thin diamond can also be explained as follows. 
Diamond film prepared on the substrate with curve surface usually accompanies some defects 
such as crack, non-diamond impurity, and microscopic hole due to inappropriate growth 
process. These defects like microcracks can extend to the surface of diamond film from 
somewhere inside. This is the major factor to cause diamond rupture. Fig. 5 shows a diamond 
film with some microcracks and non-microcrack. 
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Fig.5. SEM photograph of diamond film, (a) little microcrack, (b) microcrack extending, 
(c) microscopic hole, (d) non-microscopic, 

 
  It is observed from Fig.5 that there exist some defects in the diamond film. In particular, 
some microcracks appeared in diamond film as shown in Fig. 5(a). When these microcracks 
further converge and accumulate, it may become a visible crack as shown in Fig. 5(b). Due to 
improper growth processes such as high or low substrate temperature, high CH4 
concentration and high growth rate, diamond film deposited with competitively columnar 
way, diamond film deposited may also contain some microstructure defects including 
amorphous carbon, graphite and microscopic hole as Fig.5c. It is also found from Fig. 5 that 
microcracks in diamond film generally appearing at grain boundary. These defects may cause 
sharply degrading in terms of physical and mechanical performance of diamond film. 

CVD method, the process of synthetic diamond film has undergone the course of 
nucleation and growth. During the nucleation stage, the carbon-containing gas source under 
appropriate process parameters on the deposition substrate to form a certain number of 
isolated diamond nucleation. Growth stages of diamond nucleation continue to grow and 
even become one, to cover the entire surface of the substrate, and then grew along the vertical 
direction of the substrate; at last, it grew a certain thickness of the diamond film. While the 
nucleation density is usually less than 1012 cm-2 on the non-diamond substrate [16], which 
probably lead to a gap between the grain and the grain of the nucleation surface, so that the 
formation of the diamond film and the substrate are not entirely brought into close contact, 
and the presence of tiny non-contact area, these tiny non-contact area in the diamond film 
into an even cover the entire surface of the substrate still exists, leaving microvoids in the 
film based interface. Especially when the substrate temperature increases or high CH4 
concentration, this phenomenon is more obvious last microvoids evolved into micro-cracks as 
Fig. 5(a)-(c). The presence of micro-voids and microcracks weakening the binding of the 
diamond film and the substrate, between the interface of the diamond and the properties of 
diamond film, the crystal grains of the diamond film is formed the initial crack. Under 
external force, where the initial crack first cause stress concentration at the crack tip region 
caused by crack propagation, triggered coating breaking off. However, through the control of 

（ a （ b

（ c （d） 
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the diamond film growth temperature, the concentration of carbon source and the substrate 
surface temperature uniformity optimization, we are able to prepare a high-quality, without 
micro-cracks diamond film, as shown in Fig.5 (d). 
 
4. Results and discussion  
 
  The formation of defects and crack represents an intrinsic problem in fabricating diamond 
film structures. In this work, of the study on diamond film deposited at different substrate 
temperature, through combination use of XRD, OM and SEM shows that some defects 
rapidly increases along with an increase in the substrate temperature. XRD analysis testifies 
that high temperature result in high residual stress in diamond film when the substrate 
temperature is less than 980 ℃. When the substrate temperature exceeds 1050 ℃, diamond 
film prepared has very low residual stress due to having more cracks in the film and most 
residual stress being released. OM and SEM results reveal that some radial cracks penetrates 
surface of diamond film and extends to center of diamond film. When those cracks gathered 
and grow up, they may induce microscopic hole and even cause local fracture in diamond 
film.  
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Abstract  Pressurized graphene bubbles have been observed in experiments, which can be used to 
determine the mechanical and adhesive properties of graphene. A nonlinear plate theory is adapted to 
describe the deformation of a graphene monolayer subject to lateral loads, where the bending moduli of 
monolayer graphene are independent of the in-plane Young’s modulus and Poisson’s ratio. A numerical 
method is developed to solve the nonlinear equations for circular graphene bubbles, and the results are 
compared to approximate solutions by analytical methods based on membrane and linear plate theories. The 
adhesion energy of mechanically exfoliated graphene on silicon oxide is extracted from two reported data 
sets. The strain distribution of the graphene bubbles and transport of gas molecules among the bubbles are 
discussed. Moreover, the effect of van der Waals interactions between graphene and its underlying substrate 
is analyzed, including large-scale interaction for nanoscale graphene bubbles subject to relatively low 
pressures. 
 
Keywords  Graphene, Adhesion, van der Waals interactions 
 

1. Introduction 
 
Graphene bubbles have been observed in experiments. Stolyarova et al. [1] observed nanoscale 
bubbles when mechanically exfoliated graphene flakes were placed on top of a silicon substrate 
covered with a thermally grown silicon oxide layer and exposed to proton irradiation. Much larger 
graphene bubbles were observed when the graphene flakes were exposed to vapors of hydrofluoric 
acid (HF) and water. In both cases, gas was released from the silicon oxide and trapped underneath 
the impermeable graphene, resulting in formation of the bubbles. More recently, Georgiou et al. [2] 
reported that bubbles are regularly found at the silicon oxide/graphene interface in large flakes 
obtained by mechanical cleavage. They observed graphene bubbles with diameters ranging from 
tens of nanometers to tens of microns and a variety of shapes (circular, triangular, and diamond). 
Bubbles have also been observed in graphene grown on metals such as Pt (111) [3] and Ru (0001) 
[4]. While the origin of graphene bubbles has not been fully understood and may depend on the 
material systems and experimental conditions, several potential applications of the graphene 
bubbles have emerged. Using highly strained graphene nanobubbles, Levy et al. [3] demonstrated 
enormous pseudo-magnetic fields and suggested strain engineering as a viable means of mechanical 
control over electronic structure of graphene. Georgiou et al. [2] demonstrated controllable 
curvature of graphene bubbles by applying an external electric field, which may be used as optical 
lenses with variable focal length. Zabel et al. [5] used graphene bubbles to study the Raman 
spectrum of graphene under biaxial strain. A well-controlled pressurization method was developed 
by Bunch et al. [6] to form graphene bubbles (or balloons) on patterned substrates, which was used 
to demonstrate the impermeability of graphene to gas molecules and to measure elastic properties of 
graphene. Following a similar approach, Koenig et al. [7] measured the adhesion energy between 
graphene and silicon oxide. On the other hand, Zong et al. [8] used intercalation of nanoparticles to 
generate graphene blisters on silicon surface and thereby provided a measurement of the graphene 
adhesion. 
 
The present study focuses on the mechanics of graphene bubbles in order to establish a theoretical 
relationship between the morphology of graphene bubbles and the mechanical as well as interfacial 
properties of graphene. We present a nonlinear plate theory, adapted for the in-plane and bending 
properties of monolayer graphene. A numerical method is developed to solve the nonlinear 
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equations for circular graphene bubbles, subjected to gas pressure and van der Waals interactions. 
The numerical results are compared to the approximate solutions obtained by analytical methods. 
We show that, with known elastic properties of graphene, the adhesion energy between graphene 
and its substrate can be determined from the measurable dimensions of a graphene bubble (e.g., 
diameter and height). We confirm that the strain of graphene is non-uniform, varying from an 
equibiaxial strain at the center of the bubble to a uniaxial strain at the edge. The magnitude of the 
strain depends on the adhesion energy. The mechanics of graphene bubbles is extended to discuss 
transport of gas molecules among graphene bubbles of different sizes and the coalescence of 
graphene bubbles from a thermodynamics perspective. 
 
2. A Nonlinear Plate Theory for Monolayer Graphene 
 
The mechanical behavior of a graphene monolayer can be described by a mixed continuum 
mechanics formulation mapping a two-dimensional (2D) plane to a three-dimensional (3D) space 
[9]. Under the assumption of relatively small deformation but with moderately large deflection, a 
set of nonlinear equations can be used, which closely resemble the von Karman equations for an 
isotropic elastic thin plate. The only notable difference lies in the bending moduli of graphene. 
Unlike classical plate theory, the bending moduli of monolayer graphene are not directly related to 
the in-plane Young’s modulus and Poisson’s ratio. Instead, they are determined from atomistic 
modeling as independent properties [10-14]. As discussed in a previous study [13], the physical 
origin of the bending moduli of the monolayer graphene is fundamentally different from those in 
classical plate theory. In particular, we note that it is unnecessary to define a thickness for the 
graphene monolayer in the 2D continuum formulation.  
 
Consider a circular graphene membrane subjected to axisymmetric loading. The displacements 
expressed in polar coordinates are: )(ruur  , 0u , and )(rww  . The corresponding in-plane 

strain components are: 
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The radial and circumferential membrane forces are 
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where E2D is the 2D Young’s modulus of graphene and ν is Poisson’s ratio. The in-plane force 
equilibrium equation reduces to a nonlinear displacement equation 
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The bending moments are: 
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where D and DG are the two bending moduli corresponding to the mean curvature and the Gaussian 
curvature, respectively. The moment equilibrium equation leads to another nonlinear displacement 
equation 
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where q is the lateral loading intensity (e.g., pressure). In the present study, the lateral load intensity 
consists of a constant pressure (p) and the van der Waals (vdW) force between graphene and the 
substrate, i.e., vdWpq  , where 0vdW  for attractive force. By a simple model of vdW 

interactions [15], the vdW force is written as a function of deflection: 
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where 0  is the equilibrium separation and   is the interfacial adhesion energy. For monolayer 

graphene on SiO2, experimental measurements have reported values from 0.4 to 0.9 nm for 0  

[16-18] and from 0.09 to 0.45 J/m2 for   [7, 8]. In the present study, we take 6.00  nm and 

1.0 J/m2. For monolayer graphene bubbles, we use E2D = 345 N/m, ν = 0.16, and D = 1.5 eV (or 
equivalently, 0.238 nN-nm). The radii of the graphene bubbles ranges from 10 to 1000 nm, and n = 
1000 is used for the finite difference discretization. 
 
3. Analytical Methods 
 
Several approximate solutions for graphene bubbles were presented in a previous study [19]. They 
are briefly reviewed here for comparison with the numerical results. 
 
3.1. Linear plate solution 
 
For the linear plate analysis, the in-plane strain is assumed to be negligible, and Eq. (8) reduces to 

 rdrq
rdr

dw

rdr

wd

rdr

wd
D

r











022

2

3

3 111
. (10) 

Subjected to a uniform lateral load ( pq  ) and clamped boundary condition at the edge (i.e., w = 
dw/dr = 0 at r = a), Eq. (10) can be solved analytically by 
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where a is the bubble radius and 
D
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  is the center deflection (bubble height). 

 
3.2. An approximate membrane solution 
 
For a membrane analysis, it is assumed that the bending stiffness is negligible. The nonlinear 
membrane equations however cannot be solved analytically. An approximate solution was 
developed by the energy method assuming the displacements [19]: 

 









2

2

1
a

r
hw , (12) 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-4- 
 

 





 

a

r

a

r
uu 10 , (13) 

where   3/1

2
4 /)( DEpah   and   3/12

2
52

0 /)( DEapu  , with 
)31823(8

)1(75
)(

2

2






  and 

22

223

)31823(8

)1()3(45
)(







 . A more accurate membrane analysis was developed by Hencky [20], 

which included 7 terms in the polynomial expansion of the deflection profile (as opposed to the two 
terms in Eq. 12) with the coefficients determined numerically for specific Poisson’s ratios. In 

particular, for ν = 0.16, the center deflection by Hencky’s solution is:   3/1

2
4 /687.0 DEpah   . 

 
3.3. An approximate nonlinear plate solution 
 
An energy method was used to develop an approximate solution to the nonlinear plate equations by 
assuming a deflection profile in form of (11) along with the radial displacement [19] 
   rccraru 21  . (14) 
Minimization of the potential energy leads to 
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 . It was shown that the approximate solution converges to the 

linear plate solution when the bubble height is small (h < 0.1 nm) but considerably underestimates 
the pressure when h > 1 nm. 
 
4. A Numerical Method 
 
A numerical method is developed to solve the coupled nonlinear equations, (5) and (8). For 

convenience we define an effective thickness, 
D

e E

D
h

2
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 , and re-write the equations in a 

dimensionless form 
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where 
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 , 
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r
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u
u   and 

D

qh
q e

3

 . The equations are discretized by the finite 

difference method and solved by the Newton-Raphson method. At each iteration, the residuals are 
calculated and a correction vector is calculated as 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-5- 
 

 

















































g

f

u

g

θ

g
u

f

θ

f

u

θ

1

, (20) 

where θ  is a vector of n-1 components ( kθ , k = 1 to n-1) and same for u , f , and g . The 

Jacobian matrix on the right-hand side of (20) consists of four square blocks, each with a rank of 
n-1. For the convergence criterion, we require that the L2-norm of the relative correction vector is 
smaller than a specified tolerance, namely 
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If not satisfied, the iteration procedure repeats with a new approximation, k
i

k
i

k   )()1(
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k uuu  )()1( . Once converged, we calculate the deflection at each node by numerical 

integration: 
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for k = 0 to n-1, and the center deflection is then obtained as 0wh  . Moreover, we calculate the 

strain components at each node according to (1) and (2). 
 
5. Results and Discussions 
 
Using the numerical method in Section 4, we calculated the deflection profiles, w(r), for graphene 
bubbles of various radii. Figure 1(a) shows the normalized deflection for a graphene bubble of 
radius a = 10 nm subject to increasing pressure (without van der Waals interaction). The deflection 
is normalized by the center deflection, h = w0. In comparison, the analytical deflection profiles in 
(11) and (12) from the linear plate solution and the approximate membrane analysis are both 
independent of the pressure after the normalization. The numerical result agrees well with the linear 
plate solution at low pressures. As the pressure increases, the deflection profile approaches the 
membrane solution. Apparently, (12) is a reasonably good approximation for the deflection profile 
at high pressures. A more accurate membrane analysis [20] would yield a better approximation but 
also require a numerical method. Therefore, the analytical solutions in (11) and (12) may be 
considered as the lower and upper bounds for the deflection profiles. 
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Figure 1. (a) Normalized deflection profiles of a graphene bubble (a = 10 nm) subject to increasing pressure; 

(b) Normalized pressure as a function of the center deflection. 
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The center deflection of a graphene bubble is a function of the pressure and the bubble radius. The 
linear plate solution predicts that the center deflection increases linearly with pressure ( ph  ). On 
the other hand, from the membrane analysis, the cube of the center deflection increases linearly 
with pressure ( ph 3 ). We plot the center deflection versus a dimensionless group, )/( 3

2
4 hEpa D , 

as shown in Fig. 1(b). In such a plot, the numerical results for different bubble radii collapse onto 
one master curve. When h > 1 nm, the numerical results agree closely with Hencky’s membrane 
solution, while the simple membrane analysis in Section 3.2 underestimates the normalized pressure. 
It is found that the numerical results can be fitted by a single function that is a simple sum of the 
linear plate solution and the membrane solution: 
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where A and B are two dimensionless functions of Poisson’s ratio. From the membrane solution, 
)(/1 A , which equals 2.825 for 16.0 . On the other hand, Hencky’s solution yields 

09.3A  for 16.0 . From the linear plate solution, 
)1(3

16
2

B . The effective thickness, 

D
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 , defines a length scale for the monolayer graphene. Therefore, the transition 

from the linear plate solution to the membrane solution depends on the ratio ehh / . For relatively 

large bubbles (e.g., a > 100 nm), since the center deflection is typically much greater than eh , the 

second term on the right-hand side of (23) is negligible and Hencky’s membrane solution is 
sufficient. 
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Figure 2. (a) Strain distributions in graphene bubbles (a = 10 nm) subject to increasing pressure; (b) Center 

strain versus h/a. 
 
The strain distribution is important for strain engineering as a potential approach to manipulating 
the electronic properties of graphene [3, 4]. Figure 2(a) shows the strain distribution in graphene 
bubbles. By the symmetry and boundary conditions, the strain is equi-biaxial at the center (r = 0) 
and uniaxial at the edge (r = a). However, the strain distribution in between is very different from 
the prediction by the simple membrane analysis in Section 3.2. By inserting (12) and (13) into (1) 
and (2), the circumferential strain   would decrease linearly from the center to the edge, while 

the radial strain r  first decreases and then increases [19]. Moreover, the analytical membrane 
solution predicts that the normalized strain distribution should be independent of the pressure or the 
bubble radius. However, the numerical results clearly demonstrate that the strain distribution (after 
normalization) depends on both the pressure and the bubble radius. The difference in the strain 

a 
b 
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distribution between the numerical and the analytical solutions can be traced back to the difference 
in the deflection profiles as shown in Fig. 1(a). Furthermore, the in-plane radial displacement 
obtained by the numerical method differs from the analytical assumption in (13). Notably, the radial 
displacement becomes negative near the edge, resulting in compressive circumferential strain 
( 0 ). 

 
The equi-biaxial strain at the center ( 0  r ) is plotted in Figure 3(b) as a function of the 

normalized pressure. Noting that the center strain 2
0 )/( ah  in both analytical solutions, we plot 

the numerical results as a function of h/a in Fig. 2(b). Indeed the numerical results for different 
bubble radii collapse onto one line with the slope 2 in the log-log plot. Therefore, the center strain 
may be written as 
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0 )( 
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h
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where )(C  is a dimensionless functions of Poisson’s ratio. By the membrane solution in Section 

3.2, 3/23/1 /)(  C , which equals 1.136 for 16.0 . The numerical results can be fitted 
approximately by taking 76.0)( C . Therefore, the analytical membrane solution overestimates 
the center strain considerably. 
 
Based on the membrane analysis, the adhesion energy of between graphene and its substrate can be 
determined from the measurements of the equilibrium bubble size (a and h) [19]. With the number 
of gas molecules (N) fixed inside the bubble, the potential energy is obtained as a function of the 
bubble radius 
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where p0 is the ambient pressure outside the bubble and kB is Boltzmann constant. The first term on 
the right hand side of (25) is the strain energy in graphene, which is independent of the bubble size 
under the condition of constant N. The second term is the potential energy of the gas, relative to the 
reference state in the ambient condition. As the bubble radius a increases, the total potential energy 
decreases. Meanwhile, the interfacial energy increases as part of the graphene is detached from the 
substrate. The equilibrium bubble radius is attained when the potential energy of the bubble is 
balanced by the adhesion energy (Γ) of the graphene/substrate interface, which gives rise to the 
adhesion energy 
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Combining (24) and (26), we have   2/1

20 / DE . Therefore, the magnitude of the strain depends 

on the adhesion energy. This suggests that strain measurement could be used as an alternate 
approach for determining the adhesion energy [19]. On the other hand, to achieve a relatively large 
strain (> 5%) for strain engineering to manipulate the electronic properties of graphene [3, 4], the 
adhesion energy must be sufficiently high. 
 
Georgiou et al. [2] measured the cross-sectional profile of a graphene bubble on an oxidized silicon 
substrate by atomic force microscope (AFM) in tapping mode. The bubble radius and central 
deflection were determined as 1183a   nm and 132h   nm. Using these values in (26), we 
obtain the adhesion energy Γ = 0.097 J/m2. The data set from Koenig et al. [7] puts the adhesion 
energy in the range between 0.25 and 0.43 J/m2, with an average value of 0.33 J/m2. These values 
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are lower than the reported value (0.45 J/m2) for monolayer graphene on silicon oxide [7]. The 
difference is partly attributed to the approximations made in the present membrane analysis as 
opposed to Hencky’s solution used by Koenig et al. [7]. The scattering of the adhesion energy from 
these data suggest that the adhesion energy could be non-uniform due to the statistical nature of the 
surface roughness [21]. 
 
Stolyarova et al. [1] observed coalescence of graphene bubbles during annealing, which can be 
understood as a result of the transport of gas molecules along the interface driven by the different 
pressures in bubbles of different sizes. The membrane analysis predicts that the pressure inside the 
graphene bubble is inversely proportional to the bubble radius [19]. Consequently, the pressure is 
higher in the smaller bubbles and the pressure difference drives the gas molecules to diffuse from 
smaller bubbles to larger bubbles. The diffusion process is kinetically mediated and is enhanced by 
thermal annealing so that the large bubbles grow larger while the small bubbles disappear, similar to 
the Ostwald ripening process in thin film growth. The coalescence of graphene bubbles may also be 
understood from an energy consideration. It can be shown that the free energy of two small bubbles 
is greater than the free energy of one large bubble with the same total number of gas molecules [19]. 
Therefore, there exists a thermodynamic driving force for the two small bubbles to coalesce so that 
the total free energy is reduced. In other words, while each graphene bubble is in a 
thermodynamically equilibrium state, the system with a group of graphene bubbles is not in 
equilibrium. Since the graphene is impermeable [6], the kinetic pathways for the transport of gas 
molecules may include the graphene/substrate interface and the substrate bulk. 
 
Figure 3(a) shows the deflection profiles of a graphene bubble (a = 10 nm) under the effect of vdW 
interaction. When the pressure is relatively low, the deflection is reduced considerably by the 
attractive vdW force. On the other hand, when the pressure is high, the effect of vdW force on the 
deflection is negligible. As shown in Fig. 3(b), the distribution of vdW force is non-uniform and 
depends on the pressure. In the spirit of nonlinear fracture mechanics [22], we may define an 
interaction zone where the vdW force is appreciable in comparison with the pressure, e.g., 

10/pvdW  . Subject to a low pressure, the interaction zone spans the entire area underneath the 

bubble, indicating large-scale bridging from a fracture mechanics perspective. At a higher pressure 
level, the interaction zone is much smaller, where the condition of small-scale bridging prevails. 
Consequently, in the presence of vdW interactions, the relationship between the center deflection 
and the pressure becomes nonlinear at low pressures. 
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Figure 3. (a) Effect of the vdW interaction on the deflection profile of a graphene bubble (a = 10 nm); (b) 

Distributions of the vdW force intensity. 
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6. Summary 
 
A nonlinear plate theory is adapted to describe the deformation of a graphene monolayer subject to 
lateral loads. A numerical method is developed to solve the nonlinear equations for circular 
graphene bubbles. In comparison to approximate solutions by analytical methods, it is found that 
the deflection profile and the strain distribution are generally not well described by the analytical 
solutions. Based on the numerical results, approximate formulae for the center deflection and center 
strain are suggested. We show that, with known elastic properties of graphene, the adhesion energy 
between graphene and its substrate can be determined from the measurable dimensions of a 
graphene bubble (e.g., diameter and height). The mechanics of graphene bubbles is extended to 
discuss transport of gas molecules among graphene bubbles of different sizes and the coalescence of 
graphene bubbles from a thermodynamics perspective. Moreover, the effect of van der Waals 
interactions between graphene and its substrate is found to be significant when the center deflection 
is relatively small due to large-scale adhesive interactions. 
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Abstract  We investigated the self-crack-healing behavior of SiN/SiC nano-laminated film. Moreover, we 
discussed the healing condition including heating temperature and heating time. The films were deposited on 
a silicon substrate using an ion-beam-assisted deposition. The SiN/SiC nano-laminated film was fabricated 
with alternating layers of SiN and SiC. After the deposition, a pre-crack was introduced using a Vickers 
indentor. Then, the cracked samples were heated using an electric furnace in an air atmosphere at the 
temperature of 600 °C to 1200 °C. 
In the case of the SiN and SiC monolayer films, the crack was poorly healed after heating irrespective of the 
temperature. This was because the size of the crack opening increased after heating. On the other hand, slight 
crack healing occurred at the temperature of 600 °C. Crack healing improved with an increase in the heating 
temperature and time. From these results, we concluded that SiN/SiC nano-laminated film has a superior 
self-crack-healing ability. 
 
Keywords  Self-healing, Thin film, Crack, High temperature, Oxidation 
 

1. Introduction 
 
Ceramic thin films are one of the key materials in micro-electro-mechanical systems (MEMS) such 
as sensors and micronozzles. Ceramic thin films are superior to metals in terms of strength, heat 
resistance, and corrosion resistance. However, the sensitivity of these thin films to defects is 
extremely high and their fracture toughness is much lower than those of metals. The reliability of 
ceramic thin films decreases significantly once a crack is initiated. Therefore, defects that occur 
during the deposition and etching process significantly affect the strength and life of MEMS.  
 
For use in MEMS employed under severe conditions such as high temperature or a corrosive 
environment, ceramic thin films are required to be made more reliable. Self-healing is an important 
concept for improving the reliability and lifetime of the mechanical components. Recently, various 
self-healing materials such as polymers, concrete, composites, and coating have been developed by 
researchers [1–4]. If this ability can be applied to ceramic thin films, then minor defects can be 
tolerated and cracks caused from the defects during service can be healed before the entire system 
breaks down. 
  
In bulk materials, certain kinds of structural ceramic composites exhibit self-crack-healing behavior 
at high temperatures [5–8]. One such composite is silicon nitride (Si3N4) reinforced by silicon 
carbide (SiC) nanoparticles. When a cracked Si3N4 composite is heated to a temperature over 
800 °C in air, the SiC particles exposed on the crack plane thermochemically react to form silicon 
dioxide (SiO2). As this reaction proceeds, the crack is filled by SiO2, because the volume of SiO2 
expands as compared with that of SiC. The additional SiC plays an important role in the crack 
healing because of its low reaction enthalpy [8]. Other research groups have reported that a 
TiC/Al2O3 composite coating fabricated by plasma spraying also exhibits self-crack-healing by 
oxidation in the same manner as that in Si3N4 ceramic composites [9].  
 
On the basis of the above reports, it is thought that carbide composite thin films may also exhibit a 
self-crack-healing ability at high temperatures. In general, thin films for MEMS are fabricated by 
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chemical vapor deposition (CVD) or physical vapor deposition (PVD). However, it is difficult to 
control the precipitation and dispersion of carbide in these methods. Nanolaminated structures are 
effective for increasing the crack-growth resistance. Moreover, the crack healing is always induced 
because a crack can pass the carbide layer surely. In this study, we investigated the self-crack- 
healing ability of SiN/SiC nano-laminated films at high temperatures. Cracked samples of SiN/SiC 
nano-laminated films were heated under various heating conditions in air to clarify the factors 
influencing the self-crack-healing ability of the thin films. In addition, the healed crack was 
observed and analyzed using scanning electron microscopy (SEM), a focused ion beam system 
(FIB), and Auger electron spectroscopy (AES) to further analyze the crack healing behavior. 
 
2. Experimental procedures 
 
SiN/SiC nano-laminated films were deposited on Si(100) substrates by ion-beam-assisted 
deposition (IBAD) [10]. The substrates were cleaned by successive rinsing in ultrasonic baths of 
acetone. After cleaning, the Si substrates were placed on a water-cooled holder. After the placement 
of the substrates, the chamber was evacuated to a base pressure of 3 × 10-4 Pa. Prior to deposition, 
the substrates were sputtered using a nitrogen ion beam at an acceleration voltage of 2 keV for 15 
min.  
 
The SiN/SiC nano-laminated films were fabricated with alternating layers of SiN and SiC. The 
deposition conditions for SiN and SiC are shown in Table 1. The SiN layer was obtained by an 
electron beam evaporation of silicon (purity: 99.99%) and the simultaneous bombardment of a 
nitrogen ion beam. The SiC layer was deposited by electron beam evaporation of silicon and 
simultaneous bombardment of argon ion beam under an ethylene atmosphere at a partial pressure of 
2.0 × 10-2 Pa [11]. The fabricated laminated films consisted of four layers and the top layer was SiN. 
The bilayer thickness was 500 nm. Monolayer films of SiN and SiC were also fabricated in order to 
compare their properties with those of the SiN/SiC nano-laminated films. The total thickness of all 
the films was 0.9–1.2 m.  
 
After the film deposition, a small artificial crack was introduced using a Vickers indenter at a load 
of 2.0 N. Figure 1 shows an example of the indentation and crack, as observed by field-emission 
scanning electron microscopy (FE-SEM). A radial crack occurred from the corner of the indentation, 
as shown in Fig. 1. The cracked samples were heated using an electric furnace in an air atmosphere. 
It has been reported that the self-crack-healing behavior is dependent on various factors such as 
heating temperature, heating time, and atmosphere [5]. In this study, the self-crack-healing behavior 
of the nano-laminated films was investigated systematically by changing the heating temperature 

Figure 1. FESEM image of indentation 
and cracks on SiN film. 

10m

Table 1. Deposition conditions. 

SiN SiC

Arc voltage (V)

Ion beam Nitrogen Argon

Gas flow rate (sccm) 4.0 1.5

Acceleration voltage (keV) 2.0 0.3

Deceleration voltage (keV) 0.3 1.0

Acceleration current (mA) 14.0 15.0

Atmosphere gas ‐ Acetylene

Vapor rate (nm/s) 0.2 0.1

80
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(Th = 600–1200 °C) and time (th = 24 h, 48 h, 72 h). 
  
The surface morphology and cross section of the samples were examined by FE-SEM. The 
chemical composition was analyzed by X-ray photoelectron spectroscopy (XPS). AES was used to 
observe the distribution of the oxides generated by crack healing. Before both analyses, Ar ion 
sputtering at an acceleration energy of 3 keV was conducted for 10 s to remove any contamination. 
 
3. Results and discussion 
 
3.1 Film morphology 
 
Figure 2 shows the FE-SEM images of the surface and cross section of the deposited films. All 
films had an extremely smooth morphology. Although the interface between SiN and SiC can be 
observed, a columnar structure was not observed. Moreover, X-ray diffraction peaks could not be 
observed. On the basis of these results, it is suggested that the SiN and SiC films fabricated in this 
study were amorphous. 
 
3.2 Chemical composition 
 
The average chemical compositions obtained by XPS analysis are summarized in Table 2. Both 
films contained some oxygen atoms. It is postulated that the water vapor evaporated during the 
heating with the electron beam might have been entered the film. Therefore, it is suggested that the 
SiN and SiC films include some oxide compounds, most probably, SiO2. 
 
3.3 Crack healing behavior 
 
3.3.1 Effect of film structure 
 
Figure 3 shows the FE-SEM images of the indentation and crack after heating the samples at a 
temperature of 800 °C for 24 h. In the case of the SiN and SiC monolayer films, the crack was 
poorly healed after heating, as shown in Figs. 3(a) and (b), respectively; however, a slight crack 
healing did occur near the crack tip. Moreover, the size of the crack opening increased after heating. 
When SiNx and SiC are heated in air, oxidation occurs by the following chemical reactions:  

200nm 

(a) SiN film (b) SiC film (c) SiN/SiC film 

Figure 2 FE-SEM images of cross section of thin films. 

SiN

SiN

SiC

SiC
SiN 

200nm 200nm

Table 2. Chemical composition of SiN and SiC film. 

Film Si N C O
SiN 59.6 25.1 – 15.3
SiC 62.7 – 16.2 21.1
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 2SiN  + 2O → 	2SiO 	 N  (1) 
 SiC + 3/2O2 → SiO2 +  CO (2) 
 
These chemical reactions results in volume expansion, and thereby, crack healing. In the case of the 
SiN and SiC monolayer films, it was concluded that the crack healing did not occur sufficiently 
because the volume of the crack-opening region was larger than the volume expansion due to the 
oxidation reaction. 
 
On the other hand, the cracks in the SiN/SiC nano-laminated films were healed without an increase 
in crack opening, as shown in Fig. 3(c). The laminated structure probably decreases the residual 
stress. Delamination was observed around the indentation, which occurred during the heating 
because the delamination cross section was covered with oxidation products.  
 
Figure 4 shows the FE-SEM image of the cross section of the healed crack. The cross section was 
achieved using a focused ion beam system. The crack reached the substrate through the film. It was 
found that the crack in the film was also healed internally. Moreover, the laminated structure was 
still preserved, which suggests that the oxidation reaction occurred only on the crack plane exposed 
to air.   
 
The oxide distribution around the indentation and cracks after heating was analyzed using AES. 
Figure 5 shows a mapping image of oxygen around the indentation and cracks. The Auger electron 
counts for oxygen were high along the healed crack. It is suggested that the oxidation reaction 
induced crack healing similar to the healing of bulk Si3N4/SiC composites. These results indicate 

(a) SiN film (b) SiC film (c) SiN/SiC film 

Figure 3. FE-SEM images of crack tip before and after heating. The upper and below 
images indicate crack before and after heating, respectively. The dotted lines indicate the 
same points before and after heating. 

300nm 

Surface 

SiN/SiC film 

Si substrate Crack 

Healed crack

Figure 4. FE-SEM image of cross section 
of healed crack. 

10m

Fig. 5 SEM and AES mapping image of oxygen 
after heating. 

(b) Oxygen mapping image(a) SEM image

0

1917



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-5- 
 

that the self-crack-healing ability of a SiN/SiC nano-laminated film is superior to that of a 
monolayer film. 
 
3.3.2 Effect of heating temperature 
 
The influence of heating temperature on the self-crack-healing behavior was investigated. The 
heating temperature was varied from 600 °C to 1200 °C and the heating time was fixed at 1 h. 
Figure 6 shows the FE-SEM images of the indentation and cracks after heating. Slight crack healing 
occurred at the temperature of 600 °C. Crack healing improved with an increase in the heating 
temperature, and heating at 1000 °C healed the crack perfectly. However, at 1200 °C, observation of 
the cross section and analysis of the chemical composition revealed that even though the crack was 
healed, the laminated structure disappeared because of oxidation. This indicates that the crack 
healing ability also disappears once the SiN/SiC nano-laminated film is heated to temperatures over 
1200 °C. 
 
3.3.3 Effect of heating time 
 
The influence of heating time on the self-crack-healing behavior was also investigated. The heating 
time was varied from 24 h to 72 h at the heating temperature of 600 and 800 °C. Figure 7 shows the 
FE-SEM images of the indentation and cracks after heating. At 600 °C, crack healing improved 
with an increase in the heating time. However, at temperatures over 800 °C, the influence of heating 

1m

(a) 600 °C (b) 1000 °C (c) 1200 °C 

Figure 6. Influence on heating temperature on the crack healing. The upper and below 
images indicate crack before and after heating respectively. The dotted lines indicate the 
same points before and after heating. 

1m 

(a) Before heating (b) After 24h 

Figure 7. Influence on heating time on the crack healing. The dotted 
lines indicate the same points before and after heating. 

(c) After 48h (d) After 72h 
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time on the crack healing was not observed clearly. It was postulated that the oxidation reaction on 
the crack plane was almost completed at 24 h at temperatures over 800 °C because the crack plane 
exposed to air is extremely small in the case of a thin film. 
 
4. Conclusions 
 
In this study, we investigated the self-crack-healing ability of SiN and SiC monolayer films and 
SiN/SiC nano-laminated thin films subjected to high temperatures in an air atmosphere. We also 
analyzed the influence of heating temperature and heating time on the healing ability of the 
nanolaminated thin films. The investigation yielded the following conclusions: 
1. In SiN and SiC monolayer films, cracks were poorly healed because the size of the crack 

opening increased significantly during heating. On the other hand, SiN/SiC nano-laminated 
films exhibited a superior self-crack-healing ability. 

2. Around the healed crack, the oxygen concentration was found to be high. This indicates that 
crack healing was achieved by oxidation. 

3. Crack healing was promoted by an increase in the heating temperature and time. However, at 
temperatures over 1200 °C, the laminated structure disappeared and the film was subjected to 
oxidation overall. 
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Abstract  The key static and dynamic mechanical properties and fracture behavior of nanocomposite films 
composed of a poly(vinylidene fluoride) (PVDF) matrix and different contents of polyhedral oligomeric 
silsesquioxane (FP-POSS) were researched by nano-tensile testing. The Young's modulus, storage modulus, 
loss modulus, loss tangent, yield strain, yield strength, tensile strength, fracture strength, fracture strain, 
fracture toughness and fracture deformations of all different nanocomposite systems were obtained. The 
influence of FP-POSS and its contents on the mechanical properties of PVDF was analyzed. Results showed 
that both the stiffness and toughness of PVDF were enhanced at some specific FP-POSS content and further 
additions of FP-POSS brought dramatic enhancements in toughness while associated with a decline in 
stiffness. Dynamical mechanical properties showed that FP-POSS increased the viscosity of PVDF. The 
mechanism of the effects of FP-POSS on PVDF was analyzed from the unique nano scale organic-inorganic 
molecular structure of FP-POSS and the micro structures of the nanocomposite films 
Keywords  Poly(vinylidene difluoride), Polyhedral oligomeric silsesquioxanes, Nano-tensile, Mechanical 
properties, Fracture 
 
1. Introduction 
 
Poly(vinylidene difluoride) (PVDF) is a kind of semicrystalline polymer and widely used in smart 
structure sensors, actuators, and soft/thin transducers since it exhibits excellent piezoelectric and 
pyroelectric properties which derive from the two polar phases β and γ of PVDF [1, 2]. But 
unfortunately, neat PVDF can not completely meet the mechanical, thermal, and oxidation 
resistance property requirements of some harsh environments [3, 4]. Many efforts have been taken 
to improve the properties of PVDF. For example, incorporation of organic polymer or inorganic 
fillers into the PVDF matrix to produce composites has been extensively studied with the objective 
of further improving its properties [5-7]. However, few materials are miscible when melted with 
PVDF, and their improvement in one property is always accompanied by a deterioration in others. 
Over the past decade, Polyhedral oligomeric silsesquioxanes (POSS) have been widely known as a 
unique class of organic-inorganic hybrid materials which exhibits many superior thermomechanical 
properties in terms of wearability, thermal stability, oxidation resistance and high strength [8-10] 
because of the robust inorganic cage-like core structure with the Si-O atoms, while at the same time 
they perform very good bonding capability with polymeric base matrixes because of the alterable 
organic branches on the corners of the core. For a polymer matrix, it is widely accepted that 
inorganic fillers tend to improve in stiffness while organic ones in toughness. But as a kind of 
organic-inorganic hybrid compounds, how will fluorinated POSS influence the mechanical 
properties and fracture behaviors of PVDF needs to be researched. Our previous work has been 
proved that fluorinated POSS compounds and PVDF are fully miscible at any temperature and the 
miscibility is derived from the polar C-F bonds and the electrostatic interactions in the POSS and 
PVDF molecules [11]. The molecular dynamics simulation results show that the glass transition 
temperature of PVDF was significantly improved with (3, 3, 3- trifluoropropyl)8Si8O12 (FP-POSS) 
[12] and the moduli of PVDF were improved and the improvement effect, in general, nearly 
decreased with the increase of the mass ratio of FP-POSS [13]. However, simulation results need to 
be verified from experiments. And in addition, some other key mechanical properties, especially the 
fracture properties can only be effectively obtained by this means.  
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  As a standard mechanical test method, the tensile test has been widely used to determine some 
important mechanical properties such as Young’s modulus, fracture toughness and yield stress of 
materials. But a traditional tensile test is not capable of a sample with nano scale size, where a very 
small tensile load and very precise measure equipments are needed. In recent years, the nano-tensile 
test has been developed and used to characterize the tensile behaviors of very small samples such as 
the nanotubes, silk, fibers and so on [14-16]. The nano-tensile test is also used to determine some 
dynamic mechanical properties by adding a very small harmonic force with specific frequency on 
the sample [17]. In this work, the PVDF/FP-POSS nanocomposites were firstly prepared by the 
solvent evaporation method. And then the nano-tensile testings were carried out. Although similar 
work has been performed and some valuable results have been given [18, 19], the focus of this work 
is on the tensile properties of PVDF/POSS at a relative high strain rate and the fracture behaviors 
were analyzed in detail from the experimental data and microscopy images. 
 
2. Experimental 
 
2.1. Materials and sample preparation 
 
The detailed solvent evaporation method to prepare the neat PVDF and its FP-POSS 
nanocomposites can be found in Ref. [18, 19]. The mass ratios of FP-POSS added to the PVDF 
matrix were 0%, 3%, 5%, and 8%, and nanocomposites with different FP-POSS contents are 
denoted as PVDF-FPi% (i = 0, 3, 5 and 8), which has the morphology of film with the thicknesses 
around 70~110 μm. In addition, the films were white and translucent, with the exception of neat 
PVDF, which appeared to be transparent. With increased percentage of FP-POSS, the transparency 
of the films declined. The images of PVDF-FPi% (i = 0, 3, 5 and 8) films are shown as figure 1. 
Samples for nano-tensile testing were cut from these films. The size of the samples is about 
~100um×~10mm (shown as figure 2, but not exactly the same size in each test). 

 
Fig. 1 Films of PVDF-FPi% obtained by solution, i= (a) 0, (b) 3, (c) 5 and (d) 8. 

 
2.3. Morphology and structure characterization 
 
Optical microscopy was performed on the nanocomposite films to observe the fracture 
morphologies by using a VHX 600E digital microscope (Keyence Company) with a real-time depth 
composition, two/three-dimensional functions, and 20× to 5000× zoom. Scanning probe microscopy 
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(SPM) was performed using a SPM9500J2 microscope (Shimadzu Company) for images processing 
and profile analysis. The detailed results about the mciro structures and the crystallization of all the 
samples have been analyzed in Ref. [18]. 
 
2.3. Nano-tensile testing 
 
  A commercial nano-tensile testing system (Nano UTMTM Universal Testing System T150, 
Agilent Technologies, Inc.) with the method of UTM-Bionix Standard Toecomp CDA was used to 
conduct the tensile test in this paper. Detailed information and the image of the instrument were 
introduced in Ref. [18]. The samples were cut from PVDF-FPi% films and seem like slender belts 
as shown in Fig. 2. The length and height of the belt like samples were measured by a caliper and 
screw micrometer, and the width was measured by the VHX 600E optical microscopy. Three 
individual samples have been prepared and tested in each category. The tensile strain rate was set as 
1.0×10-2 s-1 here, which is ten times that of 1.0×10-3 s-1 in Ref. [18].  

 
Fig.2. The image of the sample for the nano-tensile testing measured by optical microscopy. 

 
3. Results and Discussion 
 
3.1. Engineering stress-strain response 
 
The engineering stress-strain responses for PVDF-FPi% as obtained from the nano-tensile testing 
are shown in Fig. 3. The key points in these curves, such as the offset yield strain (0.2% offset), 
peak stress and break point, have been labeled as letters Y, P and B, respectively. The subscript 
numbers point out which sample these values belong to. The full stress-strain curves can be divided 
into three regions: (1) the elastic region (from the start point to Y), in which recoverable (elastic) 
deformation happens and the Hooke's law is satisfied between the stress and strain thus the Young's 
modulus can be computed. The stress at the offset yield strain point (σy) is called the tensile yield 
strength [20]; (2) the strain hardening region (Y→P), in which the stress is no longer proportional to 
strain and permanent nonrecoverable (plastic) deformation occurs. The stress at the maximum on 
the engineering stress–strain curve (point P) is defined as the tensile strength or ultimate strength 
[21]; (3) the unstable failure region (P→B), in which a small constriction or neck begins to form at 
some point, and fracture ultimately occurs at the neck. The fracture strength [20] corresponds to the 
stress at fracture and the area under the stress-strain curve up to the point of fracture is used to 
detect the fracture toughness, which is a measure of the ability of a material to absorb energy up to 
fracture and always used to delineate the brittleness or ductility of a material. All these key 
mechanical properties, for PVDF-FPi% in the three regions are listed in table 1. 
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Fig. 3. Engineering stress-train response for PVDF-FPi%, i= (a) 0, (b) 3, (c) 5 and (d) 8 at strain rate of 
1.0×10-2 s-1. The letters Y, P and B locate the positions of offset yield strain, peak stress and break point, 

respectively. 
 
  The Young's modulus of PVDF-FPi% follows the orders PVDF-FP0% > PVDF-FP3% > 
PVDF-FP5% > PVDF-FP8%. This means that the addition of FP-POSS reduced the modulus values 
of PVDF, which is quite different from the results in Ref. [13, 18]. This is probably resulted from 
two factors: (1) the much higher tensile strain rate, which is ten times that in Ref. [18]. A higher 
strain rate in tensile testing tends to achieve higher Young's modulus values. Thus nearly all the 
moduli of PVDF-FPi% are greater than those obtained at the strain rate of 1.0×10-3 s-1 [18] except 
PVDF-FP3%; (2) the thinner film of PVDF-FP0% (as shown in Fig.1, the film of PVDF-FP0% is 
much thinner than the three other ones), which will bring the so called size effect during the tensile 
test and make the modulus value of PVDF-FP0% become higher. But anyway, it is obvious that the 
elastic modulus of PVDF was weakened by further additions of FP-POSS at high strain rate. The 
values of yield strength (YS), tensile strength (TS), and fracture strength (FS) show a similar trend 
and indicate the FP-POSS contents have the similar effect on the strength of PVDF. The values of 
offset yield strain (εy) are almost the same for PVDF-FP5% and PVDF-FP0% and a little higher for 
PVDF-FP3% and PVDF-FP8%, shows there is no obvious rule to describe the effect of FP-POSS on 
the elastic deformation range of PVDF at high strain rate. 
  The elongation at break (fracture strain) and fracture toughness values reveal an undoubtedly 
influence of FP-POSS on PVDF. The fracture strain and fracture toughness increase with the 
increasing content of FP-POSS. The value of εf increases from 4.9 % to 14.62 %, giving 
PVDF-FP8% the toughness ~200 % higher than that of neat PVDF. Dramatic enhancements in 
fracture toughness can be observed when the FP-POSS content reaches to some extent. The content 
of 3 wt.% FP-POSS only brings a 26 % increase of the fracture toughness to PVDF (1.99 MPa vs. 
1.58 MPa). However, when the content of FP-POSS reaches to 8 wt.%, the enhancement in fracture 
toughness will increase sharply to 130 % (3.63 MPa vs. 1.58 MPa). The similar mechanism to the 
toughness enhancements at high strain rate can be deduced from the microstructures of neat PVDF 
and its FP-POSS nanocomposites that have been detected [18]. The effect of FP-POSS in PVDF has 
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been proved to form bigger PVDF particles. FP-POSS act like the nucleating agents in PVDF 
mixtures and make more PVDF molecules be nucleated around them. Thus the particles are more 
separate and the domain size of the particles becomes larger with the increasing of the FP-POSS 
content. In contrast to the neat PVDF, more separate and less cross-linked particles in PVDF 
nanocomposites (especially in PVDF-FP5% and PVDF-FP8% ) lead to a structure much more 
conductive to plastic flow under applied stress and result in a more efficient energy-dissipation, 
thereby reducing crack formation [22]. 

 
Table 1. The Young's modulus (E), offset yield strain (εy), yield strength (YS), tensile strength (TS), fracture 
strength (FS), fracture strain (εf) and fracture toughness (Kc) of PVDF-FPi% (i = 0, 3, 5 and 8) as obtained 

from stress-strain responses and hardness values. 
FP-POSS 
(wt.%) 

E (GPa) εy (%) YS(MPa) TS (MPa) FS (MPa) εf (%) Kc (MPa)

0 2.17(0.46) 1.73(0.12) 32.14(6.21) 44.83(6.76) 44.18(7.75) 4.90(2.40) 1.58(0.80)
3 1.65(0.21) 1.53(0.21) 21.99(0.85) 31.41(0.74) 31.35(0.72) 7.58(1.83) 1.99(0.53)
5 1.64(0.19) 1.73(0.15) 24.59(1.36) 33.04(0.96) 32.61(0.97) 10.66(0.22) 3.05(0.24)
8 1.27(0.11) 1.56(0.21) 16.98(2.43) 28.17(1.67) 27.47(0.83) 14.62(1.78) 3.63(0.65)

Note: Values in parentheses indicate (±) standard deviations. 
 
3.2. Dynamic mechanical properties 
 
There is a sensitive spring installed in T150 which can provide a very small harmonic force with 
specific frequency on the sample thus the dynamic mechanical properties of PVDF-FPi%, such as 
the storage modulus, loss modulus and loss tangent can also be obtained during the tensile 
procedure. To viscoelastic materials, the storage modulus measures the stored energy, representing 
the elastic portion; and the loss modulus illustrates the energy dissipated as heat, representing the 
viscous portion ; the loss tangent is defined as the ratio of viscous to elastic portion and would 
change with the storage and loss modulus. The value of loss tangent is important to measure the 
viscoelastic properties of a material. A value of 0 means that a material is fully elastic while a high 
value represents a material with high viscosity. Dynamic mechanical properties are helpful to 
understanding and confirming the energy-dissipation mechanism for PVDF-FPi% as analyzed 
previously. 
  Table 2 lists the values of storage modulus (G'), loss modulus (G") and loss tangent (tan δ) for 
PVDF-FPi% (i = 0, 3, 5 and 8) obtained from the nano-tensile testing at the harmonic force of 4.5 
mN and the frequency of 20 Hz. It can be observed that all the values of storage modulus are higher 
than the corresponding values of Young's modulus as obtained from the elastic portion of 
stress-strain responses (listed in table 1). This is not surprising since the storage modulus is 
averaged within the whole range of stress-strain responses, in which modulus with higher values is 
keeping after the yield strain due to a full elastic deformation. Loss modulus values for PVDF-FPi% 
(i = 3, 5 and 8) show that the addition of FP-POSS obviously increases the viscosity of PVDF since 
they are much higher than that of the neat PVDF. Compared with the storage and loss modulus, loss 
tangent is more reliable to measure viscoelastic properties because it is the ratio of loss to storage 
modulus thus less influenced by the uncertain factors in measuring or some unpredictable defects in 
materials. The values of loss tangent in table 2 show an evidently viscosity increasing with the 
increasing content of FP-POSS. Compared with the loss tangent values obtained at the strain rate of 
1.0×10-3 s-1 [18] (from 0.089 of neat PVDF to 0.113 of PVDF-FP8%), the values increase more 
obviously at the strain rate of 1.0×10-2 s-1 in this article (from 0.075 of neat PVDF to 0.151 of 
PVDF-FP8%), which shows the perspicuous effect of the strain rate on the viscosity of PVDF and its 
nanocomposites. 
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Table 2. The storage modulus (G'), loss modulus (G") and loss tangent (tan δ) of PVDF-FPi% (i = 0, 3, 5 and 

8) as obtained from nano-tensile testing at a harmonic force of 4.5 mN and a frequency of 20 Hz. 
FP-POSS 
(wt.%) 

G' (GPa) G" (MPa) tan δ 

0 2.40(0.31) 169.2(78.5) 0.075(0.046) 
3 1.86(0.17) 176.9(73.1) 0.097(0.065) 
5 1.74(0.15) 186.0(74.9) 0.107(0.043) 
8 1.43(0.18) 203.7(93.5) 0.151(0.099) 

Note: Values in parentheses indicate (±) standard deviations. 
 
3.3. Fracture appearance analysis 
 
The fracture appearance of PVDF-FPi% (i = 0, 3, 5 and 8) are shown in Fig.4. These images were 
obtained by VHX 600E with a real-time depth composition, three-dimensional functions at 500× or 
1000× zoom. It can be found very clearly that the image of neat PVDF (Fig. 4 (a)) is quite different 
from the others. Compared with the three other ones, the fracture appearance of neat PVDF is more 
regular and the boundary is clear, shows only a small area near the fracture surface was obviously 
influenced during the fracture procedure. On the contrary, the fracture appearance of PVDF-FPi% (i 
= 3, 5 and 8) (Fig. 4 (b), (c) and (d)) are irregular and the boundaries of the fracture surfaces are not 
obvious. These results have undoubtedly proved that the brittleness of neat PVDF is higher than its 
FP-POSS nanocomposites and the viscosity of PVDF will be increased by the addition of FP-POSS. 
Another important phenomenon is that the fracture regions of PVDF-FPi% (i = 3, 5 and 8) are 
different. As shown in Fig. 4, the area of the fracture regions increases with the content of FP-POSS 
in PVDF, reveals that the brittleness drops and the viscosity rises when FP-POSS is mixed into 
PVDF. And more FP-POSS was mixed, more obvious this effect was displayed, which is in good 
agreement with the variation trend of the loss tangent values in section 3.2 and the fracture 
toughness values in section 3.1. 

 
Fig. 4. Optical microscopy images of the fracture appearance for PVDF-FPi% obtained by VHX 600E, i= (a) 

0, (b) 3, (c) 5 and (d) 8. The square boxes locate the fracture regions. 
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4. Conclusions 
 
PVDF/FP-POSS nanocompostites can be prepared by solvent evaporation method. Nano-tensile 
testing results at the strain rate of 1.0×10-2 s-1 showed the toughness of PVDF were enhanced by 
FP-POSS and further additions of FP-POSS brought surprisingly enhancements in toughness of the 
nanocomposites while associated with a decline in stiffness. Dynamical mechanical properties 
indicated the viscosity of the nanocomposites increased with the increasing FP-POSS contents in 
PVDF-FPi%. Fracture appearance analysis results showed that the fracture appearance of neat PVDF 
was regular and the boundary was clear, while PVDF-FPi% (i = 3, 5 and 8) are irregular and not 
obvious. And the fracture regions increased with the content of FP-POSS in PVDF, which provided 
the visual evidence for the conclusions obtained from the data analysis. The great improvement 
effects on toughness and the increasing viscosity resulted from further additions of FP-POSS should 
be derived from the more separate and less cross-linked particles in the nanocomposities and the 
nano scale size of POSS compounds, which made the materials, are more easy to form plastic flow 
and more efficient on energy-dissipation. 
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Abstract  
Thin metal films on soft substrate are conventional in flexible electronics and flexible devices. Thermal 

stress often exists in the thin metal films due to thermal mismatch during the physical vapor deposition (PVD) 

process, which leads to the fracture failure of metal films. Theoretical analysis and numerical simulations 

have predicted that the cracking of a thin stiff layer on a soft substrate depend on the relative stiffness and 

thickness of the film and the substrate. However, few experimental results reported support the hypothesis.  
In this paper, An experimental investigation is conducted to study the fracture behavior of the aluminum 
films on soft Polydimethylsiloxane(PDMS) substrate during physical vapor deposition. It has been found that 
when the thickness of the aluminum film is relatively smaller, surface wrinkling is induced to accommodate 
the mismatched strain between the substrate and the film. When the thickness of the aluminum film is 
relatively larger, cracking of the film occurs. 
Keywords Aluminum film, PDMS substrate, PVD process, Fracture behavior 
 

1. Introduction 
 
Films/substrate structures have been widely researched for the extensive application of this structure. 
Thin stiff film including metal film and non-metal film on soft substrate are exploited for the use of 
flexible electronics and devices [3,8-10,13,14]. Several ways have been applied to fabricate the 
relatively thin solid film on the flexible substrate forming flexible structures. Transferring the thin 
silicon film onto the pre-stretched soft PDMS substrate leading to the waving surface structures is a 
frequently used process [4]. Casting the viscous PDMS on the metal foils, and then conducting a 
photolithography process to obtain the structure is another means[16]. Evaporation and sputtering 
are two deposition means forming several nanometers to micrometers thick film on the substrate 
[6,11,15]. During the deposition process, the temperature on the surface of the substrate will rise 
and leads to thermal expansion of the substrate. The PDMS substrate is heated when the gold film is 
deposited onto the substrate [1]. Because the thermal expansion coefficient is several times larger 
than the gold film. When the surface temperature cools down, a thermal mismatch will be produced. 
From former observation [1], this thermal mismatch will lead to wrinkling of the film on the soft 
substrate, which is generally produced in other experiments [7]. 
In this paper it is found wrinkles will be formed on the film when the thickness of the film is the 
range of several hundred nanometers. When the thickness of the film exceeds this confine, 
approximate orthogonal cracks occur on the film. The detailed illustration of this difference is given 
out from the experimental results. 
 
2. Experimental details 
 
In our experiment, aluminum films with different thickness have been fabricated on the PDMS 
substrate. The PDMS is formed by mixing Sylgard 184 silicone elastomer with the curing agent at 
ratio 10:1 (by weight) and then the uncured mixture is spread on the glass substrate, which is placed 
in a vacuum drying oven at temperature 70℃ for an hour later. The cured PDMS have the same 
smooth surface with the glass substrate. The thickness of the PDMS substrate is in the range of 
1-2mm. Pure aluminum is deposited on the PDMS substrate by E-beam evaporation at pressure of 5
×10-5 torr. The elastic modulus of the PDMS substrate is 2.2 Mpa [7]. The elastic modulus and 
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Possion’s ratio of the aluminum film are 72Gpa and 0.33 respectively. During the deposition 
process, the surface temperature of the substrate will rise and this leads to a thermal expansion of 
the substrate. When the deposition finished, the surface temperature cools down. Because the 
thermal expansion coefficient of the PDMS substrate is several times larger than that of the 
aluminum film, a thermal mismatch will be produced between the substrate and the film. This strain 
mismatch will lead to the surface wrinkles of the specimen when the thickness of the deposited 
aluminum film is in the range of several hundred nanometers. But when the thickness exceeds that 
confine, cracks will occur generally on the aluminum film. Aluminum film with thickness 40nm, 
150nm, 200nm, 260nm and 700nm are fabricated on the PDMS substrate. Different experimental 
phenomena reflecting different mechanical behavior are observed after the deposition of the film 
under the microscopy. 
  
3. Experimental results and discussions 
 
During the deposition of the aluminum, the cooling of the aluminum steam on the surface of the 
PDMS substrate leads to the temperature elevating. After deposition, the temperature cools down. 
And this change leads to a deformation mismatch due to the distinct difference of the thermal 
coefficient of these two materials. The induced compressive stress in the film can be expressed as 
[1]: 
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In the expression, the subscripts f and s represent the film and substrate respectively. TD represents 
the deposition temperature and T corresponds to the cooled down temperature. α represents thermal 
coefficient of the film and the substrate respectively. υ is the Possion’s ratio of the film. The thermal 
coefficient of the PDMS substrate and the aluminum film is about 300×10-6 and 20×10-6. For the 
aluminum film with thickness of several hundred nanometers, wrinkles occur to accommodate the 
deformation mismatch. 
For the film with thickness of 40nm, no surface wrinkles are found under the microscopy. This can 
be understood that the surface temperature during the deposition of the 40nm thick film is below the 
critical buckling temperature. For the film with thickness of 150nm, disordered wrinkles (Fig.1) can 
be observed under the microscopy. The measured wavelength for the wrinkles is about 10 μm. The 
overall estimation of the wavelength of the buckled wrinkles is [5]: 
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According to the theoretical solution, the wavelength of the film with thickness 150nm is about 20 
μm, two times of the experimental result. This discrepancy comes mainly from two aspects: the 
simplification of the theoretical model and the neglecting of the change of the surface elastic 
modulus of the PDMS substrate [1].  
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Figure 1. Wrinkling surface of the aluminum film with thickness 150nm on the PDMS substrate 

 
The wavelength of the wrinkles of the film with thickness 200nm and 260nm are about 12 μm and 
17.5 μm respectively (Fig.2). From Eq.2, it can be seen that the buckling wavelength only rely on 
the thickness of the film for the aluminum film on PDMS substrate. But this is not the real case. The 
deposition temperature varies with the thickness of the film. So the elastic modulus of the PDMS 
substrate changes to a certain extent. The wavelength does not simply rely on the thickness of the 
film, but also the surface temperature which may alter the surface elastic modulus of the PDMS 
substrate.  
 

 
Figure 2. Wrinkled surface of the aluminum film with thickness 200nm and 260nm on soft PDMS 

substrate 
 

From the observation, the wrinkles are mostly initiated from a flaw, which may induce stress 
concentration. There are some cracks occurring in the aluminum film (marked by red arrow in Fig.2 
(a)). This can be understood that the wrinkles occurring vertical to the maximum compressive stress 
and. In the direction vertical to the maximum compressive stress, the tensile stress may be induced, 
which leads to cracking of the film in the direction vertical to the wrinkles.  
For the aluminum film with thickness of 700nm, there are definitely no wrinkles formed on the film. 
Instead of this, approximate vertical cracks appear in the aluminum film (Fig.3). In former report, 
wrinkles formed on the PDMS substrate have been researched from experiments and finite element 
modeling. But few reports concern the cracking behavior of the stiff film on the PDMS substrate. 
This is mainly because the film thickness in former research work is relatively small. For film with 
relatively large thickness, cracking may be induced for mismatched strain. In this experiment, 
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aluminum film is found cracking on the PDMS substrate with thickness of 700nm.   
 

 
Figure 3. Cracking of the aluminum film on the PDMS substrate 

 
Cracking substitutes wrinkling for the aluminum film with relatively larger thickness. In theoretical 
analysis, the bending equilibrium equation of the wrinkles formed on the thin stiff film is [12]: 
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Where w is the displacement of the film in z direction (Fig.4), the expression of w has been obtained 
from both theory and experiment, which can be expressed by [2]: 
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Where λ is the buckling wavelength and A is buckling amplitude of the wrinkles. 
I=h3/12 is the second bending moment of the film around the x axis per unit width. F is the 
compressive force provided by the substrate in the film. K reflects the influence of the underlying 
substrate expressed by [2]: 
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Figure 4. A schematic of the surface wrinkling on stiff film/soft substrate 
 

F is derived from Eq.3-5 and expressed by [12]: 
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In Eq.6, it can be seen that the compressive force in the film is in proportion to the thickness of the 
film. For the overall mechanical behavior of the film/substrate, the compressive stress is in linear 
with the thickness of the film. In local, the tensile stress at the crest induced by bending of the film 
is in the same increasing rate with the compressive stress in the film. When the tensile stress at the 
crest exceeds the tensile strength of the aluminum film, the film will crack instead of wrinkle to 
accommodate the mismatched strain. Fractured ribbons are induced during the cracking of the film 
(marked by red arrows). The fractured ribbons released the compressive force of the film. And the 
stress in the isolated fractured fragment is insufficient to lead to wrinkling of the film. The buckling 
and wrinkling behavior of the film transfer into the fracture behavior of the film when the thickness 
of the film is relatively larger. 
 

 
Figure 5. Approximately vertical cracking of the film and fractured ribbons (marked by red arrows)  

 
4. Conclusions  
 
In this paper, wrinkling and cracking behavior of the aluminum film on the PDMS substrate have 
been studied from experimental results. For aluminum film with smaller thickness (less than several 
hundred nanometers), wrinkling is mostly likely to happen due to the mismatched strain. When the 
thickness of the aluminum film is relatively larger, cracking substitutes the wrinkling to 
accommodate the mismatched deformation between the film and the substrate. The reason of this 
transformation lies in the increasing of the tensile stress with the thickness of the film. When the 
tensile stress in the film exceeds the tensile strength of the aluminum film, cracking behavior of the 
film predominates.   
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Abstract  Thin films may spontaneously form buckles if the residual stresses are compressive and large and 
if adhesion is weak. Buckling driven delamination leads to periodic patterns, such as the telephone cord 
morphology which has been studied for decades. Until recently the role of adhesion in the formation of 
buckling patterns was rather poorly understood. The difficulties are: 1. buckling is a non-linear phenomenon 
2. Adhesion is a complex process involving mode mixity at the crack tip. Here coupling buckling and 
mixed-mode adhesion in a FEM model, we investigate the influence of film thickness, adhesion and residual 
stresses on the final buckle morphology. In particular, we show that it is possible to control the delamination 
front to create branching morphologies. Such morphologies remain periodic and can cover large areas. 
Experimentally, we show how the relevant conditions can be achieved for multilayer stacks of thin films 
deposited by magnetron sputtering. In particular we demonstrate self-organized hexagonal networks of 
buckles at the 10 micron scale. We anticipate that these patterns can be scaled from the micron-scale to the 
nano-scale. 
 
Keywords  Buckling, Adhesion, Mode mixity, Patterning, 
 
1. Introduction 
 
Thin films may spontaneously form buckles[1,2] if the residual stresses are compressive and large 
and if adhesion is weak. Buckling driven delamination leads to periodic patterns, such as the 
telephone cord morphology which has been studied for decades. Until recently the role of adhesion 
in the formation of buckling patterns was rather poorly understood. The difficulties are: 1. buckling 
is a non-linear phenomenon 2. Adhesion is a complex process involving mode mixity at the crack 
tip. Here coupling buckling and mixed-mode adhesion in a FEM model, we investigate the 
influence of film thickness, adhesion and residual stresses on the final buckle morphology. We then 
use the results as a guideline for experiments 
 
2. Numerical simulation 
 
2.1. Model 
 
In order to analyze the growth of the blister, we use a numerical model coupling finite elements 
with cohesive zone modeling. It is essential to use a nonlinear plate model to capture the buckling 
equilibrium. The surface of the plate is defined as the (O,x,y) plane and the out-of-plane 
displacement is w(x,y). In order to take into account the presence of a purely rigid substrate, the 
unilateral contact condition w(x,y)>0 is introduced. The calculations are made for large 
displacements w, using the Green Lagrange strain tensor. When w is large, the strain tensor reduces 
to 
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In Eq. (1) the terms which are non-linear in w are responsible for a third order term in the thin plate 
equilibrium equations and it is this non-linearity which is essential to capture the post-buckling 
evolution of the blisters (e.g. see [3]). 
 
The second key point is the description of adhesion rupture for which a cohesive zone model (CZM) 
[29–32] is used. Detailed description of the model can be found in [4]. Cohesive elements are 
inserted at the interface. A bilinear softening behavior is used in order to take into account for the 
mode mixity of the interfacial toughness. The interfacial toughness cΓ is defined as a function of the 
mode mixity angle ψ , see Fig.1, which is the relative proportion of shear and normal traction 
applied at the interface: 
 

                               
I

II

K
K

=ψtan                                    (2) 

 
We use for the definition of ( )ψcΓ  the one proposed by Hutchinson in [5] and based on 
experimental data[6]. 
 
                            ( ) ( )ηψψ 2tan1+Γ=Γ c

I
c                              (3) 

 
Where c

IΓ  is the mode I interfacial toughness, and η a dimension-less parameter to adjust the 
level of the mode II interfacial toughness c

IIΓ . 
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Figure 1 : Dependence of the interfacial toughness as a function of the mode mixity angle. 

 
Thin film is modeled by a plate of thickness h , elastic modulus E and Poisson ratioν . In-plane 
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stress 0σ is introduced by a thermal expansion. 
 
 
2.2. Results 
 
We fix the materials parameters of the film to E=329 GPa and υ=0.31. The interfacial toughness is 
kept constant choosing 2.4.0 −=Γ mJc

I  and 95.0=η . The morphology of the delamination is then 
studied as a function of loading, which is given by the couple ( )0;σh . It is convenient to define the 
total energy per unit area stored in the film due to the in-plane stress. 
 

                                   2
00

1
σ

ν h
E

G −
=                              (4) 

 
We also define the limit for the mode mixity above which the interface cannot be fully separated. In 
case where the energy release rate is close to 0G then  
 

                                 1tan1 01
lim −

Γ
= −

c
I

G
η

ψ                           (5) 

 
It should be noted that limψ is attained at the side of the blister as the film sags[4] and the mode 
mixity reaches pure mode II, 2πψ = . However the interface is not fully separated at all angles 
above limψ . 
 
Changing level of loading with limψ , we observe different morphologies, from no delamination to 
complete delamination of the film and draw a phase diagram limψ  is a relevant parameter for the 
instability of the blister and is equivalent to the loading ratio cσσ 0  of the blister. In case of the 
straight sided blister, the critical buckling stress cσ corresponds to the stress needed to enter in the 
post-buckling regime. 
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Secondary buckling instability computation on the sides of a straight sided blister by Jensen [7], and 
on the collapse of a circular blister by Hutchinson [8] show that such destabilization is solely a 
function of 0G and therefore limψ .  
 
 
3. Experiments 
 
We aim to study morphologies of the delamination experimentally. We use the superlayer method 
to make blisters [9]. A compressive stressed layer of molybdenum is deposited on top of a weak 
interface to provide elastic energy for buckling. The residual stress in the Mo layer before buckling 
is around 3GPa. The stress can be tuned changing the deposition conditions of the Mo layer during 
sputtering [10]. The thickness is varied from 100nm to 200nm. We here use a silver layer to create 
the weak interface with the substrate.  
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Both control over the residual stress and the thickness enable scanning different loading conditions 
and therefore variation of limψ . Experimentally we observe several morphologies, from the 
telephone cord like blister to complete delamination, see Fig.2. Those morphologies can be 
compared to the numerical results and placed in a phase diagram.  
 

  
Figure 2: Evolution of the delamination morphology for Si/Ag interface for different layer of molybdenum. 
 
In particular we use numerical simulations to demonstrate that a self-organized network of buckles 
can be generated and that the conditions to generate such a network experimentally can be achieved 
with the superlayer method.  
  
4. Conclusions 
 
We present a numerical model to explore the morphology of the buckling driven delamination 
pattern as a function of interfacial properties and loading conditions. Confronting the experimental 
data with the simulation, we find relevant parameters for patterning of large surfaces. 
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Abstract Thin films deposited on substrates are usually submitted to large residual compression stresses, 
causing delamination and buckling of the film into various patterns. This phenomenon has been widely 
investigated in the past few decades, both experimentally and with nonlinear plates models. Nevertheless, the 
formation of the most commonly observed pattern, the “telephone cord blister”, has only be understood 
recently, with FEM models coupling post-buckling studies and mixed-mode adhesion. Here, relying on these 
models, we show remarkable properties of these wavy blisters, in particular we show that the wavelength of 
the telephone cord patterns scales linearly with a parameter depending on the stress level in the film, the 
thickness and the adhesion energy. This result has an important practical application. As a matter of fact, 
since it is experimentally possible to control the stress level and the film thickness during elaboration, the 
measurement of this wavelength can indirectly lead to a measurement of the interface toughness, even in 
very small films.   
 
Keywords  Buckling, Adhesion, Mode mixity, Patterning, 
 
1. Introduction 
 
Compressively stressed thin films with low adhesion frequently buckle and delaminate 
simultaneously into various patterns, amongst which the so called “telephone cords” pattern is very 
often observed [1,2]. Although these buckles have been studied for decades, no complete 
understanding of their propagation had been presented until recently. As a matter of fact, the 
post-buckling equilibrium shapes of the blisters require the use of non-linear plates theory (e.g. see 
[3]). Furthermore adhesion is a complex process involving mode mixity at the crack tip. A nonlinear 
plate deformation model has been coupled with a cohesive zone model to simulate the kinematics of 
a propagating telephone cord buckle in very close agreement with experimental observations. 
Proper inclusion of the dependence of an adhesion upon the mode mixity proved to be central to the 
success of the approach. The clarification of the mechanism allows for a better understanding of 
buckle morphologies and highlights remarkable properties of these wavy blisters. In particular it is 
shown that the wavelength of the telephone cord patterns scales linearly with a parameter depending 
on the stress level in the film, the thickness and the adhesion energy. This result has an important 
practical application: since it is experimentally possible to control the stress level and the film 
thickness during elaboration, the measurement of this wavelength can indirectly lead to a 
measurement of the interface energy, even in very small films. 
 
  
2. Mechanical model for blisters propagation 
 
2.1. Model 
 
 
A nonlinear plate model is used to capture the buckling equilibria. As a matter of fact, the blisters 
morphologies are characterized by very large out-of-plan displacements, meaning that the equilibria 
are located very far in the post-critical buckling regime compared to the flat (i.e. unbuckled) 
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equilibrium. The thin film is modeled by a plate of thickness h , made of linear elastic material 
characterized by a Young’s modulus E and Poisson’s ratioν . The surface of the plate is defined as 
the (O,x,y) plane and the out-of-plane displacement is denoted w(x,y). In order to take into account 
the presence of the substrate, the unilateral contact condition w(x,y) ≥ 0 is introduced. The 
calculations are made for large displacements w, using the Green Lagrange strain tensor. As only w 
is large, the strain tensor reduces to 
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In Eq. (1) the terms which are non-linear in w are responsible for a third order term in w the thin 
plate equilibrium equations and it is this non-linearity which is essential to capture the 
post-buckling evolution of the blisters. 
 
The second key point is the description of adhesion rupture between the film and the substrate. A 
cohesive zone model (CZM) is introduced for this purpose between the elastic film and the rigid 
substrate. The tractions developed in the cohesive zone at the edges of the buckle provide boundary 
conditions for the buckled plate. The blister extends its boundary by forcing the separation along the 
delaminated edge as it buckles under large in-plane compression. Details of the cohesive zone 
model are given in [4]. A bilinear softening traction versus separation law is used, with a damage 
variable d  increasing monotonically with the separation. The most important feature of this 
cohesive zone model is the mode mixity dependence of the interfacial toughness cG . The 
relationship proposed by Hutchinson in [5] and based on experimental data[6] is used : 
 
                           ( ) ( )ηψψ 2tan1+= c

I
c GG                             (2) 

    
 
where ψ  is the mode mixity angle defining the ratio between shear traction and normal traction at 

the interface (
n

t

T
T

=ψtan , with tT  the shear traction and nT  the normal traction. Hence, pure 

normal traction is obtained for ψ =0° whereas pure shear traction is obtained for ψ =90°). The 
definition given in Eq. (2) is meant to take into account that it is all the more difficult to break the 
interface that the proportion of shear is higher at the interface. Fig.1 describes both shapes of the 
traction versus separation law and of the toughness. Note that the quantity 0G , which is the energy 
per unit area stored in the film in its plane fully adherent state, has been introduced. 0G  is defined 
by: 
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Figure 1 : From [4], Mixed-mode dependence of the work of adhesion at the film-substrate interface and 

bilinear traction vs separation law (Inset: i = n for mode I and t for mode II).  
 
 

 
Finally, the thin film loading consists of an eigenstrain 00 >ε  uniformly applied to the plate 
( 0εεε == yyxx ,  0=xyε ). Since the film is relying on a rigid substrate, this is generating an 

equibiaxial stress state in the film ( 001
σε

υ
σσ =

−
−==

E
yyxx , 0=xyσ  ). This loading is applied in 

the initial state. An explicit scheme is used for the calculation. 
In order to trigger delamination, a small defect is created. This defect consists of an adhesion-free 
area. The blister is nucleated in this area. 
 
 
2.2. Results 
 
This model has been implemented in the finite element code ABAQUS [7]. As it has been described 
in [4], this model has been able to demonstrate the mechanism of propagation of the telephone cord 
blister. The specificity of this propagation comes from the pinning of the buckle front in mode II. 
As a matter of fact, as crack front is expanding in a circular shape with an increasing radius, a 
configurational instability occurs on the outer edge of the buckle front followed by the development 
of a strong mode II area. As cG  is much higher in mode II, the propagation is stopped in this area, 
which forms the pinning point responsible for the inversion of the curvature of the buckle and 
finally the wavy shape since the front has to go around this point for further propagation of the 
blister.  
By varying the parameters of the model in the simulation, it is possible to obtain a wide variety of 
telephone cords buckles. Besides, the buckles are also obtained experimentally, with a setup 
allowing the control of the different parameters (film thickness h , residual stress 0σ , interface 
toughness c

IG ). The samples are molybdenum coatings deposited by magnetron sputtering on 30 
µm thick silicon wafers. The deposition of a thin silver layer onto the substrate allows varying the 
adhesion (depending on the silver layer thickness). Immediately following, a 120 nm thick layer of 
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partially oxidized molybdenum, obtained by adding 2 sccm of O2, is deposited. Controlling the 
oxygen content in the film leads to a fine tuning of the residual stress.  
For the simulations, the elasticity parameters for the films are E=329 GPa and υ=0.31. The mode I 
interfacial toughness c

IG  is a variable, whereas 95.0=η . The calculations are carried out for 
different values of the film thickness h  and the residual stress 0σ . Comparison between calculations 
results and experimental observations are reported in Fig. 2. Depending on the parameters, different 
aspect ratios (i.e. ratios between the wavelength and the width of the telephone cord) can be 
observed in the simulations. These ratios are usually observed to be ranging between 0.9 and 1.4, 
both in the simulations and in the experiments. Two cases are reported in Fig. 2: one large aspect 
ratio and one short aspect ratio. 
 
 

(a) (b) 

 
(c) 

 
(d) 

Figure 2 : Comparison between telephone cords simulations (a and c) and experimental observation on Mo 
thin films deposited on silicon wafers (b and d). The two upper cords are showing short aspect ratios (i.e. 
wavelength over width), whereas the two bottom cords have large aspect ratio. 
 (a): nmh 225= , 2/35.1 mJG c

I = , GPa9.20 =σ , aspect ratio 1. (b): 600nm thick MoOx, potential 

-75V, aspect ratio 1. (c): nmh 300= , 2/83.2 mJG c
I = , GPa30 =σ , aspect ratio 1.36. (d) 600nm thick 

MoOx floating potential, aspect ratio 1.2. 
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3. Scaling of the wavelength 
 
A relationship between the wavelength λ of the telephone cords and the other parameters have been 
found. In order to express this relationship, it is convenient to introduce a limit mixity angle, 
denoted limψ . It corresponds to the mode mixity above which the interface cannot be fully 
separated. This is the case when the interface toughness is exceeding the stored energy ( 0GG c ≥ ), 

so the limit case is 0GG c = . In this case, using Eq. (2) yields:  
 

                                 1tan1 01
lim −= −

c
IG

G
η

ψ                           (4) 

 
It should be noted that limψ is attained at the side of the blister as the film sags[4] and the mode 
mixity reaches pure mode II, 2πψ = . However the interface is not fully separated at all angles 
above limψ . 
By similar arguments that can be found in [8], it is possible to show that the following non 
dimensional relationship is verified among the telephone cords equilibria.  
 

                          ( )lim

2
0 ψλσ f
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So whatever the shape of the telephone cord, the wavelength can be expressed as 

( )lim
0

ψ
σ

λ fEh= . The function f is determined numerically, giving the remarkable result 

exposed Fig. 3. It appears that λ is proportional to the quantity L  defined as: 
 

                          
lim0 tan

1
ψσ

EhL =                         (6) 

 

 
Figure 3 : Linear relationship between the telephone cord wavelength λ and the non dimensional 

quantity 
lim0 tan

1
ψσ

EhL = . 
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Once the relationship between λ and L is determined numerically, it is possible to find c
IG  from 

the experiments by measuring λ, assuming that 0σ , E and h  are known, which is the case in our 
experiments. 
 
4. Conclusions 
 
We have a numerical model capable of describing the mechanisms of buckling driven delamination. 
A lot of patterns can be modeled, all observed in experiments. We have here emphasized the case of 
the telephone cords buckles, which is very often observed in experiments. The analysis of the 
telephone cords formation using the model has allowed for uncovering a very interesting 
relationship between the telephone cords wavelength, the stress level in the film, the thickness and 
the interface toughness. This result has an important practical application. When controlling the 
stress level and the film thickness during elaboration, the measurement of this wavelength can 
indirectly lead to a measurement of the interface toughness, even in very small films.   
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SDUDY OF THE CREEP DAMAGE PROPERTIES OF ASPHALT MIXTURE 
UNDER STATIC LOAD 

Zhou Zhigang，Feng Lin，Yuan Xiuxiang，Xiong Hua 
 (Changsha University of Science & Technology, Key Laboratory of Road Structure & Material, Ministry of Transport 

of PRC, Hunan Changsha  410004)  
 

Abstract: Asphalt concrete AC-13 and SMA-13 are designed to study their viscoelastic and damage 
properties under uniaxial pressure. The results indicate that the flow deformation of viscosity of asphalt 
mixture doesn’t unlimitly increase with the loading time. As time goes by, the increment of flow deformation 
of viscosity decreases gradually and causes the flow deformation of viscosity to incline a stable value 
ultimately, which is so-called ‘consolidation effect’. Moreover, under the same conditions, SMA has a 
stronger anti-deformation ability than AC. According to the flow characteristics of asphalt mixture, it is 
proposed a comparatively desirable and useful creep compliance model and visco-elastic-plastic creep model. 
Based on the static creep test results, the parameters concerned of the models are determined by using a 
constrained optimization method. 
Key words: Asphalt mixture; Creep; Viscoelasticity; Damage; Model 
 
Introduction 
 
Asphalt mixture is thermoviscoelastic material with flow characteristics, the physical and 
mechanical properties is closely related to the effects of temperature and loading time. The load 
conditions often exhibit obvious nonlinear viscoelastic properties. The mechanical analysis 
generally focused on the linear viscoelastic category. In practical applications, using asphalt mixture 
is in non-compliance with infinitesimal deformation of the linear theory assumptions, when the 
deformation exceeds a certain range; linear superposition is no longer effective, so nonlinear 
viscoelastic theory of more universal. In recent years, road researchers have made some studies on 
the general nonlinear, elastic-plastic, creep, viscoelasticity of asphalt mixture [1]-[13]. As the two 
branch of the viscoelastic theory, liner viscoelastic theory is already quite mature, nonlinear 
viscoelastic theory also made a series of research results, but because of its difficulties in testing 
and mathematical theory, is still in development and perfected. 
Damage mechanics as a subject branches is nearly 20 years. The classic nonlinear viscoelastic 
material constitutive theory does not consider initial defect and in actual engineering, creep failure 
of various loads and environmental conditions, may belong to the creep damage, more likely to be 
the initial defect evolution and the crack initiation and propagation. The study for the establishment 
of asphalt mixture viscoelastic damage constitutive model and its engineering applications is still 
small [14]-[25].  
Therefore, based on the contrast test of AC-13 and SMA-13 two kinds of asphalt mixture road 
performance, focus on them under uniaxial pressure static creep damage behavior. Through the 
static creep test of different temperature, pressure, study the creep deformation of the characteristics 
and the law of variation. To reflect the creep deformation characteristics of the asphalt mixture 
creep deformation, establish nonlinear viscoelastic creep model and the creep damage model as the 
permanent deformation analysis and the high temperature stability of asphalt mixture and pavement 
which provides theoretical and experimental basis for evaluation. 
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1 Asphalt mixture design and road performance 
 
1.1 Raw materials performance and mixture ratio design 
 
Raw material of the test is modified asphalt, stone, mineral powder and fiber. The technical 
Specifications refer to references [27], which meet the technical specification for construction of 
highway asphalt pavement [27] requirements. Through the results of Marshall test, based on the 
method of technical specification for construction of highway asphalt pavements [27], AC-13 and 
SMA-13 asphalt mixture optimum asphalt content is 4.8%, 5.95%. 
1.2 Pavement performance of asphalt mixture 
The result of high temperature stability, low temperature crack resistance and water stability of two 
kinds of asphalt mixture according to the high-temperature rutting test, low-temperature bending 
test, freeze-thaw splitting test and immersion Marshall test are shown in Table 1. the results are 
shown in Table 2 when carried out fatigue tests under the control of stress. 

Table 1 The test results of two kinds of asphalt mixture high temperature stability, low temperature 
crack resistance and water stability 

High temperature 
stability 

Low temperature 
crack resistance 

Water stability Material 
type Dynamic stability

（times/mm） 
Bending limit 
strain(10-6) 

Freeze-thaw cleavage 
strength (%) 

Residual stability 
(%) 

AC-13 4624 2478 87.1 90.9 
Regulatory 

requirements 
[27] 

≥1000 ≥2000 ≥75 ≥80 

SMA-13 5886 2645 91.0 92.1 
Regulatory 

requirements 
[27] 

≥2800 ≥2500 ≥80 ≥85 

 
Table 2 The test results of Asphalt mixture fatigue 

Mixture 
Temperature

（℃） 
Stress level σ0（MPa）

Fatigue Fracture Life  

Ncr（time） 

0.1 2986 

0.2 1836 

0.3 1248 
AC-13 25 

0.7 654 

SMA-13 25 0.1 3628 
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0.2 2156 

0.3 1452 

0.7 800 

As the results shown, the high temperature stability and low temperature crack resistance and water 
stability of two kinds of mixture meet the technical standard value, and the performance of SMA-13 
asphalt mixture is significantly better than ordinary asphalt mixture AC-13. 
 
2 Creep test and analysis of static load of asphalt mixture 
 
According to the standard test methods of bitumen and bituminous mixtures for highway 
engineering, the cylinder specimen for the static pressure method is controlled by the density of the 
Marshall test. The specimen size: diameter 100mm, height 100mm. Considering the performance of 
the high-temperature creep tests reflect asphalt mixture, select the test temperature is 25 ° C, 40 ° C, 
60 ° C; applied three stress levels: 0.05, 0.1 and 0.2 MPa; loading time 5000s in order to facilitate 
the deformation full recovery. Put the sample in the environmental case for 4 hours before the test, 
and then after installing the servo-hydraulic materials testing machine HYD-25 applied preload 
0.002Mpa, preload three minutes to prevent eccentric compression. Then loaded on specimen and 
the time data collected every 2 seconds. Static creep test results are shown in Figure 1 to Figure 3. 

  

AC-13                                            SMA-13 

Fig 1   The static creep curves at 25 ℃ 
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AC-13                                            SMA-13 

Fig 2   The static creep curves at 40 ℃ 

   
AC-13                                            SMA-13 

Fig 3   The static creep curves at 60 ℃ 
Contrast Figures 1 to 3 static creep curves: 
①Asphalt mixture at low stress levels, with the loading time, creep curve slope from large to small 
gradually stabilized, which shows that asphalt mixture increases the deformation resistance, 
resulting in further deformation is more difficult, the viscous flow of asphalt mixture with the load 
deformation does not affect the extension of time with load and increase infinitely, the increment 
decreases, finally tends to a stable value, is called the‘consolidation effect’. 
②At the same temperature, high stress levels, the asphalt is too late to produce viscous and flow 
along with the mineral aggregate elastic deformation, with time goes on ,the start of viscous flow, 
VMA further reduce ,the mineral aggregate embedded squeeze more and more obvious, strain rate 
tend to stable, mineral aggregate porosity is further reduced, the viscous flow decreases with 
increasing time. But with time goes by, because of greater stress, mineral aggregate begin to slip, 
viscous flow of asphalt also been further extended. Therefore, the specimen is not immediately 
destroyed and to produce an accelerated deformation rate, which has a direct relationship with the 
load and temperature. Then specimen’s void ratio and clearance rate increased with increasing time 
and then continue to increase as the deformation, the specimen eventually completely destroyed. 
③Under the same conditions, SMA has stronger deformation resistance than ordinary asphalt 
concrete(AC). Because the composition of SMA, coarse aggregate accounted for more than 



13th International Conference on Fracture 
June 16–21, 2013, Beijing, China 

-5- 
 

70%,there is a lot of the mutual contact surface between coarse aggregate, and part of the stone 
mastic asphalt fill the gap among the coarse aggregate,. In high temperatures and loads, the coarse 
aggregate mutual good interlocking role, so that the mixture has better resistance to deformation. 
Under the condition of high temperature, stone mastic asphalt viscosity decrease which reduces the 
impact of the ability of resistance to deformation. 
④The temperature of asphalt mixture has a great effect on deformation resistance ability, the higher 
the temperature, deformation resistance decreased more quickly, 2 times the deformation of high 
temperature of 60 ℃ to 40 ℃.Because the asphalt and asphalt mixture is a typical viscoelastic 
materials, these materials exhibit mechanical behavior of deformation is obviously dependent on 
temperature. 
 
3 Representation to rheological model analysis of asphalt mixture viscoelastic 
properties  
3.1 Representation to rheological model of asphalt mixture viscoelastic properties 
 
In order to fully describe the rheological properties of the asphalt mixture under complex stress 
state, it is necessary to re-establish a better creep model. The first analysis of a plurality of Kelvin 
composite model units (as shown in Figure 4), the creep compliance is [29] 

 
Fig 4 Several Kelvin unit composite models 
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Where: 1/i iq E= ， /i i iEλ η= , 't  is the starting moment loads. The model reflects the instantaneous 

elastic deformation, recoverable viscoelastic deformation and “consolidation effect", but does not 
reflect the unrecoverable viscous flow deformation. Therefore, the equation (1) is suitably 
supplemented as follows: 
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Eq. (2) in the third term on the right side means that the viscous flow deformation, while it does not 
destroy the Eq. (1) with “consolidation effect" characteristic. Eq. (2) there is two summations. The 
more number of terms in summation, the more accurately express the stress and deformation 
characteristics of materials. But it involves too many parameters; the actual application is not 
conducive to the model. A simple model only considered here, each sum of only one, so the Eq. (2) 
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is simplified as: 
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There are five parameters in Eq (3), which can be determined by creep test curve. 
 
3.2 Determination of asphalt mixture rheological model parameters 
 
According to the creep test curves（Figure 1 to Figure 3）, the five parameters in the asphalt mixture 
rheological model of Eq. (3) can be constrainer optimization method (Levenberg-Marqurdt global 
optimization method) to determine. The model parameter values obtained at three different 
temperatures as shown in Table 3 below. 

Table 3-1 Model parameters simulation results under 0.05MPa pressure 

Types of 
asphalt 
mixture 

Test 
temperature 
（℃） 

E0（MPa）q（10-4MPa）λ（10-4s）p（10-4s） γ（10-4s） 
Correlation
coefficient

R2 

SMA-13 1620 6.86(1458) 8.44 8.46 8.12 0.9456 

AC-13 
25 

1260 9.48 12.85 12.86 6.20 0.9686 

SMA-13 1300(0.20) 11.20(893) 13.06 13.70 5.85 0.9861 

AC-13 
40 

1010 13.52 19.80 19.53 5.76 0.9675 

SMA-13 760(0.53) 14.80(676) 28.46 27.82 4.53 0.9770 

AC-13 
60 

600 18.45 37.40 32.20 4.08 0.9687 

Table 3-2 Model parameters simulation results under 0.1MPa pressure 

Types of 
asphalt 
mixture 

Test 
temperature 
（℃） 

E0（MPa）q（10-4MPa）λ（10-4s）p（10-4s） γ（10-4s） 
Correlation
coefficient

R2 

SMA-13 1780 6.96 7.86 8.24 7.80 0.9566 

AC-13 
25 

1360 8.60 12.84 12.45 5.68 0.9642 

SMA-13 1380(0.22) 9.80 13.08 13.80 4.94 0.9712 

AC-13 
40 

1120 10.67 16.50 18.46 5.12 0.9513 

SMA-13 820(0.54) 13.90 26.45 26.48 4.40 0.9824 

AC-13 
60 

680 16.88 35.81 31.80 3.96 0.9780 

 
As we can see from table 3-3: 
①Under the same condition, E0 of SMA-13 is bigger than AC-13’s, and with the higher the 
temperature , the relative proportions of the tendency is to diminish. Under the conditions of 25℃, 
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40℃, 60℃ with 0.2MPa，E0 of SMA-13 are respectively higher by 29.23%, 25.71% 23.44% than 
AC-13’s. 
②In different stress but the same other conditions, the parameters variation of Model 5 is small. 
4 Analysis to Nonlinear viscoelastic creep damage model for asphalt mixture 
The static creep deformation reflected in Figure 1~Figure 3 usually can be divided into three stages: 
migration period, strain increases rapidly, but the strain rate gradually decreases with time 
increasing; stable period, strain steady growth, but the strain rate is essentially unchanged; Period of 
destruction, strain, and strain rate increases rapidly until failure increases with time. In the 
deformation of asphalt mixture, the modulus of the existence of a first increased and then decreased 
with the process, is also a first strengthened after the weakening of the process, the creep strain of 
asphalt mixture can be used as a nonlinear spring and a viscoplastic unit series, namely: 

                          vpe εεε +=                                        (4) 

For the total strain where non-destructive condition can be expressed as: 
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In the one-dimensional problem, effective stress can be expressed as: 
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Where:ω  is damage factor. 

Kachanov [31] uses the Norton formula obtained law of creep damage Kachanov: 
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Where: C, k are material parameters. 
Using the fully coupled method to consider the coupling effect of creep and damage of asphalt 
mixture, can be obtained by the constant stress damage of asphalt mixture under creep deformation 
equation. 
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Fitting of Figure2,the AC-13 at 40℃,0.2MPa under load data manipulation the Levenberg-Marqurdt 
and the global optimization method, can obtain a creep damage model parameters, such as shown in 
Table 4.The comparison between creep test values calculated and creep damage model is shown in 
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Figure 5. The result shows, the creep damage model proposed (Eq. (9)) with high precision, can 
well simulate the creep damage of asphalt mixing material. 

Table 4 Values of parameters in creep damage model of asphalt concrete AC-13 

a(MPa) b(MPa) c(MPa) tr(s) K O P Q 

3764.57  1511.66 258.66  4399.98  6.18  4.61  0.07  2.03  

 

 
Figure 5  The AC-13 asphalt mixture creep test and creep damage model comparison under 40 ℃, 

0.2MPa 
 
5 Conclusions 
 
（1）The results of test show that , the high temperature stability, water stability and low 
temperature crack resistance of the asphalt mixture of AC-13 and SMA-13 which this paper 
designed can meet the requirement of the construction technology, various performance indicators 
of SMA-13’s are better than AC-13 .  
（2）A  creep test is implemented on the two kinds of asphalt mixture under different temperatures 
and uniaxial pressure load ,and the result show that: The viscous flow deformation tends to a ①

stable value after long period of loading at low stress levels which call this phenomenon as 
‘consolidation effect’. ②under the same level of temperature and high stress, the strain rate tends 
to be stable as time goes on, there will be accelerated distortion, and the rate of deformation has a 
direct bearing on the load and temperature. With the increase of deformation, the specimen will be 
destroyed completely. ③The temperature of asphalt mixture has a great effect on deformation 
resistance ability, the higher the temperature, the more quickly the deformation resistance decrease. 
④SMA has a stronger ability to resist deformation than AC under the same conditions. 
（3）A relatively ideal and practical creep model was established according to the rheological 
characteristics of asphalt mixture, which can express the asphalt mixture ‘consolidation effect’, and 
can reflect the permanent deformation of asphalt mixture after unloading, and also can represent 
rheological characteristics such as the instantaneous elastic deformation, And the effectiveness of 
this model was verify by comparing with the test results. 
（4）A model about asphalt mixture viscoelasticity creep damage was established, and the asphalt 
mixture creep damage was analyzed and simulated via global coupled and the parameters of the 
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model were determined. 
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Abstract  Bridges under life–long service often suffered from invisible diseases which could cause the 
bridge stiffness decay (rigidity) and pose great threatening to human lives. This paper focused on studying 
the real stiffness distribution in a simple beam. The relationship between stiffness and deflection in a bridge 
segment has been established which is based on the material mechanics, numerical modeling, and reciprocal 
displacement theorem. The conversion of the deflection curve at mid span resulted from three axle vehicle 
and single unit load has been developed so that by measuring the deflection caused by low speed vehicle 
passing over the bridge, the real stiffness distribution of the bridge could then be obtained and the assessment 
of the bridge damage could be carried out. Compatible software was developed in accordance with the 
proposed stiffness calculation method. The software was found worked well in predicting the stiffness 
distribution and the test results supported that the proposed prediction method is applicable. The test results 
showed that the stiffness distribution in longitudinal direction varied significantly, which is due to the 
different degrees of damage. The analysis showed that it is not good to use the overall stiffness to evaluate 
the damage of the whole beam.  
 
Key words: simple supported beam, longitudinal stiffness, invisible damage, damage assessment 
 
1. Introduction 
 
In recent decades, as the developing of our country, the number of highway bridges increased 
significantly, which in turn increased the number of bridges under life–long service. Due to the 
climate change, environment varies, temperature drops and wind and mechanical erodes, bridge 
aging becomes gradually a serious problem. Cyclic traffic loading could cause bridge elements to 
lose its mechanic properties and evolve into fatigue damage. Some bridges currently in service 
suffered from concrete crack, rebar erosion, and pre–stress relaxation, which could result in the 
overall stiffness decay and reduce its engineering performance. When the bridge stiffness decays, 
the bearing capacity would be greatly reduced which prohibited its service life and threatens the 
human lives[1]. Currently, there are two different ways to evaluate the bridge stiffness distribution, 
namely the direct way and indirect way. The indirect way is that to look over the outside of the 
bridge, for example, conduct a walk tour throughout the bridge, look for cracks, damage points and 
find out weak areas, which is very objective and cannot give a very accurate evaluation. The direct 
way is to carry out load test and measure the real stress strain response under different loadings. The 
load test can reflect the real stiffness of the bridge; however, it cannot indicate the damage degree of 
a bridge and show where the damage area is[2]. Therefore, to check the overall quality of a bridge, 
and evaluate the performance of the bridge and each segment has great significance in 
transportation engineering. 
The assessment of the bridge stiffness and damage has been studied by many researchers. Zhao et al. 
[3] proposed to use bridge structure bilateral difference response model to analyze the integrity of 
the bridge in longitudinal and transverse directions, so that to study the stiffness in longitudinal 
directions. Yuan et al.[4] studied the erosion of Cl– under freezing–thaw cycles. They have 
proposed a method to predict the expiration life of Cl– under freezing–thaw cycles. Y.M. et al.[5] 
have proposed method to calculate the rotation when the top of the beam has cracks, and to predict 
the service life of the beam under such situation. Yao et al. [6] studied the bearing capacity of beams 
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that suffered from damage in longitudinal directions. Shan et al.[7] studied the detection of damage 
location and damage degree of highway bridges under the vibration of vehicles moving. Z. H. et 
al.[8] studied the bearing capacity of bridges under service by using the dual coding genetic 
algorithm. Yuan et al.[9] proposed a method to calibrate the stiffness matrix which based on the 
assumption that the finite element mass matrix and the stiffness matrix were asymmetry, and the 
mass matrix was given. 
The previous studies have advanced the state of the art of the knowledge of stiffness decay damage 
of bridges; however, there are no effective methods in determining the damage inside the bridge (ex. 
The invisible concrete cracks, the rebar corrosion, and pre–stress relaxation). Those common 
diseases could result in heavily decay of the stiffness of the bridge elements, thus influencing the 
service life and posing failure the bridge. This paper focused on a simple beam structure to study 
the real stiffness distribution at each bridge segment. The stiffness prediction is based on the 
measured deflection from the mid span, and used proposed method to calculate the real stiffness 
distribution, so that the stiffness decay degree inside the bridge could be evaluated, the location of 
the damage area could be found, and the damage degree could be estimated. 
 

2. The relationship between deflection influence line and stiffness in bridge 
segment 
 
2.1 Finite element equation of single beam element 
 
Simple bridge beam does not have axle force (the traffic loading cannot cause axle force). For a 
beam without axial force, the four degree of freedoms are: the vertical displacement at both sides of 
the beam, v1 and v2; and the rotation angles at both sides, θ1 and θ2 (Fig. 1). 
 

 
Figure 1.beam element without of axial force 

 
According to finite element theory[9],the solution equation for a rigid beam element is: 

e e eK q P× =                                (1) 
where: eK is the stiffness matrix without axial force [10], eK is the parameters in the matrix as shown 
in Eq.(2), E is the elastic modulus of the beam, I is the bending moment of inertia, and l is the 
length of the beam. 
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eq is the displacement matrix of the rigid beam at each nods, [ ]1 1 2 2

Teq v vq q=  
eP is the stress matrix, [ ]1 1 2 2

TeP P M P M=  

 
2.2 Establish the relationship between deflection influence line and stiffness in bridge segment 
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Take simple beam as an example; divide the bridge into N segments in longitudinal direction. The 
deflection influence line could be achieved by superposition of the deflection resulted from each 
unit load that applied at the mid span of each bridge segment. From structure mechanics point of 
view, according to the reciprocal displacement theorem that in a rigidity beam, a force applied to 
point i, which caused the displacement at point j is equal to the same force that applied to j that 
caused the displacement that happened at i. Similarly, the unit force that applied in the mid–span 
of the N segment, where the resulted deflection is equal to the unit force that applied in the mid 
span where the resulted deflection happened at the N segment. Therefore, when the deflection 
influence line is known at mid span, the real stiffness is easily achieved. Because there are no 
element nods at the mid span, each bridge segment is subdivided into two sections, thus the overall 
segments become to 2N, and the computational model is shown in Fig. 2. 
For the bridges under service, it is convenient to use moving vehicles passing through the bridge to 
collect the mid span deflection to predict the stiffness distribution (model 1),the conversion 
relationship between the moving vehicles and the single unit weight is shown in section 2. For the 
beams in laboratory and precast beams in field, the stiffness could be calculated based on the mid 
span loading condition (model 2). 
 

 
Figure 2.Computational Models 

 
The relationship between load, deflection, and stiffness in model 3 are presented below: 
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where: EIi is the stiffness of each bridge segment(i=1～2N), vi is the vertical deflection at each 
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element nod(i=1～2N+1), θi is the rotation angle at each element nod(i=1～2N+1), Pi is the vertical 
load at each element nod(i=1～2N+1), Mi is the bending moment at each element nod(i=1～2N+1), 
li is the length of each element(i=1～2N), in summary, there are 12N+4 parameters. 
In Eq. (3) there are some boundary conditions: 
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where: L is the span of bridge( 1,2,3...2i N= ), jP is the vertical load at each element nod when 

1j N¹ +  and j iÎ . 
 
2.3 Solution of the deflection stiffness equation 
 
Maple is the most popular tool in Math and Engineering practice worldwide. Maple is also a good 
tool for symbolic operations, and very helpful in studying the mathematics models. In this research, 
therefore, Maple was adopted to solve the Eq. (3) and Eq. (4), and all the parameters (12N+4) in the 
equations. It is found that Maple could offer an analytic solution for those equations. The stiffness 
EIi (i=1～2N)in each bridge section could be represented as follows: 
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where: Bi is the i row in matrix B ( 1,3,5...2 1)i N= - ,the matrix B could be obtained by Eq. (6). 
1-= ×B A f                                   (6) 

In Eq. (6), f is the deflection at the mid span of each bridge segment, which is similar to the 
displacement matrix ( 2, 4,6...2 )iv i N= , however, matrix A  is very complex, and the element in 

matrix ,i jA  could be categorized into two groups according to their parity: 
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(2)When N is odd: 
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Based on Eq. (5) to Eq. (8), the stiffness EIi (i=1～2N) of each bridge segment could be obtained 
from the known deflection values, hence the real stiffness of the whole bridge could be determined. 
 
3. The Deflection Influence Line in Mid–Span 
 
From section 1, it is known that when the mid span deflection influence line is given, the real 
stiffness distribution could be determined. However, it is hard to use a unit concentrated force to 
pass through the bridge, usually, the mobility of the load is similulated as a two axle or three axle 
vehicle passing over the bridge (speed at 5km/h), and measure the deflection at the mid span. The 
vehicle size and models are shown in Fig. 3. The conversion relationship of the resulted deflection 
curve in the mid span between common two axles or three axles vehicle and the unit load are 
achieved and showed in Eq. (9) to Eq. (12). 
 

       
(a)Double axles vehicle                                (b)triple axles vehicle 

Figure 3.Vehicle Models and Sizes 
 
(1)Double axle vehicle 
For the vehicle model in 3 (a), the single concentrated load F and vehicle length L after conversion 
are shown from Eq. (9) to Eq. (10). 

1 2F F F= +                                 (9) 

2 1

1 2

F L
L

F F
=

+
                               (10) 

(2)Triple axle vehicle 
For the vehicle model in 3 (b), the single concentrated load F and vehicle length L after conversion 
are shown from Eq. (11) to Eq. (12). 
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1 2 3F F F F= + +                              (11) 

2 1 3 1 2

1 2 3

( )F L F L L
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F F F
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                          (12) 

When the multiple axles loads have been converted to single concentrated unit load, use the linear 
relationship between concentrated load and unit load, the deflection at mid span caused by the 
vehicles could be converted into deflection influence line, so that to calculate the real stiffness 
distribution in the whole beam. 
 
4. Case Study and the Development of the Compatible Software 
 
When the deflection values D1 to D4 are known in model 1 or model 2 in Fig. 2, the real stiffness of 
a bridge in four segments at length of L could be obtained as presented below: 
Based on Eq. (7) when N=4: 
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From Eq. (5), the stiffness are shown below, for example, when i=1: 
3 3

1 2 4
1 1 2 3 4

= =
96 4 1180.1 489.1 75.7 20.4

L L
EI EI

B D D D D
=

´ × - + -
           (15) 

The Eq. (15) is the stiffness prediction equation that at the number of 4 bridge segments, the results 
were matched well with the published results in literature[10]. 
When N is large, the matrix A and 1-A are complex and hard to manipulate. In order to make it 
simple to carry out the stiffness prediction, windows based software was developed in accordance 
with the proposed equations and simple beam model. When the number of bridge segments, the 
length of the simple beam, and the influence line have been given, the real stiffness distribution 
could then be easily calculated, as shown in Fig. 4. 
 

 
(a) Pretreatment 
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(b) post processing 

Figure 4.the user interface 
 
An old simple beam bridge, 20m in length, was adopted in the case study. The bridge was divided 
into 100 segments; the mid span deflection is tested by moving a two axle vehicle passing through 
the bridge at a low speed. The deflection influence line was calculated and shown in Fig. 5, and the 
stiffness distribution is shown in Fig. 6. 
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Figure 5.deflection influence line at the mid span 
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Figure 6.stiffness distribution curve 
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The calculation results showed that the proposed prediction methods worked pretty well, the bridge 
stiffness distribution could be calculated from the mid span deflection influence line. From the 
stiffness distribution curve the following features could be observed, the minimum stiffness is 4.09, 
maximum is 4.71, and the difference is 14%; significant stiffness decay happens at L/4, however,  
the stiffness decay was slightly at 3L/4. According to the stiffness distribution curve, the real 
working condition of the bridge could be evaluated, and thus helps the damage detection and bridge 
reinforcement work. 
 
5. Conclusion 
 
(1)This research is focused on the real stiffness distribution of simple beam structure in bridge 
engineering. The real stiffness distribution prediction equations were achieved based on the 
relationship between stiffness and deflection. The analysis results showed that there were analytical 
solutions for the stiffness distribution prediction equations, and it could be achieved from by 
measuring the deflection influence line in the mid span of each bridge segment. 
(2)In order to simplify the measurement of the deflection in the field, the conversion method 
between two axles (three axles vehicles) and single unit concentrated loading condition was 
developed, so that to improve the measurement of the real deflection data in filed and help the 
prediction of the actual stiffness distribution. 
(3)When calculating large numbers of bridge segments, for example, N is very large, the direct 
calculation work would be very heavy, therefore, a compatible software was developed to simplify 
the calculation work. A case study was carried out to check the workability of the software. The 
calculation results showed that the stiffness in each segments were slightly different. The developed 
software was found to actually predict the stiffness change of each segment in a bridge, estimate the 
decay area and decay degree, and help to improve the bridge and reinforcement work. 
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Abstract This paper firstly combines acoustic emission (AE) technique with monitoring of traffic loads 

and dynamic strain in healthy monitoring of concrete bridge structures. AE sensors and strain gauges were 

located on the web zone, deck plate and bottom plate of the box girder of Yaoxian Bridge, 

weigh-in-motion system (WIM system) was located in the pavement. Three monitoring systems clock was 

set synchronizedly, so they could monitor AE information, vehicles information and dynamic strain at the 

same time. Through the amplitude distribution and b-value analysis of AE signals, it finds the monitored 

bridge is in good service condition. The fatigue life of steel bars as well as strands in the box girders was 

calculated based on recorded data. Then, based on fatigue failure mechanism of concrete bridges, fatigue 

life evaluation approaches using S-N curves and fracture mechanics are presented. The evaluation results 

show that the fatigue life of the bridge is over 200 years, longer than the design service life. Finally, based 

on current study, it concludes that acoustic emission is an effective technique to evaluate existing concrete 

bridges. 
 
Keywords existing concrete bridges, fatigue damage, fatigue load, acoustic emission, fatigue life 
 

1. Introduction 
 
Concrete bridges are widely used in China, accounting for 90 percent of all highway bridges. 
With the rapid development of highway transportation, traffic volume, vehicle weight and speed 
are constantly increasing, and overload phenomenon is difficult to eliminate, so fatigue damage 
caused by above problems cannot be neglected [1]. Current safety evaluation in China is mainly 
based on Code for Maintenance of Highway Bridges and Culverts and Specification for 
Inspection and Evaluation of Load-bearing Capacity of Highway Bridges. In order to evaluate 
the fatigue safety and remaining fatigue life of existing concrete bridges, emphasis should be laid 
on fatigue load monitoring, fatigue damage and fatigue life evaluation.  
 
After World War II, some developed countries were beginning to research on fatigue fracture of 
concrete bridges, and corresponding design codes are gradually formed [2~5]. British scholar 
Tilly studied the reduction coefficient of fatigue strength of steel bars under different levels of 
corrosion [6], the result was used to evaluate durability and remaining life of concrete bridges; 
Schlafli and Bruhwiler of Swiss Federal Institute of Technology Lausanne have studied the basic 
method for fatigue evaluation of existing concrete bridges, and conducted fatigue safety 
evaluation of existing concrete bridges in Swiss [7].  
 
With the development of non-destructive technique (NDT), real-time monitoring of the fatigue 
damage of existing bridges becomes possible [8]. Acoustic emission (AE) is a typical 
non-destructive technique, which can realize the effective monitoring of fatigue crack 
propagation in steel bridges. Nowadays some researches are trying to apply AE technique to 
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concrete bridges. 
 
This paper combines weigh-in-motion (WIM) technique, dynamic strain monitoring technique 
with AE technique to evaluate a typical concrete bridge with box girders. Through fatigue life 
evaluation based on S-N curve and fracture mechanics, in combination with AE signals analysis, 
fatigue safety of the concrete bridge is comprehensively evaluated. 

 
2. Fatigue Safety Monitoring Technique and Evaluation Methods 
 
2.1 Weigh-in-motion Technique 
 
HI-TRAC 100 is an advanced weighing system which includes two piezoelectric sensors, one 
induction coil sensor and a data acquisition unit (shown in Figure 1). When vehicles pass the 
bridge, the induction coil set in pavement picks up different responses, and the piezoelectric 
sensors send the information to the acquisition unit. Then the controlling unit can calculator the 
specific information of the passed vehicle and record the information. The system can record 
comprehensive information about the vehicles moving through, such as weight, speed, direction, 
axle number and so on. 

         
Figure 1. TDC WIM system 

 
2.2 Acoustic Emission Technique 
 
AE signal is a transient elastic stress wave generated by sudden changes in materials like 
deformation, cracking and transformation [8~9]. Figure 2 shows the model of AE signal 
production and spreading, when structure or material is in the condition of tension, compression 
or impact, the internal crack tip of structure will lead to a transient release of stress that can 
produce stress waves. When the crack propagates, the stress waves spread in all directions. Then 
these stress waves could be picked up by AE sensors attached on the surface of structure. 
 

 
        

Figure 2. Model of AE production and spreading          Figure 3. Example of calculation of b-value 
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Researchers began to apply AE technique to bridges monitoring in 1970s. Colombo developed 
b-value analysis method in 2003, and successfully evaluated the damage degree of reinforced 
concrete beam [9]. The analysis result shows that changing trend of maximum b-value reflects 
microcracks propagation; while minimum b-value reflects macrocracks development, which 
shows a good correlation with cracking process of reinforced concrete beam. Figure 3 shows 
b-value calculation method, while N stands for counts of different amplitude. Least-square fitting 
method is adopted to draw the line, the slope of the fitted line is -0.152, b-value is 3.04 according 
to the relationship between them.   
  
2.3 Fatigue life evaluation method based on S-N curve and Miner law 
 
According to Miner linear fatigue accumulative damage, fatigue damage can be calculated by 
Equation (1):  

i

i i i

i

n
D D

N
  

                            
 (1)

 

In each stress range level Δσi，the fatigue damage Di was linearly proportional to ni, where ni is 
the number of cycles at σi, Ni stands for cycles  under stress range level Δσi and D is the total 
damage when fatigue failure occurs. Fatigue life Y can be calculated by Equation (2): 

cr

T

D
Y T

D
 

                               
 (2)

 

While Dcr stands for critical fatigue damage, T stands for monitoring time and DT is fatigue 
damage during time T. Previous experiments show that, under random loading, Dcr is around 1, 
so the value of Dcr is taken as 1. 
 
2.4 Fatigue life evaluation method based on fracture mechanics 
 
In order to simulate the process of crack initiation, crack propagation to destruction in steel bars, 
assume the initial crack is semi-circle and the depth is a0, so the crack propagation can be 
calculated by Paris formula (Equation 3). 

md

d

a
C K

N
 

                           
   (3)

 

While C and m are material constants; πK Y a     , Δσ is stress range and Y is a modified 
coefficient. 
 
According to K criterion in linear elastic fracture mechanics, if KI ≥ KIC, the steel bar tends to 
brittle fracture, the critical crack depth is acr; if the steel bar tends to yield dstruction along with 
the crack propagation, the critical crack depth is ay. Thus the critical crack depth of fatigue 
failure of steel bar is afr=min (acr, ay). Fatigue life can be calculated by Equation (4):                    

0 0 0
2 2

1 1fr fr fra a a

m m m m ma a a
N dN da da

C K C Y a 
  

                (4)

 

 
3. Fatigue stress and traffic load monitoring 
 
Accumulating fatigue damage caused by passing vehicles is needed for fatigue safety evaluation 
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of existing concrete bridges, but there is no fatigue vehicle spectrum in China, so it is important 
to acquire actual traffic load or fatigue stress.  
 
Yaoxian Bridge (shown in Figure 4) is a key bridge of provincial road 305, from Tongchuan to 
Jiaopin in Shaanxi, China. It is an 8-span prestressed box girder bridge with span length of 30m. 
Since the bridge is near a coal mine, many coal-trucks pass the bridge everyday, so the bridge is 
under great fatigue stress. In this paper, the writer has conducted dynamic strain monitoring for 
21 days. Figure 5 shows a typical dynamic strain curve. 
 

       

Figure 4. Yaoxian Bridge                      Figure 5. Example of dynamic strain curve 
 

Through the analysis of recorded vehicles information, vehicle make-ups of every day are similar. 
Figure 6 is the vehicle load information of 4th September, 2011: passage time of full trucks is 
mainly from 9:00 to 13:00 and from 14:00 to 19:00; among all vehicles, weights of 1,12 and 33 
tons are most, and there are more vehicles passing bridge in daylight than night. Full trucks of 
Tongchuan direction are mainly 30 tons to 40 tons, the maximum recorded weight is 55 tons; 
vehicle loads of Jiaoping direction are mainly around 1 tons and 12 tons. 
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(a) Tongchuan direction (lane 1)                         (b) Jiaoping direction (lane 2) 
Figure 6. Vehicle load information during a day 

 

Figure 7 shows the vehicle load distribution of Yaoxian Bridge. Total monitoring time is 35 days, 
the total number of passing vehicles is 57802, and the average traffic volume is 1650 during a 
day. Cars accounts for 46.7 percent, trucks with 2 axles accounts for 19.8 percent, trucks with 3 
axles accounts for 25.2 percent, other kinds are 8.3 percent. Maximum vehicle load is lighter 
than design loads, and no overloaded vehicle is recorded. Total weight and axle weight of all 
vehicles are lighter than fatigue vehicles in Europe Code, and there are less than 500 trucks in 
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every lane during a day, so during design service life fatigue damage caused by recorded vehicle 
loads is little. 
 

4. AE monitoring and signals analysis  
 
4.1 Site monitoring information 
The AE monitoring was started in 23rd August, 
2011, ended in 7th September, 2011, and the 
NO.2 and NO.3 box girder of the first span was 
chosen to be the monitoring region. In order to 
identify the different signal characteristics of 
different locations, sensor locations are on the 
every part of the box girder, as shown in the 
Figure 8: NO.7 and NO.11 sensors are on the 
deck plates; NO.2, 5, 9 and NO.13 sensors are 
on the bottom plates; other 10 sensors are on 
the webs.  
 

        
Figure 8. AE sensor locations (mm) 

 

The acoustic emission equipment used in the bridge monitoring was made by Physical Acoustic 
Corporation, including an independent AE system: Micro-II, R3I and R15a sensors. R15a with 
150 kHz-resonant-frequency was located at positions of NO.12, 13, 14, R3I with 30 
kHz-resonant-frequency sensors are for the other monitoring positions. Based on the level of 
noise in the monitoring site, the threshold level was set at 50 dB.  

 
4.2 Characteristics analysis of AE data 
 
NO.2, 4, 7 sensors have recorded the most hits in 3 different locations respectively, so signals 
acquired by this 3 sensors were analyzed to evaluate the box girders. Figure 9 shows the analysis 
results of data acquired by NO.2 sensor on bottom plate: (a) is the amplitude distribution of 16 
day's data, there are more than 70000 signals at 54dB, amplitudes of almost all signals are lower 
than 70dB; (b) is the b-value changing trend, the minimum b-value is 1.94, and the maximum is 
3.90. 

 
Figure 7. Vehicle load distribution  
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Figure 9. Data analysis of NO.2 sensor (23rd August, 2011 to 7th September, 2011) 

 
Figure 10 shows the analysis results of data acquired by NO.4 sensor on web: (a) is the 
amplitude distribution of 16 day's data, there are more than 6000 signals at 57dB, amplitudes of 
all signals are lower than 75dB; (b) is the b-value changing trend, the minimum b-value is 1.83, 
and others are higher than 2.00. 
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Figure 10. Data analysis of NO.4 sensor (23rd August, 2011 to 7th September, 2011) 
 

Figure 11 shows the analysis results of data acquired by NO.7 sensor on deck plate, which 
acquired the most signals in all sensors: (a) is the amplitude distribution of 16 day's data, there 
are more than 14000 signals at 57dB, amplitudes of all signals are lower than 75dB; (b) is the 
b-value changing trend, the minimum b-value is 1.72 occurred in the 13rd day (4th September, 
2011). 
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Figure 11. Data analysis of NO.7 sensor (23rd August, 2011 to 7th September, 2011) 
 

From the amplitude distribution of 3 typical positions, it is easy to find sensor on deck plate 
acquired the most signals, and sensor on bottom plate acquired the least. Amplitudes of almost 
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all signals are lower than 70dB, and there are most signals at 57dB, so the noise level in site is 
around 57dB. 
 
According to research by Colombo, changing trend of maximum b-value reflects the propagation 
of microcracks, and changing trend of minimum b-value reflects the propagation of macrocracks; 
when b-value is higher than 1.7, the structure is in period of microcracks propagation[9]. Figure 
9 to Figure 11 shows the b-value changing trend of 3 locations, all b-values are higher than 1.7, 
and no macrocrack has been detected, and so Yaoxian Bridge is in the period of microcracks, it is 
in good working conditions. 

 

5. Fatigue life evaluation 
 
5.1 Fatigue life evaluation based on S-N curve 
 
From all S-N curves of different fatigue details in research documents and specifications in 
different countries, S-N curve in European Institute of steel construction (ECCS) is adopted to 
evaluate the fatigue life of steel bars and strands in concrete bridges. 
 
In this specification, fatigue strength of 2 million cycles is 80.0MPa, fatigue strength of constant 
stress range is 59.0MPa, and threshold of fatigue strength is 32.4MPa. The slope of curves 
changes from -3 to -5 when cycles are more than 5 million. Since most full trucks are on lane 1, 
4 typical stain monitoring positions (shown in Figure 12) below lane 1 are chosen to evaluate the 
fatigue life of steel bars and strands in box girders of Yaoxian Bridge. The evaluation result is 
shown in Table 1: fatigue life of steel bars in deck plate (measure point BST2) is 3756 years; 
fatigue life of strands in bottom plate is longer than 1000 years. Therefore, it can be concluded 
that under the present fatigue load level, fatigue failure of Yaoxian Bridge will not occur during 
design service life. 

   
 
5.2 Fatigue life evaluation based on fracture mechanics 
 
According to appearance detection, no crack was found on Yaoxian Bridge, so initial crack was 
assumed to evaluate the fatigue life. Fracture toughness of steel bar used in concrete bridge 

is 50MPa mICK   . Fracture constants are 132 10D    and 4m  according to previous 

researches, threshold of crack propagation of steel bar is 2.0MPa mthK   . Fatigue life 

evaluation result based on fracture mechanics is shown in Table 2, under the present fatigue load 
level, fatigue failure of Yaoxian Bridge will not occur during design service life. 

Table 1. Fatigue life based on S-N curve 

Measure 
point 

D Y 
(10-6) (year)

BSB1 12.16 1239 

BST2 4.01 3756 
ASB3 0.45 infinite
ASB4 40.31 1427 

 

Figure 12. Strain measure points of Yaoxian Bridge. 
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The above fatigue life evaluations are based on the present vehicle loads, with the development 
of transportation and other disadvantage influences, the fatigue life of concrete bridge will be far 
shorter.

Table 2. Fatigue life based on fracture mechanics  

Measure point
 Initial crack 

width a0 
(mm) 

Maximum 
stress σmax 

(MPa) 

Critical crack 
length afr 
Error! 

Reference 
source not 

found.(mm) 

Remaining 
life Y  
(year) 

BSB1 0.1 185 7.57 245 
BST2 0.1 67 10.12 1198 
ASB3 0.5 47 10.49 5124 
ASB4 0.1 97 9.54 578 

 

6. Conclusions 
 
This paper combines WIM, fatigue stress monitoring, AE with fatigue life evaluation techniques 
to give a comprehensively fatigue safety monitoring and fatigue life evaluation of a concrete 
bridge, the followings can be concluded: 
(1) Using WIM and dynamic strain monitoring techniques, traffic loads monitoring for 35 days 
and fatigue stress monitoring for 21 days were conducted, influence of present traffic loads to 
concrete bridges fatigue life was studied. 
(2) Fatigue safety and fatigue life evaluation model based on S-N curve and fracture mechanics 
is given. 
(3) Through analysis of AE signals, it is found that noise level in site is around 57 dB; signals of 
deck is far more than of web and bottom plate of box girders, it indicates that the deck may have 
more fatigue damage of concrete bridges. From b-value analysis, Yaoxian Bridge is in period of 
microcracks propagation, no macrocracks was found.  
(4) Fatigue life of Yaoxian Bridge based on S-N curve is 1239 years, fatigue life based on 
fracture mechanics is about 245 years, fatigue failure will not occur during design service life.  
(5) Combination of different monitoring techniques can give comprehensive evaluation of 
concrete bridges. 
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Abstract  Railway steel bridge belongs to large scale weld structures suffered with cyclic dynamic stress 
generated by train. In recent years, the section of bridge member becomes bigger, plate becomes 
thicker, connection form becomes more complicated, and steel bridge is applied to more districts 
even lower temperature environment. Fatigue and fracture problems become more serious. On 
the basis of Crack Tip Open Displacement (CTOD) test data of 372 specimens tested in different 
temperature, this paper discusses research work about fracture proof design that involved how to 
determine the criterion of Charpy V Notch (CVN) impact toughness by building the relationship 
between CTOD and CVN, how to prevent brittle fracture by stress control in railway steel bridge 
design based on COD design curve from test data, and how to do the fatigue design for railway 
steel bridge at -50 ℃ of design temperature in an easy way, The method of fatigue design at -50 
℃ environment has been used for railway steel bridge structure of Qinghai-Tinet Railway in 
China. 

 
Keywords  Railway steel bridge, Fracture proof design, Fatigue at low temperature, CTOD test, Toughness 

criterion 

1. Introduction 
Fatigue fracture is one of the most important contents in design of railway steel bridge that belongs 
to large scale weld structure suffered with heavy cyclic dynamic stress generated by train. In recent 
years, the section of bridge member becomes bigger, plate becomes thicker, connection form 
becomes more complicated, and steel bridge is applied to wider districts even in lower temperature 
environment, so as to meet the needs of construction development in China. Fatigue and fracture 
problems become more serious. Traditional design concept and method is just focused on building 
steel bridge in the south part of China with warm weather, without enough experience for using 
steel bridge in cold weather, so it is necessary to supplement special regulation or renew some 
research method. It were given by an engineering test research[1] that, fatigue strength is higher 
when specimen is at lower temperature than it is at room temperature in comparison tests. The 
conclusion were doubted[2] and is not reasonable either. With the cognition developed the idea that, 
elastic-plastic fracture toughness has to be applied to fracture proof design in railway steel bridge, 
formed and expected to obtain reasonable interpretation and solve the fatigue problems as well 
when the steel bridge serving in lower temperature. A series of Crack Tip Open Displacement (CTOD) 
tests were carried out in different temperature to the common bridge steel with the thickness of 12, 
16, 24, 32, 44, 50 mm both for base metal and butt weld seam. The total numbers of specimen was 
372, and the effective test data was 364. CTOD test was done by straight three point bending 
specimen. The regression data point for weld seam and the relationship between CTOD and 



temperature after regression[3] are shown in Fig. 1 and Fig. 2.  
 

Charpy V Notch (CVN) impact toughness is an 
important index proving toughness quality of 
steel material and weld joint. It is applied to 
engineering widely because of its simple and 
inexpensive test procedure compared with 
CTOD. In order to get the relationship 
between the two toughness indexes, 702 
specimens of CVN impact test were also 
carried out in different temperature 
accordingly[4]. The regressed curve is shown 
in Fig. 3.  
 

Figure 1. Statistics result of weld seam test data 

 
Figure 2. CTOD versus temperature of base metal and weld seam 

 
Figure 3. CVN versus temperature of base metal and weld 



Three aspects of research are carried out around fatigue and fracture problem based on the test data 
of CTOD and CVN above: (1) to create the relationship between CTOD and CVN by absorption 
energy at the moment of specimen damaged in test, to find the basic CVN impact toughness of weld 
joint proof brittle fracture, and then to determine the toughness criterion that should be easy and 
practical. (2)find special stress calculation formula for railway steel bridge to check and control 
maximum stress level preventing from brittle fracture when the material and section of bridge 
member had be the fact. And (3) to determine the complementary requirement and provide method 
for fatigue design temperature at -50  ℃ to apply to Tsinghai-Tibet Railway line. The research result 
will be the reference of revising code later. 
 
2. Weld toughness criterion 
 
So far the major way to control toughness of steel material in engineering is to check the impact 
energy by CVN impact test. In bridge design, the first thing is to choose material and confirm the 
toughness criterion. Usually the lowest impact toughness criterion is determined by comparing with 
the similar bridge and accumulated experience. Which produce a lot of discussion and dispute. The 
better way to make sure the criterion is by means of CTOD test data, since it can be leant clearly 
that which situation would generate brittle fracture and which ductility damage. By this way it can 
guide to determine the toughness criterion. However, CTOD test is complicated comparatively and 
is unapt to inspect as normal way in engineering. Therefore, the absorption energy is taken as the 
instrumentality to establish the relationship between CTOD and CVN. The test record of vertical 
replacement at load point and loading value are utilized to get the basic absorption energy in CTOD 
test, and then it can be used to guide to work out basic CVN impact toughness criterion. The idea 
comes from the CTOD test data within temperature from room temperature to -70 . It shows that ℃

the basic absorption energy provided by specimen is independent of test temperature when it gets to 
certain CTOD value. It also can leads to, on one side, the impact toughness for real bridge under the 
temperature from room to -70  should ℃ satisfy with basic absorption energy obtained from certain 
critical state in CTOD test. On the other side, the relationship also should be analyzed between 
loading velocity and character temperature for CTOD test, CVN impact test and service train 
passing bridge, by which the test temperature is confirmed for doing impact test. Consequently the 
reasonable impact toughness criterion with large amount of test basis can be prescribed. 
 
Following regulation should be complied in analysis:： 
 
(1)  It is required for material to have the absorption energy ability that can suffer the destroy state 

with transition ability from brittle to ductility. In other words, when the structure gets to 
fracture, the maximum stress in member section would exceed yield strength, and the structure 
should have a certain deformation. 

(2)  Towards to safety direction, increasing 2 standard deviation to average value during statistics 
analysis. 

 
2.1. Method to confirm basic toughness index 
 
The step to determine the toughness criterion is followed by below items: 



(1)  Calculate integral to obtain the absorption energy by the test record of vertical replacement at 
load point and loading value; 

(2)  Analysis the loading model difference of CTOD test and CVN impact test, formulate the 
relation of energy between the absorption energy in CTOD test and impact energy in CVN 
test[5]. It is shown in formula (1). 

e

CTOD
kv C

AA ＝                                 (1) 

 
where CTODA  and kvA = absorption energy in CTOD test and in CVN test, J; 

eC = transition coefficient, BCe 32.0= , B is the thickness of CTOD specimen. 
(3)  Sort the test data from CTOD test that were damaged at the transition situation from brittle and 

ductility, pick-up their absorption energy in list, and calculate the basic energy value that is 
corresponding to the specimen condition and is impossible to generate brittle fracture.  

(4)  Determine test temperature. It is shown from CTOD test that the basic absorption energy 
provided with a specimen when the crack tip in it open a certain displacement is independent 
of temperature when the thickness of specimen is certain. Meanwhile, in practical bridge the 
narrowest open displacement should be controlled mainly. Therefore it is no need to consider 
what temperature the CTOD test is done corresponding to absorption energy in step (3) above, 
just consider the difference of loading velocity in CTOD test and CVN impact test. It mainly 
affects the exact place at where the toughness-temperature character curve located on the 
temperature coordinate.  

The analysis about temperature coordinate is shown below: 
(1)  As per the relation of character temperature point between fracture toughness stress intention 

factor KIC that is tested by static or equivalently static loading and the loading velocity caused 
by service train, the character temperature of service train is equivalent to increase ΔT1  by ℃

static KIC test [6]. It can be shown by the following equation:  

17.0
1 )08.083( εσ sT −=Δ                          (2) 

 
Where: ε = loading strain velocity, s-1. 

(2)  As per the relation of character temperature point between the loading velocity caused by 
service train and impact toughness test, the character temperature of service train is equivalent 
to decrease ΔT2  from impact toughness test℃ [7]. It can be shown by the following equation: 

ΔT2＝70℉＝39℃                          (3) 
 
(3)  The test character temperature replacement in impact test between loading slowly to and 

normal loading speed in engineering can be represented by ΔT3 [8]: 
sT σ121.01203 −=Δ （℃）                      (4) 

 
(4)  As per the relation of character temperature point between fracture toughness CTOD that is 

tested by static or equivalently static loading and impact toughness test, the character 
temperature of CTOD test is equivalent to decreaseΔT4  from impact toughness test ℃

according to the test in comparison above: 
ΔT4=15~35（℃）                             (5) 

 



Taking bridge steel Q370qE as an example, the character temperature relationship above is summed 
up and drawn as Fig. 4. 

 
Figure 4. Comparative character temperature relation 

 
Compared with the five situations in Fig. 4, the character temperature of CTOD test is higher than 
that under loading velocity caused by service train, even though it is static loading. It is understood 
that the loading way in CTOD test is three points bending, and the notch is sharp fatigue crack, 
which is very severe situation. As a result, the character temperature of service train is replaced by 
CTOD test temperature on the safe side, including the effect of temperature at bridge location and 
loading velocity. And then, the temperature replacement value from bridge site temperature to 
impact test is confirmed based on the character temperature relationship between CTOD and CVN 
test. 
 
2.2. Analysis result and application 
 
Followed by the steps above, the basic indexes of impact toughness proof brittle fracture are 
obtained in Table 1. 

Table 1. Basic indexes of impact toughness 
Environment temperature at bridge location /℃ material Thickness/mm

-50 -40 -30 -20 
≤30 45J,-30℃ 45J,-20℃ 45J,-10℃ 45J,0℃ Base 

metal 30-50 70J,-30℃ 70J,-20℃ 70J,-10℃ 70J,0℃ Q370qE 
Weld  46J,-35℃ 46J,-25℃ 46J,-15℃ 46J,-5℃ 
Base 
metal 43J,-30℃ 43J,-20℃ 43J,-10℃ 43J,0℃ Q345qD 
Weld 

≤32 
34J,-35℃ 34J,-25℃ 34J,-15℃ 34J,-5℃ 

 
The stipulation of steel material about the lowest impact toughness in national standard is classified 
by test temperature into 0 , ℃ -20  an℃ d -40 . The steel material used in railway steel bridge is the ℃

steel with -20  and ℃ -40  of requirement. Utilizing the curve equation of railway bridge steel ℃

regressed by CVN test (see Fig. 3), the equivalent index of the basic impact toughness in Table 1 
are compared with the stipulation in national standard, and the commended toughness criterion for 
railway steel bridge is shown as Table 2-3. 
 

Table 2. Commended lowest impact toughness criterion 
Environment region and temperature at bridge 

location /℃ material Thickness/mm
region E* region D* 



≤30 41J,-40℃ 41J,-20℃ Base 
metal

 30-50 70J,-40℃ 70J,-20℃ Q370qE 

Weld  41J,-40℃ 41J,-20℃ 
Base 
metal ≤32 34J,-20℃ 34J,-20℃ Q345qD 
Weld  30J,-20℃ 30J,-20℃ 

*See Table 3. 
 

Table 3. Region distribution for constructing bridge in China 
Region 
mark Name of territory  Extreme temperature in 

history/℃ 
Heilongjiang, Sinkiang, Inner Mongolia, 
Tibet, Jilin, Shanxi, Tsinghai -40℃以下 

E 
Liaoning, Gansu, Szechwan, Hebei, 
Shannxi, Ningxia -30℃--40℃ 

Beijing, Tientsin, Shandong, Henan -20℃--30℃ D 
Other  -20℃以上 

 
3. Control stress prevent from brittle fracture 
 
It is found by observing CTOD test process that, controlling action force on structure less than the 
force that would arouse brittle fracture can also prevent structure from brittle fracture. The purpose 
to research this subject is for exist bridges since their toughness situation had already been the fact. 
The controlling stress formula for railway steel bridge to prevent from brittle fracture can be 
deduced by means of the brittle fracture data in CTOD tests[3]. Formula (6) and (7) is for base 
metal, and (8) and (9) for weld seam: 
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Where: δ = base metal of Q370qE; wδ = weld seam. 
 
3.1. Analysis result 
 
To base metal of Q370qE, elastic module MPaE 5101.2 ×= , average yield strength MPas 385=σ , 
and put them into Formula (6) and (7), then: 
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To weld joint, elastic module MPaE 5101.2 ×= , average yield strength MPas 377=σ  (taking 
average value of base metal that is on safe side), and put them into Formula (8) and (9), then: 
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Calculating by the formula (10) and (11), the available maximum stress σ  without occurring 
brittle fracture to different thickness of bridge member can be obtained. 
 
3.2. Application 
 
Suppose α  is available stress coefficient, sσσα /= , the calculation results to steel bridge steel 
are shown in Table 4. 
 

Table 4. The maximum available stress coefficient α  
Thickness of steel plate/mm Material Tem.

℃ 12 16 20 24 30 32 38 40 44 50 
-50 1 1 1 1 1 1 1 1 1 1 Base 

metal of 
Q370qE 

-40 
to 0 1 1 1 1 1 1 1 1 1 1 

-50 1 1 1 0.95 0.79 0.75 - - - - Base 
metal of 
Q345qD 

-40 
to 0 1 1 1 1 1 1 - - - - 

-50 1 0.97 0.83 0.74 0.63 0.60 0.53 0.51 0.48 0.43
-40 1 1 1 0.93 0.80 0.77 0.68 0.66 0.62 0.56
-30 1 1 1 1 1 0.98 0.87 0.84 0.79 0.73
-20 1 1 1 1 1 1 1 1 0.97 0.89
-10 1 1 1 1 1 1 1 1 1 1 

weld 

0 1 1 1 1 1 1 1 1 1 1 
 
Usually, the ratio of design stress to yield strength is 0.58. Compared with the values in Table 4, it 
can be concluded that when the weld is used at the temperature of -40℃ to -50℃, some available 
stress is less than its design stress. It means that even though those members with the weld suffered 
the action stress that is below the allowable value in design code, brittle fracture may happen at 
some moment. In this way, reducing working stress calculated by the method above can stop some 
brittle fracture. 
 
4. Fatigue design method of steel bridge at low temperature 
 
Tsinghai-Tibet railway line is located at high altitude and cold region in China, where the extreme 
lowest temperature is -45 ℃, with undeveloped traffic and atrocious environment. The length of 



bridge within iced soil region exceeds 70 kilometers. In order to solve the problem of long time 
limit for constructing concrete bridge, the test investigation for steel-concrete composite bridge in 
Tsinghai-Tibet railway line were carried out. As per steel girder of composite bridge, the major 
effect under those bad conditions caused by the peculiar geography environment is the perennial 
cold weather. Low temperature would reduce toughness of steel and weld joint, make structure 
brittle, bring structure to a lower fatigue performance, and therefore reduce safety level of railway 
steel bridge suffered with very heavy live load. The current fatigue design parameter that is made 
and used to the structure at common temperature cannot meet the needs of Tsinghai-Tibet railway 
line. 
 
4.1 Research Method 
 
The test of fatigue crack propagation rate were carried out to 24mm thickness of Q370qD base steel 
and weld at -50℃ temperature. It indicated that, under -50℃ temperature the material coefficients 
of Paris equation in middle part of speed propagation region, mKCdNda )(/ Δ= , have smaller ‘C’ 
and larger ‘m’, and have higher fatigue crack threshold thKΔ , compared with room temperature. 
Furthermore, S-N curve at -50℃ is above the curve at room temperature, and its slope is even 
slightly from tests[1]. It leads the wrong direction that using common fatigue design method is good 
enough at low temperature.  
 
However, CTOD tests indicate that, low temperature at -50℃ would reduce the critical crack open 
displacement, and increase the trend to brittle fracture. The average critical CTOD value at room 
temperature is 0.72mm, while it is only 0.14mm at -50 .℃  
 
Crack length can be expressed by Formula (12) at room temperature and Formula (13) at -50  ℃

according to the test result[3]: 
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Take MPaE 5101.2 ×= , mm72.0=δ  at room temperature and mm14.0=δ at -50℃; 

MPas 490=σ  at room temperature[9] and MPas 512=σ  at -50℃[3]; MPa200=σ  from 
allowable design stress in the code, the critical crack length are calculated by formula (12) and (13), 
that is, mma 56=  at room temperature, and mma 17=  at -50 .℃  

From Paris equation mKC
dN
da )(Δ= , transform it into: 

∫ Δ
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where: aYK πσΔ=Δ , Y= crack type coefficient. It can be taken as a destiny to bridge structure at 
both room and low temperature, then:  
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4.2. Research Result 
 
In formula (15), suppose original crack length ma 001.00 = , critical crack length mac 056.0=  at 
room temperature， and mac 017.0=  at -50 . The coefficients of C and m are taken from the ℃

test data regressed with 97.7％ probability, Y is taken for the most unfavourable situation in 
engineering when %75/ =Wa , and the life N is taken as the same cycles at both room and low 
temperature. The ratio of fatigue stress range between -50  and room temperature is 0.88.℃  
This calculation result shows that, fatigue at low temperature should not be considered as a common 
fatigue problem. It is mainly because at low temperature, the critical fracture crack length shorten 
sharply. Consequently, the fatigue safety level drops, that can be noticed at the obvious intersection 
moving ahead between crack stable propagation region and sharp propagation region. The only way 
to solve the problem is to apply Fracture Mechanics theory and elastic-plastic CTOD test. 
As a result, the allowable fatigue design stress range for steel bridge in Tsinghai-Tibet railway line 
is prescribed to 80% of the current fatigue design index. At the same time, the further requirement 
below should be followed:  
(1)  During design of bridge for Tsinghai-Tibet railway line, thinner steel plate should be preferred, 

so long as its local stabilization can be content. 
(2)  All of the steel material is required to fine microstructure by raising temperature during steel 

making to increase stopping-fracture ability. 
(3)  It should be taken into consideration to choose other kind of structure or connection style 

rather than to choose thicker plate when fatigue checking cannot pass the regulation at low 
temperature. 

5. Conclusions 
Fracture mechanics theory combined with the usual way for fatigue and toughness in railway steel 
bridge can solve the special problem when the environment is in low temperature. Three aspects of 
research can be concluded as below: 
(1)  It is important to select bridge steel that is both safe and economic. A reliable criterion can be 

made based on CTOD test. The recommended method this paper is easy to choose which steel 
category available.  

(2)  It is usually confused for engineer to check working stress for some bridge member with lower 
stress than allowable stress, impact toughness being above the normative value in the code, but 
the brittle fracture still happened. Additional method to check and control the stress level 
prevent from brittle fracture is suggested. 

(3)  The critical fracture crack length would be shorten sharply at low temperature. Fatigue at low 
temperature should not be considered as a common fatigue problem. As an example, the 
allowable fatigue design stress range for steel bridge in Tsinghai-Tibet railway line is 
prescribed to 80% of the current fatigue design value. The method is easy to be used for 
designer. 
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Abstract  This paper is regard with material mechanics, fatigue and fracture properties of Lanzhou Yellow 
River Iron Bridge, which is an old metal bridges built about 100 years ago. An original steel angel cut off 
from Lanzhou Yellow River Iron Bridge was used to carry out series of tests including material properties, 
fracture toughness and fatigue strength of riveted joints. The results have shown that the strength of the old 
steel is relatively equal to A3 steel in the old code, and the ductile-brittle transition temperature is nearly 
-23°C，which means that the structure is unsafe in winter due to the cold climate conditions of Lanzhou city. 
The main regression parameters of the fatigue crack growth rate are C=7.88×10-12m/cycle and m=3. 
According to the test result, the fatigue strength of tensional plate specimens with new drilling hole is similar 
to the category 140 in the EUROCODE. Based on the tested result, the remaining fatigue life of Lanzhou 
Yellow River Iron Bridge was evaluated using S-N curve and fracture mechanics method. It can be 
concluded that two kinds of adverse loading situations should be restricted including people loading only on 
half of bridge, and truck load over 120kN. 
 
Keywords  national cultural relic steel bridges, fatigue strength, fracture toughness, fatigue crack growth 
rate, fatigue life 
 
1. Introduction 
 
Until now lots of riveted old steel bridges are still in service in many countries. In recent years, 
traffic load and speed on both existing railway and highway steel bridges have increased, which is 
much higher than those originally designed load. With the great increase of load number and 
magnitude, these riveted bridges may close to the end of their service life. However, the work for 
replacement of these old riveted bridges takes time. So capacity calculation, safety assessment and 
remaining fatigue life calculation are essential for these ageing bridges, which is helpful to decide 
whether to demolish or retrofit these bridges.  
 
To evaluate fatigue resistance of old steel and establish fatigue categories for riveted connections, 
this paper conduct series of fatigue behavior tests for old riveted steel bridge for Lanzhou Yellow 
River Iron Bridge, which is a simple supported truss bridge over Yellow River originally built in 
1909. During 100 year’s service time, several repair and rehabilitation were conducted for Lanzhou 
Yellow River Iron Bridge, and nowadays Lanzhou Yellow River Iron Bridge is the historical cite in 
Lanzhou City. Material properties were studied for steel used in Lanzhou Yellow River Iron Bridge, 
which is fabricated more than 100 years ago. From Lanzhou Yellow River Iron Bridge, standard 
compact specimens are cut and fabricated for fatigue crack growth rate test, and fatigue test were 
also conducted for specimens with newly drilled hole. Based on the tested result, the remaining 
fatigue life of Lanzhou Yellow River Iron Bridge was evaluated. 
 
2. Material Properties of Old Steel 
 
Material property is studied initially for steel of old riveted bridge. For Lanzhou Yellow River Iron 
Bridge, tensile specimens and toughness specimens were cut from a demolished chord to conducted 
material tensile test and Charpy V notch test. 
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2.1. Tensile test 
 
The tensile test was conducted according to metallic materials-Tensile testing at ambient 
temperature (GB228-2002) [1]. Three ratio samples with same dimensions were manufactured 
according to the requirements of Chinese GB2975-1998 [2]. The strains in longitudinal direction are 
measured by strain gages for calculating the material properties. After the test, the mechanical 
indexes were calculated, such as elastic modus (E), yield stress (σs), ultimate stress (σb) and 
elongation.  
 
The tensile test results are listed in Table 1. It can be concluded that the strength of the old steel is 
roughly equal to A3 steel in the old code, but the yield-strength ratio, σs/σb, is equal to 0.629, which 
is slightly higher than A3 steel(0.486~0.579). 
 

Table 1. Results of tensile test 
E(GPa) σs(MPa) σb(MPa) Elongation(%) Cross section reduction(%) 
194.3 275.7 438 29.1 63.77 

 
2.2. Toughness test  
 
According to Chinese test standard for metallic materials-Charpy notch impact test 
(GB/T229-1994) , Charpy V toughness tests were conducted at different temperatures ranging from 
-53°C to 10°C [3]. 25 Charpy V notch (CVN) standard specimens were cut from one third of steel 
angle leg and the notch of specimen was perpendicular to rolling direction. The dimension of CVN 
specimen is shown in Table 2.  
 

Table 2. Dimension of CVN specimens (mm) 
Thickness Width Length 

10 10 55 
 
Toughness test was conducted at eight different temperatures, including -53 ℃，-43 ℃, -32.5℃, -26 
℃, -23 ℃, -21 ℃, 0℃ and 10 ℃. After test, the impact toughness energy (Akv) was recorded and 
the crystallinity percentage of fracture surface was measured for each specimen, shown in Figure 1. 
Learn from Figure 1, Akv in upper region is 146J at 10 , ℃ Akv in lower region is 7J at -53 , and℃  Akv 
drops apparently from -15  to ℃ -28 . At ℃ -23 , the crystallinity percentage of fracture surface is ℃
approximately 50%. It can be concluded from the result of Charpy-V tests, the temperature of 
ductile-brittle of old steel used in Lanzhou Yellow River Iron Bridge is nearly -23 . And the ℃
transition is very sharp. When the temperature drops to -23 , steel in Lanzhou Yellow River Iron ℃
Bridge will exhibit clear brittleness instantly. Learn from test results, steel in old bridge usually 
exhibits both low strength and low toughness. Thus, safety of the structure should be take care 
especially when temperature is low, even if considering the contribution of riveted member 
redundancy. 
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Figure 1. Toughness test result for old steel  

 
3. Fatigue Crack Growth Rate Test of Old Steel 
 
Fatigue crack growth rate (da/dN) tests were conducted for base steel in Lanzhou Yellow River Iron 
Bridge to determine its fatigue crack growth rate in region II according to requirement of ASTM 
E647-08 and Chinese GB/T 6398-2000 [4, 5]. da/dN tests were conducted for compact specimen 
[C(T)] with 11mm thick under load ratio of R=0.1, 0.5 and 0.8. The prefabricated crack for all the 
specimen is oriented perpendicular to the rolling direction of the steel plate (L-T). The dimension 
and specimen are shown in Figure 2 and Table 3. 

 

1.
2W

B
1.25W

1.
2W

a n

 
Figure 2. Compact specimen 

 
Table 3. Specimens dimensions (mm) 
B 1.25W 1.2W an 
11 62.5 60 12.5 

 
After the test, the stress-intensity factor range ΔKi under each crack length is calculated, according 
to Eq.1. The parameters are obtained including material constant m and C, and correlation 
coefficient. The da/dN test result for old steel in Lanzhou Yellow River Iron Bridge is shown in 
Figure 3. Learn from da/dN test result, with the increase of load ratio R, fatigue crack growth rate is 
increasing. Some researchers have conducted fatigue resistance behavior study for old steel. For 
example, the fatigue test result of Barson shows C=6.89×10-12 m/cycle and m=3, while Sedlacek 
found C=1.26×10-11 m/cycle and m=3 for old steel. The fatigue crack growth rate of Lanzhou 
Yellow River Iron Bridge is between the tested rate of Barson and Sedlacek, which serves test data 
for remaining fatigue life assessment of old steel bridge. 
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Figure 3. The da/dN~ΔK curve. 

 
4. Fatigue Test for Drilled Specimen 
 
3 fatigue specimens were cut from a chord of Lanzhou Yellow River Iron Bridge, and holds were 
newly drilled in the specimen. The dimension of fatigue specimens are shown in Figure 4 and Table 
4. In order to observe the fatigue crack accurately, surface clean and polishing was conducted for 
each specimen. Strain gauge was located on the specimen before test. During testing procedure, the 
loading frequency is 15 Hz. 
 

 

Figure 4. Dimension of fatigue specimen 
 

Table 4. Dimension of fatigue specimen with drilled holes (mm) 
Specimen B W Φ L L1 L2 

1 11 50 18 330 127 76 
2 10.5 60 22 350 140 70 
3 10.5 60 22 350 140 70 

 
Fatigue test result is classified by fatigue details specified in AASHTO specification and Eurocode 
[6, 7]. Learning from Fig. 15 and 16, the fatigue detail of old steel with drilled hole is better than 
detail C in AASHTO specification and is higher than detail category 100 in Eurocode. The tested 
fatigue strength is greater than actual situation since two causes. Firstly, holes on specimens were 
newly drilled for fatigue test, avoiding fatigue crack initiate and corrosion during bridge service 
period over 100 years. Secondly, the surface of specimen was polished to observe and capture 
fatigue crack precisely, eliminating effect of surface defects.   
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5. Remaining Fatigue Life Evaluation 
 
Based on the analysis of riveted steel bridge fatigue failure mechanism, the assessment model on 
the basis of S-N curve and fracture mechanics was applied to evaluate the remaining life of 
Lanzhou Yellow River Iron Bridge.  
 
5.1. Evaluation methods 
 
5.1.1. S-N curve and linear damage accumulation rule 
 
Linear damage accumulation theory is based on fatigue damage D and assumes structural fatigue 
damage can be linearly accumulated if varying stresses spectrum was determined. The linear 
damage accumulation model described the sum of structure damage, D. The typical linear damage 
accumulation rule is Palmgren-Miner rule. It defined that D=1 indicated failure where D was the 
amount of damage degree in material. Sum of fatigue damage for all stress range levels is shown in 
Eq. 2. In Eq. 2, in which in each stress range level σi，the damage fraction Di was linearly 
proportional to ni, where ni was the number of cycles at σi and Di was the ratio of ni/Ni. Ni is the 
total number of cycles that would cause failure under that stress range level. Loading sequence is 
not considered in Miner rules, but it has great affection when calculating fatigue life. The critical 
damage (DCR) member is near 1 when failure occurs. 
 

 
1 1

n n
i

i
i i i

nD D
N= =

= =∑ ∑    (2) 

 
In this paper, detail category D in AASHTO is used during the evaluation, with reference to the 
riveted joint fatigue strength analysis of Lanzhou Yellow River Iron Bridge when it was built, and 
the fatigue tests results conducted nationally and internationally, as well as the fatigue test result of 
Lanzhou Yellow River Iron Bridge.     
 
5.1.2. Fracture mechanics assessment mode 
 
For riveted steel bridge, crack is usually propagating from edge of hole perpendicularly until 
member fracture. Two basic fracture mechanics modes are used in this paper. One is central crack 
tension (CCT) mode and another mode is double edge crack tension (DECT) mode.  
 
Initial crack is assumed as 2ai=D+2×detected value, in which D is diameter of riveted hole. With 
propagation of fatigue crack, the net section may be yield under loading and fracture failure may be 
occurred. The critical crack length (acr) can be calculated by Eq. (3) and Eq. (4). In Eq. (3) and (4), 
W is the width of member, Rel is yield strength and σmax is maximum sum of dead stress and live 
stress.   
 
CCT： )/1( max elN RWa σ−=    (3) 
DECT:  WRWa elN 5.1)/1(425.2 max −−+= σ    (4) 
 
If stress intensity factor at crack tip (KI) is greater than fracture toughness of steel (KIC), fracture 
may be occurred. In this case, critical crack length (acr) is calculated by Eq. (5), in which Y is 
geometrical amend factor. 
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The calculated critical crack length by Eq. (5) should be less than the max length that member can 
observe (amax). For steel angle, crack length should be no more than angle width. So, critical length 
is finally determined by Eq. (6). 
 
 ),,min( maxaaaa crNf =    (6) 
 
A safety evaluation result will be obtained if is just considering △σ in Paris equation. However, 
threshold value relative to load ratio R (R=σmin/σmax) should be considered, shown in Eq. (7). When 
crack propagating from ai to af, the remaining fatigue life is calculated by Eq. (8).  
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5.2. Evaluation results 
 
Remaining fatigue life of Lanzhou Yellow River Iron Bridge is evaluated by the following steps. 
Firstly, finite element mode of Lanzhou Yellow River Iron Bridge is established and influence lines 
for main truss members and cross beam are acquired. Secondly, traffic load survey is conducted to 
determine fatigue load using in fatigue life evaluation. Thirdly, stress spectrums are acquired using 
flow counting method when applying fatigue load on influence lines of members considering traffic 
load impact factor. Fourthly, considering corrosion effect and fatigue propagation rules for riveted 
detail, fatigue life for Lanzhou Yellow River Iron Bridge is assessed. 
 
By the method of S-N curve, the remaining fatigue life evaluation of main truss and deck plate in 
Lanzhou Yellow River Iron Bridge are all more than 100 years, except inclined truss member L3 
loaded by people load. When fracture mechanics method is used, only hanger member L2 in main 
truss structure has remaining fatigue life more than 100 years under varieties of fatigue loads. In 
other members, inclined member L3 has the shortest remaining fatigue life (17 years) under people 
load. Learn from calculation result, all members in main truss structure have infinite remaining 
fatigue life under fatigue load of small cars, while they have shortest remaining fatigue life under 
people load and truck load. As a result, to ensure the safety of bridge structure, two kinds of adverse 
loading situations should be restricted including people loading only on half of bridge, and truck 
load over 120kN.  
 
6. Conclusions 
 
This paper focused on study of the actual fatigue remaining life, service safety, maintenance 
intervals and the ultimate bearing capacity of old historical steel bridges to preserve their high 
cultural value. It can be concluded that: (1) the strength of the old steel is relatively equal to A3 
steel in the old code, and the ductile-brittle transition temperature is nearly -23 ℃，which means that 
the structure is unsafe in winter considering the cold climate of Lanzhou city; (2) The main 
regression parameters of the fatigue crack growth rate are C=7.88×10-12 and m=3 for base steel; 
(3)through fatigue test for specimen with drilled holes, the fatigue property of Zhongshan Steel 
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Bridge is superior to detail C in AASHTO and detail D in BS5400 and higher than detail 100 in 
Eurocode; (4) according to the fatigue remaining life evaluation of main truss and deck plate in 
Lanzhou Yellow River Iron Bridge by the S-N curve and fracture mechanics method, two kinds of 
adverse loading situations should be restricted including people loading only on half of bridge, and 
truck load over 120kN. 
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